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Power Control by Interference Prediction for
Broadband Wireless Packet Networks

Kin K. Leung, Fellow, IEEE

Abstract—A Kalman-filter method for power control is pro-  networks, see e.g., [5], [8], [10], [19], [20], and [24]. Specifi-
posed for broadband, packet-switched time division multiple ac- cally, power control has been shown to be a useful technique
cess wireless networks. By exploiting the temporal correlation of to improve performance and capacity of time division multiple

co-channel interference, a Kalman filter is used to predict future TDMA) wirel tworks. In addition t f
interference power. Based on the predicted interference and esti- access ( ) wireless networks. In addition to performance

mated path gain between the transmitter and receiver, transmis- Improvement, power control |S a.ctually e.ssential in solving the
sion power is determined to achieve a desired signal-to-interfer- near-far problem in code division multiple access (CDMA)
ence-plus-noise ratio (SINR). A condition to ensure power stability networks. In this paper, we focus on broadband packet-switched

in the packet-switched environment is established and provenfora tpMmA networks with data rates up to several megabits per
special case of the Kalman-filter method. The condition generalizes second

the existing one for a fixed path-gain matrix, as for circuit-switched o . . .
networks. Existing power control algorithms can be categorized into

Performance results reveal that the Kalman-filter method for two classes: signal-based and signal-to-interference ratio (SIR)
power control provides a significant performance improvement. pased power control. Signal-based power control [13], [21]
Specifically, when messages consist of ten packets on average, thﬁdjusts the transmission power based on the received signal

90th and 95th percentile of the SINR by the new method are 3.79 dB
and 5.46 dB gbove those when no }E)ower control is in use, and strength. In contrast, SIR-based control [5], [10], [11], [24],

lie just 0.96 dB and 1.14 dB below the upper-bound performance [25] changes the power according to the ratio of signal and
of the optimal power control, respectively, in a system with four- co-channel interference (possibly plus noise) power levels.
sector cells and an interleaved frequency assignment of a reuse(Since only co-channel interference is considered here, it is
factor of 2/8. In addition, the new method performs noticeably simply referred to aterferencen the following.) It has been

better than the delta-modulation method and a simple scheme that h that SIR-based trol outoerf : I-based
uses the last measurement as predicted interference power. In an Shown tha -based power control outperiorms signal-base

example of 8-PSK modulation and average message length of 20CONtrol.
packets, the SINR performance gain by the new method improves ~ Many SIR-based power control algorithms implicitly assume

the network throughput by about 150% and 70%, relative to no  that calls have relatively long holding time and they use the
power control and the simple scheme, respectively. last SIR measurement to adjust power iteratively. However, they
Index Terms—Adaptive kalman filtering, co-channel interfer- may not be efficient for packet-switching networks due to the
ence, error analysis, land mobile radio cellular systems, packet purstiness of data packets, coupled with irregular transmission
switching, power control, radio communication, time division  gcheqyle in these networks. Thus, we need an appropriate power
multiaccess. control for packet-switched TDMA networks, and this is the
topic of this paper.
|. INTRODUCTION To help illustrate our ideas for wireless packet networks, let

HERE IS A growing demand for broadband wireless nellS assume that time is divided instots Let each data mes-
T works as work-at-home, telecommuting, and Internet a age be divided into a number of packets, each of which can

cess have become very popular. Given the roliferation of | e transmitted in one time slot. As in typical IP networks, the

ternet protocol (IP) networks, it is important to design broa&peslsafge length (in tetrms of the nLJ[)mbertof paﬁketszj varies ra;;
band wireless networks that support transport of IP packets. .ﬂs)_m y Irom message o message. Despite such randomness, the

ward this goal, it is natural to allow terminals and base statiof:?gtworkS allow multiple, contiguous time slots to be used by the

to send data continuously until the whole data message is tranan '€ terminal or base station for transmitting a message. As a

mitted, as on typical wired IP networks such as Ethernet consequence, the interference at a given receiver is correlated

Dynamic transmission power control has been widegom one time slot to the next. We observe that steshporal

studied and practiced to manage interference in cellular ra #?rrelanon for the m"terference becomes Strong quickly when
the message length increases from one. For this reason, based on
the interference measurements in previous slots, one can apply
. . _ aéaupropriate methods to predict the interference power to be re-
Manuscript received October 4, 1999; revised January 12, 2001; accept d inal b . in th | B d
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are the key ideas behind the power control algorithm proposed the training symbols for the signal. In fact, making such

in the following. measurements can be challenging, especially when time
In particular, we propose to use a Kalman filter [4], [12] to  duration is short, see, e.g., [2] and [1].

predict the interference power, thus, our algorithm is referred to

as thekalman-filter methodThe advantage of the Kalman filterB. Interference Prediction by Kalman Filter

is that it is simple, due to its recursive structure and robust ovenye use a Kalman filter to predict the future interference-

a wide range of parameters, and it possibly provides an optinilis-noise power. Lefi(n) be the actual interference-plus-noise

estimate in the sense of minimum mean square error (MMSkgbwer in dBm received at a given base station in timessldn

Kalman filters have been applied successfully to many systegsier words,/(n) is the “process state” to be estimated by the

[4]. As for wireless networks, [6] proposes using a Kalmagalman filter. Assume that the noise power, which depends on

filter for call admission in CDMA networks. We report here thathe channel bandwidth, is given and fixed. For brevity, unless

Kalman filtering is also useful for power control in TDMA net-stated otherwise, the interference plus thermal noise is simply

works. referred to asnterferencein the following. The dynamics of
The organization of the rest of this paper is as followshe interference power is described by

In Section Il, the Kalman-filter method for power control is

presented. The stability of power control in wireless packet I(n) = I(n — 1)+ F(n) 1)

networks is analyzed in Section Ill. Then, in Section IV, W§here(n) represents the fluctuation of interference power as
use simulation techniques to study the performance of the ngWminals start new transmissions and/or adjust their transmis-
method. Finally, we present our conclusions in Section V. gion power in the time slot. In the terminology of Kalman fil-
tering, F'(n) is the “process noise.” In essence, the interference
[I. A KALMAN -FILTER METHOD FORPOWER CONTROL power is modeled as a Brownian-motion process [4] in (1). Let

Although the Kalman-filter power control is applicable toZ(”) be the measured interference power in dBm for slot

both the uplink (from terminal to base station) and the downlinT<hen
(from base station to terminal), we focus on the uplink here. Z(n) = I(n) + E(n) @)

A. System Assumptions where E(n) is the “measurement noise” (e.g., due to receiver

1) Consider a cellular radio network where time is divided intB.Oise)' Equatign (1) and (2) are commqnly referred to as the
gnal generation modeBy the Kalman filter theory [4], the

slots Let each data message be divided into a number Y : ;
packets, each of which can be sent in one time slot Tﬂgwe and measurement update equations for the interference

network allows multiple, contiguous time slots to be used dgpwer are

the same transmitter for sending a message, thus producing I(n+1) :_f(n) (3)
temporal correlation for interference. ; 2

1) =P 4

2) The path gain (i.e., the path loss plus shadow fading) be- (n+1) ~(n) —i: @) 1 “)

tween a terminal and its base station can be estimated ac- K(n) =P(n)[P(n) + R(n)] 5)

curately by measurements; for example, by use of the con- I(n) =I(n) + K(n)[Z(n) — I(n)] (6)

trol channel for handoff purposes in GSM system [18]. This p(n) =[1— K(n)]P(n) @)

assumption is reasonable, especially for the case where the )
path gain does not change much over time when the terminéiere(n) and/(n) are thea priori anda posterioriestimates
is moving at a very slow speed or is stationary. of I(n), P(n), andP(n) are thea priori anda posterioriesti-

3) The medium-access control (MAC) protocol in use allows &tate-error variancess (n) is the Kalman gain, an@(n) and
most one terminal in each sector or cell to send data at a tindé&n) are the variances for the process ndie) and measure-
that is, no data contention occurs within the same sectorfent noise&(n), respectively.
cell. In addition, the base station knows which terminal is Clearly, Q(n) and R(n) need to be estimated as input for
scheduled to transmit at different times. (e.qg., typical pollingt) and (5). As an initial attempt, we estimafén) based on
and reservation schemes meet both requirements.) Whehtgrference measurements in the [@stslots as follows:

terminal transmits, it can send packets in multiple time slots . 1 n

contiguously. Z(n) =W Z (%) (8)
4) Due to the large volume of data involved, base stations do i=n—W+1

not exchange control information among themselves on a ™ = 2

per packet basis in real time. Thus, it is extremely difficult Q(n) W1 Z [Z(5) = Z(n)]". ©)

to estimate how much interference one transmission causes p=n-WHL

to others. This approximation of)(n) is obtained based on the following

5) Interference power in each time slot can be measureshsoning. FirstZ(n) given by (8) is the average measured in-
quickly, but probably with errors at each base station. Therference power (noise included) over the sliding windéw
interference power is equal to the difference between thée observe that a§n) andE(n) in (2) are typically indepen-
total received power and the power of the desired signaent, the variance of(») over the sliding window, as given
where the latter can be measured by filtering based by the right-hand side (RHS) of (9), actually represents the sum
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of the variances of the interference powérn) and the mea- structs (via a down-link channel) the terminal to transmit in slot
surement nois&'(n). Since the fluctuation af(n) can reach as »n with power

much as tens of decibels in the packet-switched networks, which .

is much higher than typical measurement errors, the variance P(n) = 7@_ (11)

of Z(n) approximately equals the varianceif:). In turn, as g(n)

shown in (9), the approximate variancel@f.) is used as an es- g g4 of this setting of transmission power is to choose just
timate of the varianc€(n) of the process noisé'(n), which - gnqgh power to achieve the target SINRthus minimizing

is the change in interference power from one time slot to thee ference to others without degrading one’s link quality. In
next according to (1). This last step of approximation is apprset different targets can be used in (11) for different terminals,

priate becaus@(n)_ i_s proportional to the quc_tuation _df(”)' depending on their link quality [16]. Nevertheless, we assume
We note that the sliding window in (8) and (9) is used in order tQ, 1o minals have an identical target SINR here.

capture the nonstationarity of interference. Evideitfyshould When power is selected by (11), the receiving SINR) at
be chosen big enough (e.&.,10) so that if the measurement €l'ihe base station is ’

rors E(n) in (2) have zero mean (which is typical), (8) can yield N
an unbiased estimate of average interference power. ~(n) = p(n)g(n) _ i(n) (12)
Actually, R(n) depends on the error characteristics of in- i(n) i(n)

terference measurements at the receiver, and is typically Yere;(p) is the actual interference power in mw for siotit

correlated withQ(n). In practice k(n) can be determined by, ig cjear from (12) that when the interference prediction by the

for example, measuring the “received” power on a known, id|eaiman filter is accurate (i.ei(n) ~ i(n)), the target SINR

channel. Thus, the variance of the “received” power over atime, -hieved. Even wheifn) does not predici(n) exactly, the
window is an estimate af(n). To illustrate the potential per- .\ athod also helps in reducing the spready(f), as long as
formance gain of the Kalman-filter method without consideringn) andi(n) are positively correlated.

details of the measurement error characteristics and procedure
here, we assume for simplicity th&(r) is given by D. Steps for the Kalman-Filter Method

R(n) = ¢Q(n) (10) as"I'he Kalman-filter method for power control is summarized

where( is a given constant between zero and one. The choice?) For each time slot, each base station measures the inter-

of R(n) in (10) as an illustrative example is reasonable for our ~ ference power for the time slot.

study here because, as mentioned ab@g,) in (9) includes  b) The interference measurements are used as input to the

the variance of measurement noise. We remark that determining  Kalman filter in (3) to (10) to predict the interference

the best estimates fap(n) and R(n) represents an area for powerl(n + 1) (or equivalentlyz(n + 1)) in slotn 4 1.

further study. Nevertheless, we show in the following that the ¢) Based on the MAC protocol in use (which satisfies As-

power-control method using the above estimates can yield sig- sumption 3), the base station tracks the path gaint-1),

nificant performance gain. Further gain may be achievable with ~ and selects the transmission power by (11) to meet a given

an enhanced estimate 6f(n) and an actual measurement of  target SINR for the terminal that transmits in sto- 1.

R(n). d) The power leveb(n + 1) is forwarded via the downlink
For each slot, the interference measurements are inputto (8)  to the terminal for actual transmission.

to (10) for estimating)(n) and R(n). Using these values and

the current measurement, (5) to (7) yield the Kalman gain andll. STABILITY OF POWER CONTROL IN WIRELESSPACKET

thea posterioriestimates fof (n) and P(n ), respectively. The NETWORKS

a priori estimates for the next time slot are given by (3) and (4). |nstead of considering the general case of the Kalman-filter

In particular,(n-+1) in (3) is used as the predicted interferencethod, we consider a simple power-control scheme where the
power in slotn + 1 for power control as described below. Beforg ., nsmission power for slat is determined by

discussing the determination of transmission power, we empha-

size that although the Kalman filter in (3) to (7) is presented as p(n) = ,YZ(” -1)
a tool for interference prediction, it also provides smoothing ef- g(n)
fects as the measurement noise (error) is smoothed out by\m‘?erez(n ~1)
nature of filtering.

(13)

is the measured interference power in mw for
slotn — 1, that is,z(n — 1) is the linear-scale equivalent of
Z(n — 1) in dB in (2). Actually, (13) is a special case of the
Kalman-filter method. Specifically, if the measurement noise is
Let v be the target SINRy(n) the transmission power, andconstant (i.e.R(n) = 0 for all n), we haveK(n) = 1 and
g(n) the path gain from the transmitting terminal to the basgn + 1) = Z(n) = I(n) 4+ E(n), according to (2) to (7). In
station for slotn, respectively. While/(n) and(n) represent other words, the measured interference power insslet1 is
the actual and predicted interference power in dBm, weéuse used as an estimate of that same quantity inssldi this case,
andi(n) to denote the respective values in mW. By Assumptiofl1) becomes (13). It is noteworthy that (13) also corresponds
2, the base station can estimgte.) accurately. Based on thisto the power control withs = 1 in [10] and that in [11] when
and the predicted interferenién) in (3), the base station in- receiver noise is ignored.

C. Determination of Transmission Power
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To continue, let the network havd co-channel sectors andwith the path-gain matriz(n + 1) for slotn + 1. Specifically,
J terminals in each sector, where exactly one terminal is scheihce G(1) has a full rank, its eignvectons; (1), for j = 1
uled to transmit in each sector in a time slot. Fgr=1to M, to M, are linearly independent. Thus, for a givef0), we can
we useg;;(n) to denote the path gain (i.e., the path loss plusxpress
shadowing) from a terminal that transmits in stoin sector
. . . M
j to the base station receiver of secioFor each slot, let 0) = Zu‘
G(n) be the path-gain matriyy;; (n — 1)/gi:(n)]m=m With ele- “
ments in the diagonal replaced by zeros. As in [24], we assume
that G(n) for all n has a full rank with probability one. Let Substituting (16) into (14) and using the property of matrix
Ai(n) andu;(n) for i = 1to M be the eigenvalues and assoeigenvectors and eigenvalues tktl )u; (1) = A\;(1)u;(1) for
ciated eigenvectors di(n) with |A1(n)] > |Aa(n)] > --- > all ¢, we have
|[Aas(n)|. To study power stability, it is appropTriate to consider M O
the I, norm of a vectorx = (z1,x2,...,z )", denoted by i ]
Ixllo = max |z;]. To avoid extreme situations, we also as- P =G0 Zu“ =70 A(1) wir (1) A7)

(16)

11=1

i1=1 i1=1
sume that all eignvectors associated wiin) have finitel,,
norm; i.e.,/ju;(n)||ec < oo for all ¢ andn, with probability one.

With M sectors in the system anfdterminals in each sector,
different combinations of terminals can transmit in a time sIoI
which result inJ* possible path-gain matrices applicable to
every slot. Let these matrices be denotedGdy for i = 1 u,;, (1) = Zuil,iz (2). (18)
to JM. Further, let3; be the largest eigenvalue for ea€h. in=1

Clearly, as a result of the packet switchir@(») is equal to Then, recursively expanding (14) yields
one of theG;s for each slot,, depending on which terminals yexp 914y

Similarly, u;, (1) in (17) can now be represented by a sum of
linearly independent eigenvectas ,,(2)s of G(2) for slot 2.
hat is, fori; = 1to M

are actually transmitting in the slot. We assume that the choices M M (1)

of transmitting terminals are made randomly and independent of p(n) =" H Ax (i Z Z Z 1

system conditions. In addition, fér = 1 to J, let a;, be the e e

long-term (i.e., over a sufficiently large number of time slots) ) X)) (n) (19)
fraction of occurrence 0G(n) = Gy, forn = 1,2,..., 0. A1(2) Ap(n)

CIearIy,Zi:l a = 1. where, for k. = 2 to n, w,,, 4 (k — 1) =

Let the power vector bp(n) = (p1(n), ... ,par(n))” where M (k), and the latter are linearly indepen-
p;(n) is the power for the terminal of sectétransmitting in ezr;t—lelgzéﬁ/’ec’;’brs ’oG( k) for slot k. Using the fact that
slot n. We note that the standard notion of “convergence” J(M(R)]) < 1 for all k, We' take thel. norm of
the power vector may not apply well in wireless packet ne (&oth sides of (19). Further, sind; )| °°< ~o for
works because different sets of terminals can be transmitting i o & be a finite upper bound“67f2t7hé$§> nocrx}ms Finally
consecutive time slots. Rather, our main concern is whethergaﬁmgn — 0, we obtain from (19) that ’
transmission powers of all terminals remain finite in the steady
state. Thus, we define a power-control algorithm tetadble if lim |[p(n)]e < Iim ,yn ﬁ Al(i)
nh_I)r;opZ(n) < oo forall . That s, ifnLigLOO Ip(n)||oe < 0. —00 - i

A. Stability for Interference-Limited Case Z Z Z Wi i, i ()| o0
t1=1122=1 tn=1
Without the receiver (thermal) noisgin — 1) = i(n — 1) = T
> =i 9ij(n — 1)p;(n — 1). Based on this, the power control in < hm 7" H )‘1( )M Kn
(13) for the whole system can be expressed in a matrix form Jar 2
=MK lim n ['y TI /3’“} (20)
p(n) = vG(n)p(n —1). (14) n—oo

Theorem 1: With ||p(0)|oe < 00, lim [|p(n)||ee < oo if where the conversion of the product of the4)s into that of the
nToo Sxs is valid due to the following reason. By definition, when

and only i n — oo and for eachk = 1 to J™, nay is the number of
o occurrence tha (i) = Gy, for i = 1 ton. GivenG (i) = Gy,
'V,Elﬁkk <1 (15)  their Iargest eignvalues equal to each other; that,i§,) = .
JI\/I
where fork = 1to J™, a, is the long-term fraction of occur- 1 'S H A(1) = L 5" whenn — oo. Applying Theorem
rence ofG(n) = Gy forn =1,2,...,00. 3.20d in [17] the last limit in (20) converges as— oo if and
Proof: As given by (14), the power vector for stotp(n), ~Only if (15) holds. Thus,lim [|p(n)]|- is bounded if and only
is determined as a function of the power vector for the previoif15) is true. O

slot,p(n — 1). However, our approach in the proof is to express It is worth noting that Theorem 1 is a generalization of the
a given power vectop(n) as a sum of eignvectors associatedtandard condition A < 1 (e.g., [11], [24]) for power stability,
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whereX is the maximum eigenvalue of a given fixed path gaiandv;, ;,(2)s are eigenvectors &&(2). Thus, recursively ex-

matrix, as in circuit-switched networks. panding (21) leads to
B. A Sufficient Stability Condition in Presence of Receiver p(n) =" 11 Ai( (1) Air(2)
. =7 H 1(
Noise Zl_l Zn_l 1 A1(2)
Suppose that the constant receiver noise power at the base A, (n)
station of sectoi is n;. We usen(n) to denote the vector of W) Wi is...pi, (72)
ni/gii(n), fori = 1to M andn > 1. In parallel to (14), the
power control in (13) with receiver noise can be expressed as + ,yn ﬁ A1 (é 2(2)
2
zn—l
p(n) =1[G(n)p(n — 1) +n(n)]. (21) A ()
Before proving that (15) is a sufficient condition for the stability o Ar(n) Vizsisseosin (1)

of (21), we define

zz;’

A =y" L0~ 1) =
T A <n>
+ ,yn il:_Ig)\l ('L)(TL - 2) Tt )\1 (n) Vig,i4,...,in (n) + T

+9" 7 M) = 3) 4+ ya(n). (22) +9° M\ (n Z )+nn) - (27)

Lemma 1: If (15) holds, hm A, <00, 7”_1 ‘
Proof: We apply the root test [17] to show that the se Wh,Sre fork = 2 ton andk > j, V"’a‘:ijﬂg---ﬂ"kfl(k -1 =
quence ..} converges. Let 2 iv=1 Vijizin,iy (k), and the latter are eigenvectors@(k).

N Consider thé ., norm and the fact that;(j)/ 1 (4)| < 1, for

n Il andj, in (27), h
w = lim sup [y T Ay (i) (n — 1) . (23) alli andj. in (27), we have
n—oo =2
M ||p(n)||00 Sryni]illryl Z Z ||u717727 - ||O<>
For sufficiently largen, H At) = H B, as in (20). Ap- - u—l iy ,—1
plying this and (15) to (23) yields
+'Y H)\l Z ZHVZz,Zg, ,zn ||oo
M JM 2o =1 2 =1
w—’yﬂﬁ"hmsup(n—l)l/n—’yﬂﬁa"<1 (24) ’
. +o 7 (0 ZHVZ Moo
By the root-test theorem witlh < 1, {A,} converges. Ap- =
plying Theorem 3.2c in [17], the convergence implies thét ) + A7) so- (28)

is bounded. O
Theorem 2: Assume thal| p(0)||. < oo and||n(n)||ee < 0o Sincel|wi, 4, i, (M)llec < o0 @and|lv;, ;. (n)|lee < oo, for
for all n. If (15) holds, thenlim ||p(n)||eo < oo, With p(n) all j = 2, let K be a finite upper bound of thedg, norms.
given by (21). nee Applying this to (28) yields
Proof: Note thatp(n) in (21) is determined as a function

n—1
of p(n — 1). Similar to Theorem 1, our approach to the pro& Moo 7" H )‘1( )MEn+yKM [ EIQ)‘l( t)(n—1)

is to express a given power vectpfn) as a sum of linearly
independent eignvectors associated with the path-gain matrix +’7"72iH3)\1(i)(n —2)+-+ fy)\l(n)}
Ss(n + 1) for slotn + 1. Thus, we can express a givei0) A7) oo 29)
Similar to (20), when (15) holds and — oo, the first term on
(0) = Z“il (1) (25) the RHS of (29) becomes zero. In addition, since the last term
Q=1 is finite, | p(n)|lcc < oo if the series in brackets is bounded.
Indeed, Lemma 1 confirms the latter, given that (15) holds.
where theu;, (1)s are independent eigenvectors®f1). Sub-  Note that Theorem 2 generalizes the stability criterion in [10],
stituting (25) into (21) and using the fact th&(1)u;(1) = where the path-gain matrix is assumed to be constant. However,
Ai(1)u;(1) for all 4, we obtain due to analytical difficulty, we are not able to prove that (15)
is the necessary stability condition for (21). We also point out
=v|A( 1 +n(1)]. (26) that the computation for (15) is very involved because of a huge
e 1 1 number of applicable path-gain matrices, as a result of the many

o y possible combinations of transmitters in the packet-switched
Similar to (18), we express;, (1) = > ;' w;, ;,(2), for each network. Finally, the stability criteria for the general case of
i1 =1toM,andn(l) = Eﬁ‘;l Vi, 4, (2), where then;, ;,(2)s Kalman-filter power control is an open research issue. Perhaps
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Each radio link is characterized by a path-loss model with an
exponent of four and lognormal shadow fading with a standard
deviation of 8 dB. Fast fading is not considered in obtaining the
SINR statistics, but is considered when mapping the SINR per-
formance to packet error rate. Cell radius is 1 Km and the path
loss at 100 m from the cell centeris7/8 dB (for a carrier fre-
quency at 2 GHz). Thermal noise power is equat-til0 dBm
to consider 1 MHz channel bandwidth and a noise factor of 4 dB.

Message length is assumed to have a discrete form of Pareto
distribution, which has been shown to be appropriate for mod-
eling IP traffic [23]. More precisely, each time a terminal trans-
mits a message, the number of slots used in the message trans-
mission, is characterized by the following cumulative distribu-
tion function:

H1:1—<E> fori > ke ZTanda > 1 (30)

2

wherek anda are given parameters. Then, the probability that a
Fig. 1. A four-sector cell layout and interleaved channel assignment (ICA)message consists bpackets is given b; = [k/i]* — [k/(i +
1)]* for: >= k € Z* and the average message length is

one possible direction to study it may be to include another 2 BN
“noise” term in (21) to account for the perturbation of power L=F+ Z < ) (31)
due to the filtering effects. When appropriate criteria are satis- i=k+1

fied, fhe_ Kalman filter remains stable, which in tur keeps thg.q the pareto distribution has an infinite variance: i<
new “noise” term finite. If this could be shown, the rest of th% such values should be avoided. Otherwise, our simulation
proof for Theorem 2 could remain applicable. cannot reach a steady state and results will not have statistical
significance. Thus, to guarantee finite variance, for a giken
IV. PERFORMANCE STUDY we setk = [L/2] to ensurex > 2, where[y] is the smallest
integer greater than or equal 4oUsing thisk value,« can be
solved from (31) for the givel.

Given the complexity of the Kalman-filter method, we choose To illustrate our ideas without considering details of measure-
to use simulation techniques to study its effectiveness. We siment noise characteristicd; and¢ for (8) to (10) are set to be
ulate the cell layout and interleaved channel assignment (IC30 and 0.5, respectively. (Actually, our extensive numerical ex-
[22] in Fig. 1. A total of 19 cells in the hexagonal layout argeriments reveal that the Kalman-filter method gives good re-
considered. Each cell is divided into four sectors, each of whishlts for a wide range oV and¢, which corresponds to dras-
is served by a base station antenna located at the center oftitaly different characteristics of measurement noise.) For con-
cell. The beamwidth of each base station antenna‘ds\8bile venience, our simulation model assumes that terminals in all
terminals have omni-directional antennas. For simplicity whileells are synchronized at the slot boundary for transmission.
closely modeling practical antennas, the radiation pattern for therthermore, unless stated otherwise (see the discussion asso-
base station antenna is assumed to have a parabolic shape;ciagtd with Fig. 5), we assume 100% traffic load in this study.
is, a 3 dB drop occurs at the beamwidth half angle and any dir@idiat is, there are always terminals ready for transmission in
tion beyond a threshold angle in a clockwise or anticlockwigm-channel sectors. Thus, after a terminal transmits a message
direction suffers a given, fixed attenuation relative to the gaimith a random length according to (30), the base station im-
at the front direction, which is called the front-to-back (FTBjnediately schedules another randomly chosen terminal in the
ratio. For the 60 base station antenna with 20 dB FTB ratiosame sector to start a new transmission in the next time slot.
this pattern yields a 3 dB drop at the°3@ngle in the clockwise At each time slot with a packet transmission in a sector, its
or anticlockwise direction from the front direction, the thresholtdase station computes and records the SINR according to the
angle is 77.8 and the antenna has a gain of 7.38 dBi at the froattual signal and interference power. With such statistics col-
direction. The ICA (static) scheme in Fig. 1 allows sectors witlected over a sufficiently long simulation time, the distribution
the same labels to use the same channel set, thus yielding afinaection for the SINR is obtained, including the high percentiles
quency reuse factor of 2/8 (i.e., reuse in every two cells or eighitthe SINR. To help us study the dynamic range for the power
sectors). Each sector is populated with 500 randomly placed amhtrol schemes, the model first assumes no limit on the actual
uniformly distributed terminals. Each terminal selects the bas@ansmission power in Section IV-B. Then, the power is lim-
station that provides the strongest signal power. Terminals dexd between 0 dBm and 30 dBm in subsequent subsections. The
assumed to be stationary throughout the simulation. To providedel assumes that interference power in one time slot can be
accurate results, only statistics in the middle cell in Fig. 1 areeasured and used to determine the transmission power for the
collected and reported below. next slot.

A. Simulation Model
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Fig. 2. Improvement of SINR performance. Fig. 3. Performance impacts of SINR target for the Kalman-filter method.

B. Performance Gain of the Kalman-Filter Method

Fig. 2 compares the SINR performance for the Kalman-filt

in Fig. 2. This implies that good radio links can transmit at

& low power, thus further reducing the amount of interference

method with that for no, full, and optimal power control. For n(gor co-channel sectors. In addition to the results for Pareto-dis-
power control, transmission power is fixed at 30 dBm, while t&ibuted message lengths in Fig. 2, we also obtained similar re-
full power control scheme fully compensates for the path gay!ts for geometrically-distributed lengths.

between a terminal and its base station (i.e., the combined path®t US discuss about the selectionlofn Fig. 2. For a data

loss and shadow fading) such that the received signal strenfftif Of 1 Mb/s, a time slot can be chosen to be 0.5 ms; that is,
at the base station is maintained at a fixed level-80 dBm.  €ach packet contains 500 bits, which is comparable to the length

Resullts for the optimal power control, shown by solid line iff @ TCP/IP acknowledgment (e.g., in web browsing applica-

Fig. 2, are obtained by the method in [11] based on SIR witholfns) Or the size of an ATM cell when the IP is supported by
considering thermal noise. The method assumes precise kndi ATM transport network. With these parametdiss likely
edge of path gain for all combinations of terminals and base s{g-P€ greater than 10 for applications such as telecommuting,
tions. Based on the path-gain matri, the iterative method is ¢¥1€re text emails can easily contain more than 5000 bits.
ecuted until convergence to determine the optimal transmissiorf °f £ = 10, Fig. 3 illustrates how the SINR performance
power for each time slot. The transmission power is scaled 'Y the Kalman-filter method improves when the SINR target,
each iteration to avoid numerical underflow and overflow. Thug, In (11), increases from 13 dB to 20 dB. As the target in-

these results can be viewed as the upper bounds for the acki§RSes: the performance becomes close to optimum. Although
SINR performance for the system in Fig. 1. not shown in the figure, analysis in Section Il has revealed that

As for the Kalman-filter method, we set the SINR target there exists a certain maximum target for given channel assign-
to be 17 dB in (11). As shown by,the dashed lines in Fig. ment, cell layout and radio parameters, without increasing trans-

when the message length is one, the high (e.g., 90th to 99th) gB[SSion power to infinity. However, determining the power sta-
centiles of the SINR for the Kalman-filter method are very closgity for a given SINR target is involved in the computation.
to those for the full and no power control scheme. However, tH&1US; We choose to determine the maximum stable (achievable)
performance for the new method improves rapidly as the a§1NR target for the Kalrlnan'—fllter_method by simulation exper-
erage message lengfhincreases. In particular, fdr = 10, the |ments_. For the system in Fig. 1,_|t is fo_und 'Fhat Wh_en the SINR
90th and 95th percentile of the SINR are 3.79 dB and 5.46 d@&9€tis greater than 20 dB, the simulation simply did notreach a
above the respective percentiles for no power control, whigheady state and the transmission power was set to be extremely
represent very significant performance improvement, and figh. ForL = 10,. Fig. 4 shows the distribution of transmission
just 0.96 dB and 1.14 dB below the upper-bound performanB@Wer for selecting 15, 17, and 20 dB as the SINR target. We
of the optimal power control, respectively. note thgt although a target of 20 dB is still stable, it requires
Such improvement can best be explained by examining (18fcessive transmission power. At the other _extreme_, for _15 dB
As L increases, the temporal correlation for interference b@S the target SINR, terminals do not fully utilize their typical,
comes strong, and the interference poﬁﬁ') predicted by the maximum transmission power of 30 dBm. Fr_om thes_e results, a
Kalman filter is close to the actual valuén), thus achieving Maximum target of 17 dB can be supported in practice.
the SINR target. When possible, the Kalman-filter method is ex- , ,
pected to perform even closer to the target wiiea increased C- Performance Comparison With Other Methods
further. As expected, the probability for SINR exceeding 17 dB, To have meaningful comparisons between the Kalman
the SINR target, for the Kalman-filter method drops quicklynethod and other methods, the transmission power is bounded
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Fig. 4. Transmission power distribution for the Kalman-filter method.

TABLE |
COMPARISON BETWEEN THE KALMAN -FILTER METHOD
AND THE DELTA-MODULATION METHOD

Average Message SINR Percentile (dB)
Method

Length (Slots) 90% 95% 999

3 Kalman | 1340 | 11.01 | 4.92

3 Delta 11.96 890 | 294

Kalman | 14.37 | 1233 | 6.28

Delta 12.44 9.36 | 3.14

10 Kalman | 1529 | 1354 | 7.52

10 Delta 12.99 9.88 | 3.31

20 Kalman | 16.02 | 14.53 | 8.38

20 Delta 13.82 | 10.61 | 3.66

40 Kalman | 1650 | 1538 | 9.52

40 Delta 1519 | 12.15| 5.39
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TABLE I
PACKET ERROR RATE FOR A FADING CHANNEL
USING 8-PSK MODULATION

SINR (dB) | Packet Error Rate
1.0
5 0.8
10 0.25
15 0.024
19 0.001

Our next step is to assess the performance of the proposed
method in the presence of random measurement errors. That
is, for a given average relative (absolute) measurement error
(say X%) and the actual interferende in dBm for slot i,
the interference measuremeit:), input to (8), is randomly
distributed betwee#; (1 — 2X/100) andl;(1+ 2X/100) dBm.
Furthermore, one may wonder how the performance of the
Kalman-filter method compares with that of the simple power
control in (13). The simple control adjusts the transmission
power p(n) for each terminal transmitting in slet according
to (11), with4(n) (which is the predicted interference by the
Kalman filter) replaced byz(n — 1). This simple scheme
is based on the following observation. Despite the fact that
the interference power changes in time, it might not change
drastically, especially whei. > 1 and/or the interference
comes from many random sources, where the law of large
number starts to apply (i.e., to keep the total interference
power at its overall average level). As a result, the interference
measurement in slet — 1, namelyz(n — 1), can approximate
the actual interference power in slotas well. As pointed out
in Section 1ll, the simple scheme is identical to the Kalman
method with zeraR,,. In addition, the simple scheme can also
be viewed as a possible implementation of the approach with
# = 1in[10], although the latter method does not propose use
of interference tracking to adjust power for the first packet of
each message transmission.

To illustrate the potential improvement of network capacity
by the Kalman-filter method, we consider an example of the
packet error rate (PER) (or packet error probability) in Table I1.

between 0 dB and 30 dBm in the rest of this study. The SINFhese parameters are adopted from Fig. 7 in [7] for 8-PSK mod-
target is set to 17 dB, which is appropriate for the power limitslation with a data rate of 22.8 kb/s in the enhanced data rates for
shown in Fig. 4.
Table | compares the SINR performance of the Kalmaability of error (PER) performance of the Kalman-filter method
method with the delta-modulation method studied in [5]. land the simple scheme for selected average message lengths
the delta-modulation method, when a terminal starts a nevith average relative measurement error of 5% are presented
message transmission, the transmission power for its fiistTable Ill. The throughput is the product of 22.8 kb/s and the
packet is set according to the signal path gain so that thssociated successful reception probability. For reference, the
receiving signal strength is-80 dBm. For the subsequentresults for no power control are also given. We first note that
packets, the receiving SINR is measured at each time slotwlifien the message length increases, the throughput and PER
the SINR is less (greater) than the 17 dB target, transmissiimn both methods improve as the accuracy of the interference
power is increased (decreased) by 1 dB for the next packetediction improves. Secondly, the PER for no power control
As indicated above, the power is limited to be between 0 dB 7.3%, compared with 5.1% and 2.8% whén= 20, for
and 30 dBm. Table | shows that the SINR percentiles improtiee simple scheme and the Kalman method, respectively. For
as message length increases for both methods. However, rad-time services such as IP voice, the required PER is a couple
Kalman method consistently yields a gain of 1.3 dB to 4.7 d&f percent [9]. Thus, the PER for no power control and for the
for the SINR percentiles over the delta-modulation method. simple scheme will both be inadequate for such services. Even

the GSM evolution (EDGE) system. The throughput and prob-
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TABLE Il with p = 1, the traffic load for no power control and for the
COMPARISON OFTHROUGHPUT ANDPACKET ERROR RATE simple scheme have to be reduced to 0.4 and 0.59, respectively.
As shown in Fig. 5, the Kalman method, thus, provides a relative
Avg Message | 1 oq | Throughput | Packet Error throughput increase of 150% and 69.5% over no power control
Length (Slots) (Kbps) | Rate (PER) and the simple scheme, respectively.
N No Control 21.14 0.073 Generally, the performance gain of the Kalman-filter method
reduces when the control delay increases or message length de-
Kalman 2171 0.048 creases; see additional results in [14]. A technique for handling
Simple 21.24 0.068 increased control delay and/or decreased message length can be
5 Kalman 2191 0.039 found in [15].
5 Simple 21.42 0.060
V. CONCLUSION AND FUTURE WORK
10 K:‘llman 2196 0.037 The Kalman-filter method for power control has been
10 Simple 2153 0.056 proposed for broadband packet-switched TDMA wireless
20 Kalman 22.16 0.028 networks. By observing the temporal correlation of co-channel
20 Simple 21.63 0.051 interference when transmitters can send data packets con-

tiguously, the method uses a Kalman filter to predict future
interference power. Based on the predicted interference and

220 ' ' i i i estimated path gain between the transmitter and receiver,
B 180} —— RelativetoNo Control || transmission power is determined to achieve a desired SINR
£ - +-  Relative to Simple Scheme . L .
z performance. The new technique is simple to implement due
g 1eor 20 1 to its recursive structure and is robust over a wide range
£l - of parameters. A condition to ensure power stability in the
§ packet-switched system is established and proven for a special
g‘zo‘ 1 case of the Kalman-filter method. The condition generalizes
E 100k .1 thatfor circuit-switched networks where path-gain matrices are
e fixed.
£ 80 Our performance results reveal that the Kalman-filter method
g soF for power control provides a significant performance improve-
3 ment in wireless packet networks. Specifically, for an average
£ 401 1 message length of ten packets, the 90th and 95th percentile of
20l 1 the SINR by the new method are 3.79 dB and 5.46 dB above
those when no power control is in use, and lie just 0.96 dB and
doz 0.025 003 0035 0.04 0.045 005 1.14 dB below the performance of the optimal SIR-based power

Required Packet Error Probability control, respectively, in a system of four-sector cells using the
interleaved channel assignment with a frequency reuse factor
of 2/8 [22]. In addition, the new method performs noticeably

. . . better than the delta-modulation method and a simple scheme
for nonreal-time data services, !t has been shown (p. 13, [3]) ﬂfﬁ‘ét uses the last measurement as predicted interference power.
a few percent of PER can significantly reduce data throughpu n example of 8-PSK modulation and average message length
the network protocol layer. Thus, it is desirable to keep the P 20 packets, the SINR performance gain by the new method

satisfaqtorily low. Withou_t using complicateq techniques, o ﬁ1proves the network throughput by about 150% and 70% rel-
way to Improve the PER is to 'decr(.aase traffic I_oad and there ¥ve to no power control and the simple scheme, respectively.
reduce interference, as examined in the following.

X : Performance of future wireless networks will depend on the
For a given traffic loag per sector and., each sector stays

idle f ber of slots afterits t tting terminal finish design of dynamic channel assignment (DCA), traffic sched-
idle for a number of slots after its transmitting terminal finis esaigg’ power control, MAC, adaptive antenna, and adaptive

message transmission and before another terminal begins agqe ulation/coding for link adaptation. Often, these issues are

transmission. As an example, the idle period is assumed to Edi - :
: S ) i . : ied separately. With the proposed power-control algorithm
geometrically distributed; that is, the idle period lastskatots as a basis, we are in the process of developing and studying

i ility P —

\I’_Vgthuzrﬁgzmgylfgéls;(fzi)e‘\’/v:gE;f; L;é;;;)lfr{] pe Jtrh((}d_,y@)ifﬂ. new designs to consider these issues jointly (e.g., see [16]),
ith a goal of achieving high spectral efficiency and capacit

and varioudl values in Table Il as the required PERs. We peryyl 9 1eving high sp clency pactty

. in practical networks.
form a binary search op for no power control and also for
the simple scheme, so that the reduced traffic load can support
the required PER. Fig. 5 shows the throughput improvement of
the Kalman-filter method relative to no power control and rela- Thanks are due to P. Henry for his comments that helped
tive to the simple scheme. In particular, to support the requiretentify errors in the early results of this work. The author also
PER of 2.8%, achievable by the Kalman method with=- 20 thanks J. Chuang and L.-C. Wang for their discussion, and M.

Fig. 5. Throughput improvement of the Kalman-filter method.
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