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Abstract

Wirelesssensometworkshavebecomepossiblebecause
of the on-going improvementsin sensortechnology and
VLSI. Oneissuein smartsensometworksis achieving ef-
ficient operation becauseof the limited available power
For importantclassesof sensometworks sud as biomed-
ical sensos, the locationsof the sensingnodesare fixed
and the placementcan be pre-determined.In this paper
weconsiderthetopology that bestsupportsccommunication
amonghesesensomodes We proposea powerawarerout-
ing protocol and simulatethe performance showingthat
our routing protocol adaptsroutesto the available power
Thisleadsto a reductionin thetotal powerusedaswell as
mote even power usaye acrossnodes. We considerdiffer-
ent routesand topolagies, demonstating the differencein
performanceand explainingthe underlyingcauses.

Keywords: Wirelesssensometworks, topology power
adaptve routing,simulation,resourceaware.

1 Intr oduction

WirelessSensoiNetworks (WSN) have wide andvaried
applications. A smartsensoris a collection of integrated
sensorsand electronics. Whenthesetypesof sensorsare
usedin WSNs, very powerful, versatilenetworks can be
createdandusedin situationswheretraditionalwired net-
worksfail. Thesesensomnetworkscanbeusedfor emission
monitoringsystemsn the harshernvironmentof automobile
exhaustsystemsor in large buildings for more consistent
climate control. Researchs alreadybeingconductedwith
respectto low-power dissipationfor deepspacemissions
[6]. While the spacestationresearchis concentratingon
direct networks, this would be an excellentcasewerethe
flexibility of wirelessnetworking couldbeaptly applied.
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Therearealsocountlessmedicalapplicationsjncluding
monitorsandimplantabledevices,suchasaretinalprosthe-
sis[9]. BiomedicaMWSNshave uniqueconstraintshatmust
beaddressetieforethey arefeasiblefor humanuse.These
implantsareintendedfor long-termplacemenin the body
and,therefore cannotdissipateamountsof heatthatwould
damagehe surroundingissue. They would alsorequirea
constantrenavablesourceof enegy. This alleviatesmary
constraintgplacedon otherWSNsthat have finite amounts
of non-rengvableenegy. Usessuchasthesewherethenet-
work topologyis nominallyfixed,areof particularinterest.
Beforewe canuseWSN in theseapplicationshowever, we
needto overcomeseveral obstaclesjncluding limited en-
ergy, computationabower, and communicatiorresources
availableto thesensorsn the network [5].

A wireless smart sensor network node can include
MEMS componentsuchas sensorsRF componentsac-
tuators,or CMOS building blocks suchasinterface pads,
datafusion circuitry, specializedand generalpurposesig-
nal processingenginesor micro-controllerd7]. Theseandi-
vidual nodescanberesouce-awae — exposetheir system
resourceso othernodeoverthe network andmanageo re-
duceparticipationin the network, andresouce-adaptive-
canadaptto the ervironmentthat they arein and change
theway they communicatevith othernodes.More impor-
tantthantheindividual datain a wirelesssensometwork is
theaggreyatedatathatthe network containsfor this givesa
clear multi-dimensionaliew of thesensingenvironment.

In this paper we will examinethe relationshipbetween
powerusageandthesystermparametersf awirelesssensor
network andthen presentour solution, Directional Source
Aware-Protocol(DSAP). In studyingthe relationshipbe-
tweenthe power performanceand systemparametersye
first needto identify someof thesesystemparametershat
we encounterin our study of the WSN: (a) Distancebe-
tweennodes(b) Network topology (c) Routingalgorithm,
(d) Transmitterpower, () Network capacity (f) Dataen-
coding, (g) Modulation schemes,(h) ChannelRF band-



width, and(i) Channehlccess.

We will study the effect of choosingdifferenttopolo-
gieson the power dissipatedn the network with all other
parameters$ixed. The studyof wirelessnetwork topology
mustbe approachedrom a differentpoint of view thanfor
wired networks. In awired network, we examinehow nodes
arephysicallyconnecte@ndtheresultingavailablerouting
paths.In a WSN, the definition of the network topologyis
derivedfrom the physicalneighborhoodsowe mustdeter
minewhichtopologygivestheoptimalnumberof neighbors
thatanodecanhandleto transmitto or recevve from. Many
of the topologiesproposedfor wired networks cannotbe
usedfor wirelessnetworks, for in wired networks, a higher
dimensioncanbe implementedyy connectinghe nodesin
somefashionto simulatehigherdimensionsin WSN, how-
ever, we aredealingwith threedimensionsn the physical
world and are thusrestrictedin our choiceof topologies.
Thereforewe concentrat®n 2D and3D meshtopologies.

2 RelatedWork

Much of the relatedresearchaddresse$VSN that are
mobile and battery powered. Becauseof theserequire-
ments,mostof theliteratureis concentratean finding so-
lutionsat variouslevelsof thecommunicatiorprotocol,in-
cludingbeingextremelyeneny efficient. Enegy efficiency
is often gainedby acceptinga reductionin network per
formance[6]. Althoughwe do not wish to wasteenegy,
our systemdoeshave a constantrenavableenegy source.
We areconstrainedhowever, by avery low-power dissipa-
tion allowance,which fits nicely with an enegy-efficient
scheme. Popularpower saving ideasinclude specialized
nodesnegotiation,anddatafusion,asdiscussedbelow.

LEACH[2, 11] (Low-Enegy Adaptive ClusteringHier-
archy)is anew communicatiorprotocolthattriesto evenly
distributethe enegy loadamongthe network nodesby ran-
domly rotatingthe clusterheaémongthe sensorsThis as-
sumesthat we have a finite amountof power andaimsat
conservingasmuchaspossibledespitea dynamicnetwork.
LEACH useslocalized coordinationto enablescalability
androbustnesdor dynamicnetworks,aswell asdatacom-
pressiorto reducegheamountof datathatmustbetransmit-
tedto a basestation.Performingsomecalculationsandus-
ing datafusionlocally conseresmuchenegy ateachnode.

SPIN [3, 5] (SensorProtocolsfor Informationvia Ne-
gotiation)is a uniquesetof protocolsfor enegy-efficient
communicatioramongwirelesssensors.The authorspro-
posesolutionsto traditionalwirelesscommunicatiorissues
suchasnetwork implosioncausedy flooding,overlapping
transmissiorranges,and power conseration. The SPIN
protocolsincorporateawo key ideasto overcomamplosion,
overlap,andresourceblindness:negotiationandresource-
adaptation. Using very small meta-datgpaclets to nego-

tiate, SPIN efficiently communicatesvith fewer redundan-
ciesthantraditionalapproachegjealingwith implosionand
overlap.Themeta-datas applicationspecificwhichmeans
thatwe couldusethemto describeheamountof powerdis-
sipatedfor instance.To solve theresourceblindnesgssue,
eachnodehasanindividualresourcananagerallowing the
nodeto limit activity whenpoweris low.
Designissuesandtrade-ofs that needto be considered
for power-constrainedvirelesssensometworks with low
dataratelinks have alsobeenstudied[7]. Pottieadwocates,
“aggressie power managemenat all levels; noting that
thecommunicatiorprotocolis morehelpfulin reducingthe
power consumptiorthan optimizing the hardwareis. Lo-
calprocessin@f informationis key to reducingtheamount
of communicatiorbetweemodesandhence reducingthe
amountof power consumedby the network.
Therehasalsobeenausefulcomparisorof multiple pro-
tocolsusedfor wirelesssensometworks[1]. Althoughthe
authors’main focusis on enegy efficiency dueto battery
power, they provide very useful guidelinesfor designing
accesprotocolsfor wirelessnetworks. Specifically theau-
thorsrecommendhat“protocolsshouldreducethe number
of contentiongo improve power conseration; aswell as
usingshortemacletlengths.Thereceverusageime, how-
ever, tendsto be higherfor protocolsthatrequirethe mobile
nodegso sensehe mediumbeforeattemptingransmission.
Limited researcthasbeenconductedon the effect that
topologyhasonwirelessnetworking[4, 8, 10]. Theconcen-
tration, however, hasbeenon mobile networks ratherthan
oneswith fixed nodeplacement.While novel approaches
have beenthoughtof, none of them would be appropri-
atein the biomedicalarenafor example,wherea sumgeon
placesthe nodes,giving a nominally fixed topology Al-
thoughmuch researchhasbeencompletedin the areaof
WSN, nothing has sufficiently answeredthe questionof
fixedtopology'simpacton low-power requirements.

3 Problem Statement

Wireless sensornetworks typically have power con-
straints. The absenceof wires implies the lack of an ex-
ternalpower supplysuchasbatterypacks. Although pho-
tovoltaicsor otherpassie enegy gatheringtechniquesre
possible,theseapproachesypically provide only a mod-
estamountof operatingpower. Thereforeit is necessaryo
extendthe batterylife of individual sensorsothatthe net-
work canremainfunctionalaslong aspossible.Moreover,
for biomedicalsensorspower usageresultsin heatdissi-
pationthatmay further requireminimizing the total power
consumedy thewirelesssensomnetwork.

In this paperwe are analyzingthe performancdssues
associateavith differentnetwork topologies.The question
we are seekingto answeris whatis the besttopology for



awirelessnetwork of sensorsassumingve cancontrolthe
placemenbf thesesensorandthesensotocationsarefixed
relative to eachother Sincewe assumecontrol over the
placemenbf thesesensinghodesanddo not requiremobil-
ity of the sensorgelative to eachother the researckprob-
lemchangeslinsteadof consideringself-olganizatiorof the
sensonodesinto anetwork, we addresefficientplacement
of fixednodes.

In WSNswe have to look at the network topologyfrom
adifferentperspectie, from a neighborhoogoint of view.
In thesetopologies,the numberof neighboringnodesde-
termineshe numberof receversandhenceresultsin more
overall power usage eventhoughthe numberof transmis-
sionsdecreasesThus,thereis a fundamentatrade-of be-
tweendecreasinghe numberof transmissionandincreas-
ing the numberof receptions.In this paper we simulatea
variety of topologiego examinethis trade-of.

In this paper we do not considerthe effectsof commu-
nicationwith a basestation.Sincethetopologyis fixedand
known, we assumehatthe basestationcanbe placedatan
appropriateplacefor eachtopology Thus,the power re-
guirementdor communicatingvith the basestationshould
be essentiallyindependenof thetopology This enablesis
to concentraten theeffectsof thetopologyonthecommu-
nicationamongthe network nodesonly.

4 Assumptions

In our work, we assumea simple modelwherethe ra-
dio dissipatesE,;.. = 50 nJ/bit to run the transmitteror
recever circuitry andEg,, = 100p.J/bit/m? for thetrans-
mit amplifierto achieve anacceptablés, /Ny (seeFigurel
andTablel) [2]. To transmita k-bit messaga distanced
metersusingour radiomodel,theradioexpends:

ETz(ka d) = ETw—elec(k) + ETw—amp(kv d)
= Eetec ¥k + Eqmp * k x d° (1)

To receve this messagetheradioexpends:

ERz(k) = ERz—elec(k)
= Eelec*k (2)

For theseparameteralues,receving a messages not
a low-costoperation;the protocol shouldthustry to mini-
mize not only the transmitdistancebut alsothe numberof
transmitandreceve operationfor eachmessage.

We are going to assumethat the distancebetweenthe
wirelessnodesis equalto eachotherandall datapaclets
containthe samenumberof bits. In this papemwe aremini-
mizing the overall power dissipatedn the system.

Table 1. Radio Characteristic [2]

| Operation | Enegy Dissipated]
TransmitterElectronic Ery _eiec) 50nJ/bit
Recever ElectronicEgy; —ciec)
(ETzfelec = Eerelec = Eelec)
TransmitAmplifier (Eqmyp) 100pJ/bit/m>
Erx @
K bit packet %

Transmit Electronics Amplifier

*q2
Eelec * K Eamp * K *d

ERrx(@

K bit packet

Receiver
Electronics

Eelec K

Figure 1. First Order Radio Model

We assumehe following parametersthe distanced =
0.5m, and numberof bits transmittedk = 512 bits. The
numberof nodesN waschoseno be 36 becausét works
nicelyfor 2D and3D networkswith thedifferenttopologies
we consider This alsorepresentanintermediatesaluebe-
tween16 and 64 nodenetworks, which have beenusedin
otherstudieg6]. Thetopologiesthatwe aregoingto eval-
uateareasfollows:

e 2D Meshwith maximumof 3 neighborqFigure2).

e 2D Meshwith maximumof 4 neighborqFigure3).

2D Meshwith maximumof 6 neighborqFigure4).

2D Meshwith maximumof 8 neighborgFigureb).

3D Meshwith maximumof 6 neighborqFigure6).

5 The DSAP Protocol

Whenconsideringhe constraintsandrequirementsye
foundthatexistingroutingprotocolsareeitherinefficientor
inadequatemainly becausdherehasbeenlittle if any re-
searchon routing for low-power fixed wirelesstopologies.



Figure 2. 2D Topology with up to 3 Neighbor s

This led us to develop the Directional Source-Avare Pro-
tocol (DSAP).DSAP hasmary advantage®ver otherrout-
ing protocolsjncludingincorporatingoower considerations
andhaving no routingtable. The routingworks by assign-
ing eachnodeanidentifierthat placesthatnodein the net-
work. Eachof the numbergells how mary nodesseparate
thatnodefrom the edgeof the network throughall possible
directions. For instance,n the four-neighborcaseof Fig-
ure 3, node31 would have anidentifierof (1, 3, 4, 2). This
meanghatthereis 1 nodeto theedgein directionO (left), 3
in directionl (up), 4 in direction2 (right), and2 in direction
3 (down). Sincewe have controlover the placemenbf the
nodes,aswell asa fixed topology we canhard-codethis
informationinto eachnodewith relative ease.

Whentransmittingamessagethe destinatiomodeiden-
tifier is subtractedrom the sourcenodeidentifier This
givesat mosttwo positive numbergfor a 2D topologywith
4 neighbors}hatdescriban which way the messag@eeds
to move,onein eithernorthor south,andonein eithereast
or west. Negative numbersare disregarded. The decision
to move right/left or up/davn is determinedoy the direc-
tional value of the nodesin question. Taking eachof the
neighbors identifiersand subtractingit from the destina-
tion nodes identifier computeghe directionalvalue (DV).
Thesefour numbersare addedtogethey and the one with
the smallernumberis chosen.If bothnodeshave the same
DV, thenoneis randomlypicked.

Considera 2D network with 6 neighbors(Figure 4).
Nodeb1 is the sourcewith anidentifier(1, 5,4, 4, 0, 0) and
node33is thedestinatiorwith anidentifier (3, 3, 2, 2, 2, 2).
Accordingto the DSAProuting,first we subtracthedirec-
tional valuesof 33 from 51 resulting(—2, 2, 2,2, —2, —2).
Only the positive directionsare consideredwhich means
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42 43 44 45

30 31
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40
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Figure 3.2D Topology with up to 4 Neighbor s

takingoneof thethreedirectionsleadingto 41,42,and52.

Node42 hasthelowestDV with respecto the destination.
Therefore DSAP selectsA2 asthe new source.Sinceeach
nodeis awareof its neighborsnode4?2 transmitsthe mes-
sagedirectly to 33 thuscompletingthetransmission.

This is the basicschemedevelopedfor routingthe mes-
sages.However, the objective wasto incorporatecenegy
efficiency aswell. This was achieved by consideringthe
maximum available power and minimal directional value
when picking which noderoute to take. Insteadof sim-
ply picking the nodewith the lowestdirectionalvalue,the
directionalvalueis divided by the power available at that
node. The smallervalue of this power-constrainedlirec-
tional value is the paththatis chosen. This allows for a
least-transmissiopaththatis also cognizantof power re-
sourcesalthoughin somecasesa longerpathmaybe cho-
senif theavailablepower dictateshatchoice.

6 Analysisof Power Usage

In this section,the variousnetwork topologiesare stud-
ied. First,theroutingis considereaver thediameterof the
network andtwo possibleroutesare used—alonghe edge
andthroughtheinterior. Theseresultsshav that different
pathsconsumedifferentamountsof power. Next we con-
sidershortestpathrouting for the varioustopologiesfor a
messagaspanninghe diameterof the network. Finally, we
simulateDSAP with andwithout power-awareroutingand
shaw therelative performancef each.



Figure 4. 2D Topology with up to 6 Neighbor s

6.1 Analysisof overall power dissipation

We are going to analyzethe power dissipatedwith re-
spectto the network topology with a variable numberof
neighbors. We considerfirst two-dimensionalnetworks
with three,four, six, andeightneighbors.Secondwe con-
siderthree-dimensionaietworkswith six neighbors.Edge
routing consistsof moving messageto the outeredgesof
thenetwork wheretherearefewer neighbors.Interior rout-
ing keepghemessagem themiddle of the network, where
thereis a consistennhumberof neighbordor eachnode.In
somecases|ongerpathswerechoserfor sometopologies
to give a similar numberof transmissions.Shortestpaths
areusedin the next setof simulations. For both routes,a
messagés sentoverthe diameterof the network.

6.1.1 Two Dimensional Analysis

The Degreeof Routing Freedomis the numberof alterna-
tive pathsthata routing protocolcanselect. Figures2 — 5
shav thatasthe numberof neighbordncreasesthe degree
of routingfreedomincreaseskor comparisorpurposesye
fixedthe sourcedestinationandnumberof nodego bethe
same(36 nodes)or all the networksunderinvestigation.

An analysiof thesenetworksrequireoneto classifythe
routing pathsinto edgeroutesandinterior routes.

Fromtables2 and 3, edgerouting dissipatedesspower
thaninteriorroutingin all casegxceptfor 3 neighborsThis
is becausehe 3 neighbometwork makesedgerouting dif-
ficult. With eitherrouting strateyy, asthe numberof neigh-
borsincreaseshe power dissipatedncreasedor the same
numberof transmissions.

In Table4, we considethepowerdissipatedetweerthe
sourceanddestinatiorfor amessagspanninghe diameter

N
K
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: >

50 51 52 53 54 55

Figure 5. 2D Topology with up to 8 Neighbor s

Table 2. Interior Routing, 2D
| Neighbors| T, | R, | EnegyUsed |

3 10| 27 | 9473 x 10~ *
4 10 | 36 | 11.777 x 10~ *
6 10 | 52 | 15.873 x 10~%
8 10 | 69 | 20.225 x 10~ *

of thenetwork for topologieswith 3 and6 neighborshavn
in Figures2 and4.

As we canseefrom Table 4, increasingthe numberof
neighborsdecreaseshe numberof transmissionsand to-
tal power dissipatedn the system.This resultcanonly be
attributedto the availability of a shorterpath betweenthe
sourceanddestination A similarconclusiorcanbereached
from Table5b.

Thereis a trade-of betweenthe numberof neighbors
andthetotal power dissipatedn the system.However, this
trade-of breaksn speciacasewheretheavailability of al-
ternative shortespathscanbe usedasanadwantageor the
power budgetcalculations.

Table 3. Edge Routing, 2D

| Neighbors| T, | R, | EnegyUsed|
3 14 ] 33 [ 12.034 x 104
4 10| 28 | 9.729 x 10~ *
6 10 | 37 | 12.033 x 10~
8 10 | 46 | 14.337 x 10~ *




023

01,

00:

b~ b -

102 112 122

101 L 121

100 110

202

20 210 220

Figure 6. 3D Topology with up to 6 Neighbor s

Table 4. Routing Freedom and Power Dissipa-
tion; 3 and 6 Neighbor s

| Neighbors| T, | R, | EnegyUsed|
3 10| 27 | 9473 x 10—4
6 5| 27 | 8193 x 10—4

6.1.2 ThreeDimensional Analysis

A three-dimensionahetwork can be constructedfrom
a two-dimensionalnetwork with four neighborsjust by
adding another dimension and that will create a 3-
dimensionalnetwork with six neighbors. The samething
canbe donefor two-dimensionahetworkswith six neigh-
borsbut implementingsucha network with aregularstruc-
ture is not possible. Figure 6, showvs a three-dimensional
network with six neighborsyhichhassomeadwantagesiue
to its inherentsymmetry

In a three dimensionalnetwork, the routing pathsbe-
tweenary givensourceanddestinatiorwithout misrouting
would alwaysresultin the samenumberof transmissions

Table 5. Routing Freedom and Power Dissipa-
tion; 4 and 8 Neighbor s

| Neighbors| T, | R, | EnegyUsed |
4 10 | 36 | 11.777 x 1071
8 5 | 38]11.009x 104

Table 6. Edge and Interior Routing Power Dis-
sipation

Network | Path [T, R, [EnegyUsedx10~*
2D Interior| 10| 36 11.777
4 Neighbor| Edge | 10| 28 9.729
3D Interior| 7 |27/33] 8.705-10.241
6 Neighbor| Edge | 7 | 25 8.193

but a differentnumberof receptions. For example,from
source(0,0,0) to destination(2,2,3), the numberof trans-
missionausingeitherinterioror edgeroutingis constanand
equals7 in Figure6.

FromTable6, we canconcludethe following:

1. Edgeroutingin the caseof the 3D network haslower
power dissipatiorthaninterior routingdoes.

2. The numberof transmissionandreceptionsandthe
total power dissipatedn a threedimensionahetwork
is lessthanatwo dimensionahetwork for edgerouting
aswell asinterior routing.

6.2 Analysisof DSAP

In orderto evaluatethe performanceof DSAR several
simulationswith thevarioustopologieswvererun. Java sim-
ulation programwasdevelopedthatincorporatedhe num-
berof nodestopology distancenumberof bitstransmitted,
power transmitted receved for eachnode. Thesesimula-
tions were conductedor 1000, 10,000,and 100,000mes-
sagesThesourceanddestinatiorof eachmessagarecho-
senrandomly All nodesstartwith the sameinitial power
level. For eachpair simulationswe usedthe sameset of
nodesbothfor the powerawareandnot power-awarerout-
ing. A network size of 36 waschosensinceit fits nicely
with all of thetopologycasegonsideredTheJavaprogram
returnedkey values,ncludingthetotal power dissipatedn
thesystento receve andtransmitthe bits.

In this simulationwe have two versionsof DSAR The
first one is DSAP routing without power-aware routing
andthe seconds Paver-DSAP with power-awarerouting.
DSAP routing selectghe pathsaccordingto the minimum
directionalvaluewhereaPover-DSAP routing selectshe
pathsaccordingto theratio of thedirectionalvalueandthe
power availableattheneighboringnodes.Tables7 —9 sum-
marizetheresultsof thesesimulations.

As we increaseaheloadby afactorof 10 we noticethat
thepowerdissipatioralsoincrease$dy almostthesamefac-
tor. FromTable7, we canobsene thefollowing:



Table 7. 1000 Node Pairs

DSAProuting (Not Paver Aware)

Neighbors| T, R, Total Pover used
4 3881 | 13649 0.4488177
2D | 6 3311 | 17203 0.5252008
8 2712 | 18926 0.5539675
3D| 6 3051 | 13228 0.4167816
Paver-DSAP (Powver Aware)

Neighbors| T, R, Total Powverused
4 3881 | 13235 0.4382193
2D| 6 3311 | 16818 0.5153448
8 2712 | 18926 0.5539675
3D| 6 3051 | 12573 0.400014

Table 8. 10,000 Node Pairs

DSAProuting (Not Paver Aware)
Neighbors| T, R, Total Poverused
4 38932 | 137051 40505663
2D | 6 33089 | 172018 5.211627
8 27412 190813 5.5869109
3D| 6 30131 131043 4126413
Paver-DSAP (Powver Aware)
Neighbors| T, R, Total Powverused
4 38932 | 132163 4.38053
2D | 6 33121 167551 5.137627
8 27548 191085 5.597357
3D| 6 30131 123656 3.937333

Table 9. 100,000 Node Pairs

DSAProuting (Not Paver Aware)
Neighbors| T, R, Total Poverused
4 388540| 1369487 45.010465
2D| 6 331801| 1723883 52.629757
8 274405| 1908911 55.896402
3D| 6 302160| 1312998 41.35415
Paver-DSAP (Powver Aware)
Neighbors| T, R, Total Poverused
4 388540| 1317896 43.689735
2D | 6 349314 | 1725563 53.121322
8 287599| 1918073 56.468884
3D| 6 302160| 1239477 39.469775

1. The numberof transmissionds the samefor both
DSAP and Ponver-DSAR becauseave are using only
a smallnumberof message&1000)for simulation.

2. Powerdissipateds lesswhenPowver-DSAPiIs usedfor
boththe 2D aswell asthe 3D.

3. An increasean the numberof neighborsancreaseshe
total power usedregardles®of thetype of routingused.

4. The3D network consumesesspower thanary of the
2D configurationsThisis becausenorenodesaredis-
tributedaroundthe edgesatherthantheinterior.

From Tables8 and 9 we obsenre the following: both
the 2D-4 neighborandthe 3D-6 neighbortopologieshave
the samenumberof transmissionsut differ in the number
of receptions. This is becauseahe 2D-4 neighborandthe
3D-6 neighbornetworks have the samecharacteristicsOn
theotherhand,for the2D-6 and8 neighborsPover-DSAP
hasmoretransmissionshan DSAPR, becausd®aver-DSAP
routesaroundnodesgthatarelow on power.

In figures7 and8 we plot the power distribution among
the nodesfor DSAP and Paver-DSAR We can seethat
Paver-DSAP distributesthe power almostequally among
theinterior nodesby adoptingrouteswith higherpower.

Power Used

Y-Location

X-Location

Figure 7. Remaining Power in each Node us-
ing DSAP

In generalwe canconcludethatthe 3D network dissi-
patedesspower thanthe 2D network for bothDSAP rout-
ing andPaver-DSAProuting. Moreover, Paver-DSAPper
formsbetterthanDSAPfor the3D network. Finally, the2D
network with 4 neighborgonsumegesspowerthan2D net-
workswith 6 and8 neighbordn all the simulations.Thisis
becausef the trade-ofs betweerthe numberof neighbors
andthe power dissipatedn thesystem.



Y-Location

X-Location

Figure 8. Remaining Power in each Node us-
ing Power-Aware DSAP

7 ConclusionsFutur e Work

In this paper we consideredhreemajortopics: overall
power dissipation,DSAP routing, and Pover-DSAP rout-
ing. The first set of simulationswas a proof of concept.
Fromthis it is clearthat path selectionaffectsthe amount
of power usedin thenetwork. It is not practicalto useedge
routing as the mechanismof choice, asit doesnot scale
well. As thenumberof nodesncreaseshenumberof edge
nodesincreasesat a much smallerrate. This pointsto a
variationof interior routing asthe favored choice. DSAP
routing was thentested. Thesesimulationsshav that the
new routing schemedoesindeedprovide a good mecha-
nism for routing the messages.When the power consid-
erationsareaddedto the protocol,we find that the overall
power consumptionis much more balancedthan without
taking power into account.This is a very promisingresult,
for sincethe nodesarerechageable|t is bestthatthey all
consumepower atthe samerate. This allows for moreeffi-
cientnoderechagingandevenheatdissipation As interest
in wirelesssensometworks grows, efficient topologiesfor
stationarywirelessnetworks becomemoreimportant. The
Paver-DSAP routing protocolis a promisingcandidateor
addressinghis problem.

Therearestill mary areado explorewithin thisresearch
topic. This initial set of experimentssenesto demon-
strate the marked difference betweenbasic and power-
aware DSAP routing. Thesedifferencesare significant
enoughto warrantfurtherresearchOneoptionwould beto
rerunthe large simulationswith eachnodebeginning with
a randomlychosenpower amount. This would allow for
a simulationof a network that hasbeenin usefor some

time. DSAP canalso be extendedto include a more effi-

cientpowermanagemergcheme Sincethemessag&nows
in which directionto head thereis no needto broadcasto
all neighbors.Rather the nodesin thewrongdirectioncan
beputto sleep.Thiswill reducethe powerused asit takes
more power to transmitthe large messagehanto poll the
neighboringhodes.Contentions alsoanissuethatneeddo
be addresseth future studies,asit is not realisticto have
a systemthat sendsbut one messaget a time. Although
previous work hasalsoignoredthis issueto date[6], it is
importantto find asolutionto give amoreaccurat&eompar
isonof therelative performancef the networks.
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