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Abstract—In this paper we intr oducethe notion of power
managementwithin the contextof wir elessad-hocnetworks.
Mor e specifically, we investigatethe effectsof using differ -
enttransmit powers on the averagepower consumptionand
end-to-end network throughput in a wir elessad-hoc ernvi-
ronment. This power managementapproach would help
in reducing the systempower consumption and hencepro-
longing the battery life of mobile nodes. Furthermor e, it
impr ovesthe end-to-end network thr oughput as compared
to other ad-hoc networks in which all mobile nodes use
the sametransmit power. The improvementis due to the
achievementof a tradeoff betweenminimizing interference
ranges,reductionin the averagenumber of hopsto reacha
destination, the probability of having isolated clusters, and
the averagenumber of transmissions(including retransmis-
sionsdue to collisions). The protocolswould first dynami-
cally determine an optimal connectvity range wherein they
adapt their transmit powers so as to only reacha subset
of the nodesin the network. The connectvity range would
then be dynamically changedin a distrib uted manner soas
to achieve the near optimal throughput. Minimal power
routing is usedto further enhanceperformance. Simula-
tion studiesare carried out in order to investigatethesede-
sign approaches. It is seena network with such a power
managedschemewould achieve a better thr oughput perfor-
mance and lower transmit power than a network without
sucha scheme.

I. INTRODUCTION

Pawver basedconnectiity definitionis a nev conceptin
wirelessad-hocnetworks. It attemptgto improve the end-
to-end network throughputand the averagepower con-
sumption. This is dueto the fact that asthe power gets
higher and the connectiity rangeincreasesgachnode
would reachalmostall othernodesin a singlehop. How-
ever, sincehigherpowverscausea higherinterferencdevel,
morecollisionsoccur andhencetherewill bemoretrans-
missionattempts By reducingthetransmissiompowerlev-
els at eachnodesuchthat the nodecandirectly connect
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to only a small subsetof nodesin the network, the inter
ferencezonesare considerablyreduced.However, under
this propositiona paclet hasto be relayedby mary in-
termediatenodesin orderto reachthe destination.Since
thereis alarge numberof transmissionsthroughputmay
againdegradedueto theincreasen interferenceOur pro-
tocol attemptgo dynamicallyreacha nearoptimal powver
level suchthatthe network throughputs broughtcloseto
the maximumachiezablethroughput.This alsotranslates
to reducingthe total power usageto a level closeto the
minimum. The majoradwantageof our approachs power
saving, sincepower is a preciousresourcdn the wireless
ervironment. Moreover, this will leadto improving the
throughputaswell. Typical networks that might benefit
from the conceptof power basedoutingarelow mobility
(typically pedestriansyirelessad-hocnetworksthatneed
to beestablishedor soldiersrelayinginformationfor situ-
ationalawarenes®nthebattlefield rescueandemegeny
disasterelief operations.

Variousroutingalgorithmshave beernproposedor wire-
lessad-hocnetworks in the literature. Thosealgorithms
are mainly focusedon establishingoutes,and maintain-
ing theseroutesunderfrequentandunpredictableonnec-
tivity change$2], [3]. Theimplicit assumptiorin mostof
theearlierwork is thatnodes'transmittecpowersarefixed.
Tothebestof ourknowledge thereis noprior known work
that proposeghe conceptof mobile ad-hocnodesusing
differenttransmitpowers. It is evidentthatthis approach
is restrictedto ad-hocnetworks of relatvely low mobil-
ity patterns. If the nodesare highly mobile, the power
managemerdlgorithmmightfail to copewith thefastand
sudderchangeslueto fadingandinterferenceconditions.
In [1], Bambosrefersto power control as being widely
acceptedn the context of cellular (both channelizedand
CDMA) systemsandsatellitesystemsOn the otherhand,
herefersto thelimited attentionthatpower controlhasre-
ceivedin mobilead-hocnetworks. This work investigates
the benefits,and possiblythe tradeofs, of deplg/ing dif-



ferenttransmitpowersin thewirelessad-hocervironment.
We proposea pover managemenschemewhich canbe
usedin conjunctionwith traditional table-drven routing
protocols with possiblyminor modifications.The perfor
mancemeasuresre taken to be the end-to-endnetwork
throughputandthe averagepower consumption.

The paperis thus organizedasfollows: In sectionll,
the systemmodelis introduced. The connectiity range
optimizationis introducedin sectionlll. The simulation
resultsaregivenanddiscussedn sectionlV. In sectionV,
possibleprotocolimplementationsarediscussedFinally,
theconclusionsaredrann in sectionVI.

Il. SYSTEM MODEL

When the pover managemenschemeis implemented,
eachnodetransmitsat a minimum power level suchthat
only a fixed numberof neighboringnodescan hearthe
transmission. For example, a node might transmitwith
apower suchthatonly its threeclosestneighboranhear
its transmissionThus,in Figurel belon, nodeA transmits
with apower P; suchthatonly it'sthreenearesheighbors
i.e.,nodesB, C andD canhearit. Similarly, nodeD would
transmitwith a differentpower, say P, suchthatonly it's
threenearesheighbord.e.,nodesA, C andE canhearit.
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Figurel: A Power-ControlledAd-Hoc Network

In orderto setup theframavork to investigatehe effect
of transmitpowerson the end-to-enchetwork throughput,
we male the following assumptionsnd introducesome
appropriatenotations:

1. Thewirelessad-hocnetwork consistf n nodes;each
nodehasauniquelD, denotedoy NodelD.

2. The mobile nodesare assumedo have low mobility
patternsthatis, they aretypical pedestriansThis, in turn,
impliesthatthe network topologychangeslowly andthe
classof shortest-pathoutingalgorithmsis applicable.

3. Eachmobile nodehasdirectconnecttity to its N clos-
estneighboronly, whereN is to beadaptedlynamically
4. Assumeconnectionlesgdatagramsjype of traffic, i.e.
routingdecisionsaremadeon a paclet-by-packt-basis

5. The transmit power of ary mobile node is upper
boundedy amaximumpowerlevel denotedisP,,,,,. The
limited sizeandweightof the mobileterminaldictatethis
constraint.

6. The transmit power of ary mobile node is lower
boundedby a minimumpowerlevel P,,;,. Thisconstraint
is essentiato avoid partitioningthe network into isolated
islands

7. Two MAC schemesre deplg/ed in this system. A
contention-freeMAC schemes emplg/ed duringconnec-
tivity setup. In addition, we emplg a classicalSlotted-
AlohaMAC schemaluringdatatransfer (ary contention-
basedschememaybechosen).

8. This protocolassumeshe availability of a reliablere-
versechannelthatoperatesn a differentfrequenyg band.
This channelis essentialfor performing the following
tasks:

« Sendingthe ACK andNACK messageffom the recev-
ing nodeto the transmittingnodein orderto retransmit
pacletsinvolvedin collisions.

« If adatapaclet reachests destinationsuccessfullythe
destinatiomodeis expectedo broadcasanacknavledge-
mentmessageat possiblythe maximumallowablepower
level, in orderto reachthe sourcenode. This acknavl-
edgemenenableseachnodeto periodically computeits
end-to-endhroughputwhichis to be optimized. The pro-
tocolswill usethis computatiorin orderto drive the aver
agethroughputowardsa maximalvalue.

9. Guardbandsarecrucialin orderto keepthe nodesin
thenetwork time-synchronizedMore specifically the slot
durationis assumedo be larger than paclet durationby
intenal equalto a guardband. Thesebandsare needed
to compensatéor arbitrarydelaysincurredby transmitted
pacletsdueto signalpropagatiordelaysor clock drifts.
10. We assumehateachmobile nodehastwo buffers:

« MAC Buffer: This buffer is requiredin orderto store
pacletsarriving during a time slot until the beginning of
the next slot. Whenthe buffer is full, pacletsaredropped
andthey aretreatedaslost paclets.

« RetiansmissionBuffer: This buffer storestransmitted
paclets,temporarily until it recevesa messagdrom the
next node. If it recevesan ACK messageit discardshe
paclet. On the otherhand,if it recevesan NACK mes-
sage,it retransmitsthe paclet after a randomperiod of
time.

11. We deply the classicalshortest-pattrouting algo-
rithm with a slightmodification.Thelink costsarechosen



to bethetransmittedpowers. Thereforetheobjective is to

routethepaclet from thesourceto thedestinatiorthrough
theminimumpower path.

12. The receved power at ary mobile node hasto be
greaterthan a minimum power level, denotedby Min-

RecvPwer. Thisis crucialin orderto guaranteeeliable
communicatiorbetweenthe transmitterand the recever.

Thisvaluehelpsdeterminghe powerlevel atwhichamo-
bile hasto transmitin orderto directly reachaneighboring
node.

13. It is expectedthatunidirectionallinks will be formed
whentransmitpowersarethusmanipulatedi.e. we might
have a clusterof nodesthat can communicatewith each
otherbut no pacletscaneitherenteror leave this cluster
Madificationsto the the protocolto eliminatethis effect
are beinginvestigated. However, it shouldbe notedthat
this doesnot changethe routing methodology sincethe
signalingchannels bidirectional.

14. The SignalingPacket formatis shavn in Figure2 be-
low,

| NodelD | NeighborlD | TransmitPawer Level |

Figure2: SignalingPacket Format

where,

NodelD: Identifierfor thenodebroadcastinghesignaling
paclet.

NeighborlD: Identifierfor a directneighborto which the
nodeis broadcastinghe signalingpaclet.
TransmitPower Level Minimum power level neededo
reachthatneighbor

15. The DataPaclet formatis shavn in Figure3.

SourcelD DestinationD CurrentNodelD
Next NodelD | Re-Transmissiong Payload
Figure3: DataPacket Format
where,

SoucelD: Identifierof thenodethatgeneratedhe paclet.
DestinationID: Identifierof the paclet's destinatiomode.
CurrentNodelD: Identifierof therelaynodeatwhich the
pacletis currentlystoredonits pathto the destination.
Next NodelD: Identifier of the next relay nodeto which
the paclet is to be transmittedon its pathto the destina-
tion.

# Re-TansmissionsTotal numberof retransmissiorat-
temptsperformedon that paclet. (retransmissionvill be

! Tabledrivenroutingis still feasible.

necessaryheneer a paclet encounters collision)

16. The Connectiity Table,for the wirelessad-hocnet-
work shawn in Figurel, is suggestedo have the format
shavn in Figure4.

TransmitPower Level
P
P,
P,
P
P
P

NodelD | NeighborlD

Ol0 0 > > >

mo>» 00w

Figure4: Connectiity TableFormat

17. NodeThroughputs definedaspercentaye of success-
ful transmissiorattempts

18. End-to-EndNetwork Throughputis definedas per
centage of padets that read their destinationssuccess-
fully andis denoteday 7.

19. AveragePawver Consumptionis definedas aveiage
transmittedpower/node/sloandis denotecby P.

20. The channelmodelincludesonly pathlossandshad-
owing effects. We assumehe lognormalrandomvariable
¢ to depictshadaving. Thus,thereceved power is given

by,

(1)

where,

P,: powertransmitted.
d: distancebetweerthetransmitterandtherecever.

[11. CONNECTIVITY RANGE OPTIMIZATION

A. ProblemFormulation

Consideringvariousconditionsof connectiity andpower
managementt is straightforvard to point out the follow-
ing issues:

« Considera wireless ad-hoc network with all mobile
nodeausingthemaximumpower level (i.e. nopowverman-
agement)Accordingly any mobilenodecanreachalarge
numberof nodesn justonehop. Theadwantageof this ap-
proachis reachingalarge numberof nodesn asinglehop
andalmostall of thenodesin thenetwork in two hops.The
price paid is however twofold, namelyhigh power con-
sumptionandhigherinterferencewhich resultsin alarge
numberof collisions. If the link costis takento be the
transmittedpower, it is straightforvard to noticethatthe



costof all the links areequal(= P,,,,). Hencethe mini-
mum power routing reducedo the minimumhop routing.
This casesenes asa referencecasefor comparisorpur
poses.

« We next considerawirelessad-hocnetwork, consisting
of n nodeswith a connectiity rangeof N, where2 < N
< n-1 Eachmobilenodehasadirectlink to the closestN
outof (n-1) mobilenodes We call theseN nodesacluster
GivenN, themobilenodeadjuststs powverto reachatmost
the farthestnodewithin its cluster However, we assume
thatthereis no power adaptatiorwithin the cluster The
adwantage®f this approactarelower powver consumption
andpossibly anodes transmissiomwill causdowerinter
ferenceto other simultaneougransmissionsywhen com-
paredto the previous case. The dravbacksare a higher
numberof hopsmighthaveto betraversedn orderto reach
adestinationandthereexiststhepossibilityof having iso-
latedclusters.Notethatlink costs(transmittecpowers),in
this contet, are generallydifferentdependingon the ra-
dius of eachcluster Accordingly incorporatingthe min-
imum power routing algorithmis crucial to limit power
consumption.

Limitation: Sincethereis no power adaptationwithin a
cluster it is possiblethat a mobile node communicates
with a nodewithin its clusterusinga power level higher
than the minimum requiredpower to communicatewith
that node,andtherebypossiblyintroducesmoreinterfer
encethanthatincurredin the caseto bediscusseahext.

« Finally, weconsideawirelessad-hometwork with con-
nectivity N , where2 < N < n-1 Again, eachmobile
nodehasadirectlink to theclosesiN (outof (n-1)) mobile
nodes.We assumein this casethatthereis power adapta-
tion within the cluster This approachreduceghe powers
consumeadn variousroutes. Thus,in orderto communi-
catewith anothernode,a nodewould usethe minimum
power that guaranteeseliable communicationwith that
node. Note that this approachwould minimize the inter
ferencecausedby sucha transmission. The adwantages
anddravbacksarethe sameasin the previous case. We
would expectthis approacho outperform(achiese higher
throughput)the previous schemeat the expenseof higher
compleity. Theminimumpowerroutingis onceagainthe
candidateoutingalgorithm.

Considerthe third casedescribedabore. Our objective is
to solve thefollowing minimizationproblem:

n}\i]n(—n + a.P) 2

PminSPtiSPmaw

where,

P, is the transmittedpower of nodei, ande is the fixed
weightingfactorthatreflectstherelatve importanceof the
two componentof the afore mentionedcompositecost
function.

Thechoiceof theparametet is ratherarbitrary andthere
is no well-definedprocedurgor choosingit. The follow-
ing formulationis equivalentand much easierto imple-
ment,

®3)

max 1)
S.t.

P<p
PminSPtiSPmaz

whereg is the equivalentparameteandhasa one-to-one
correspondenc® «.

B. SystenOpeiation

Eachmobile nodeis responsibldor keepingtrack of its
closestneighborgin termsof transmittedoower) andup-
datingits local connectiity tablesaccordingly Thetime
taken to updatethe network topology hasto be smallin
comparisorwith thetime betweerocationupdatesin the
following descriptionswe briefly describethe functions
performedat eachmobilenode:

1. Eachmobile nodeis assigneda dedicatedsignaling
time slot of a global signalingchannel. In this slot, the
nodeis allowed to broadcast beaconpaclet, usingthe
P,... level, to all othernodesin the areaof interest.Note
thatthe MA C protocolemployedfor signalingslotassign-
mentsupportsontention-freeommunicationsandhence
no collisionsoccurin this phase.

2. In sloti, all other nodesobtain the beaconsignal of
nodei. Accordingly they recordthe receved power level
andstoreit in adatastructurealongwith themobilenodes
ID 2. Using a setconsistingof the latest, predetermined
numberof receved power level measurementganaverage
is computed.Note that averagepower measurementsre
usedyratherthaninstantaneougowver measurementghis
is motivatedby thefactthataveragepower measurements
smoothout variationsdueto fastmultipathfading,which

2This functionality is simulatedin our modelusingthe Power Mea-
surementproceduralescribedaterin this section.



is notcompensatetbr by thisscheme.

3. By the endof this phase mobile nodei, 1 <i < n,

is expectedto have a rankingof all othernodesandthis

rankingis basedntheavemage receivegowerlevelsfrom

thosenodes Basednthisranking,nodei picksits N clos-
estnodeqhaving highestaveragereceved power levelsat
thisnodes site)asits directneighbors Subsequentjynode
i updatests local connectiity tableby addingthe mobile
nodelDs of its directneighbors.

4. Eachnodethenadaptsits transmitpower level in order
to achieve the requiredconnectiity, i.e. directlinks are
establisheanly to theclosestN nodes.

5. Nodei updatests local connectiity tablein orderto

storethelink coststo thedirectneighbors.Thelink costin

this protocolis takento bethetransmitpower level.

6. Eachnodethenbroadcasts SignalingPacket contain-
ing its local connectity tableinformationin the signaling
channel. Thus,eachmobile nodeobtainsandthenstores
the global network topologyinformation. This informa-
tion is thenusedin forming its local routing table. Note
thata globaltopologicalview is essentiafor the function-
ing of thetable-drnven routing algorithms. For large net-
works, it is not feasiblefor eachnodeto storethe entire
globaltopologicalinformationdueto the heary commu-
nicationoverheadincurredand alsodueto memorycon-
straints. Accordingly this schemesupportssmall to mid-

size wirelessad-hocnetworks or subnetwrks of a large
ad-hocnetwork.

B.1 Pover Measurement

This procedureemulatesthe operationof mobile nodej
capturingthe beaconsignaltransmittedby nodei during
nodei’s allocatedsignalingslot, wherel < i,j < n and
i # j. Thereceved signalstrengthdependssolely on the
transmittecpowerlevel (whichis assumedo be P, dur-
ing this phase)the currentpositionsof nodes andj, and
theeffectof thelog-normalshadwing. Thus,thereceved
power level is computedoy usingthefollowing formula:

- Sop 4
Tji d;lz t; ( )
where,
P, = recevedpower level atnodej from nodei.
P, = transmittecpower by nodei.
d;; = currentdistancebetweemodej andnodei.
¢ =log-normalshadaving coeficient.

As pointed out earlier we rely on averagepower mea-
surementsatherthaninstantaneoupowver measurements.

nel conditionsin the presenceof fast multipath fading.
Therefore,a moving averageis computedby eachnode
to averageout the fastfadingover a pre-specifiechumber
of mostrecentinstantaneoupover measurements.

B.2 Powver Management

Therearetwo suggestedipproachesor pover manage-
mentin mobilead-hocnetworks:

— Nopoweradjustmentvithin a cluster

— Poweradjustmentvithin a cluster
Thebasicdifferencebetweerthetwo schemess thatin the
former scheme the power neededto communicatewith
the farthestnodein the clusteris alsousedto communi-
catewith ary closemodein thecluster Ontheotherhand,
thelatterschemesuggestsommunicatingvith eachnode
usingthe minimumpowerit needsfor reliable communi-
cation. This introducedessinterferenceo simultaneous
transmissionsf othernodes.
The objective of defining a clusteris to reduce colli-
sions/interferencandtherebyimprove theend-to-endhet-
work throughput. As mentionedearlier we assumea
minimum requiredlevel of receved power, denotedvin-
RecvPwer, thatis necessaryo guarante@ maximumac-
cteptablebit error rate. The minimum power level to be
transmittedby nodei suchthatatleastthe MinRecvBwer
level is achieved at nodej for a given network configura-
tionis givenby:

MinRecvPower
P,

T]fL

= Pmaw-

P, (5)
where,

P, = power transmittedoy nodei suchthatthetransmis-
sionrangedoesnot exceednodej.

Py;; = power receved by nodej whennodei transmitsat
Pz for thegivenconfiguration.

B.3 Minimum Pawver Routing

The Minimum Pawer Routing(MPR) algorithmproposed
is a hop-by-hopshortestpath routing mechanismwhere
thelink costsarethetransmittecoower levels.

The routing algorithm then goesthrough the following

steps:

1. Basedontheroutingtableconstructedthe mobilenode
createghesetof all possibleroutesfrom thesourceo des-
tination.

2. Therouting algorithmemplgyed falls within the gen-
eral classof shortestpathrouting. It searcheswithin the

createdouteset,for the minimum costroutefrom source

This is due to the fact that instantaneousneasurements to destination.

couldbeinaccuratdn reflectingthe slowly varyingchan-

3. Determinethe next relay nodeon the minimum power



route.

4. Modify the Next NodelD field in the datapaclet being

routed.

5. Copy the paclet to the retransmissiorbuffer until its

successfuleceptionat the next nodeis indicatedvia an

ACK message.

6. Thepacletis sentto the MAC modulefor transmission
to thenext relaynode.

C. Mobility Model

Thepowermanagemeniasedoutingis recommendetbr

networks characterizedby low mobility patternsnamely
pedestriansin this section we presenthemobility model
emplog/ed in the proposedsystem. The position of each
nodeis updatedperiodically every certainnumberof sec-
onds. The new positionis determinedusing the current
positioncoordinatesthe speedf themobilenode,andthe
directionof motion. Thespeedf themobileis dravn from

a randomvariable uniformly distributed betweenmini-

mum and maximumvalues. Moreover, the direction of

motionis assumedo be uniformly distributedbetweerO,

2m].

IV. SIMULATION RESULTS

We developedan OPNET basedsimulationmodel for a
wirelessad-hocnetwork thatconsistsof 25 nodes.Dueto
memoryandsimluationtime constranitsye setthe value
of P4z Suchthatthe transmissiorrangeof ary nodeus-
ing P,,q: Spansatleastl15 out of the 25 nodesin the net-
work. Therefore the connectiity rangeN waslimited to
take valuesbetweer?2 and15 asreflectedin Tablel. The
thresholdMlinRecvBwerwaschoserto bel milliw att. We
assumehatthis would be sufficient andwould guarantee
a minimum acceptabléit error rateat therecever. Note
from Tablel thatthemobility modelparametersverecho-
sento reflectthelow mobility patternbeingconsidered.

Tablel. SystemParamters

n 25nodes

N 2,3,4,....,15
Proz 100mw
MinRecvPaover 1mw
Paclet Arrival Rate/node 0.05,0.1,0.pkts/sec
FrameDuration 25msec
Slot Duration 2msec
Minimum Speed 1m/sec
Maximum Speed 5m/sec
Time betweerlocationupdates| 10sec
SimulationTime 800sec

Ourmainobjectie is to investigateaheimpactof manipu-
latingtheConnectivityRang N ontheend-to-endhetwork
throughputand on the averagepower consumption. We
first considerthe“no poweradjustmentvithin a cluster”
approachln Figure5, thethe averagenodethroughputs
plottedversusN for differentnetwork loads. It is noticed
thattheaveragenodethroughputdecreaseastheconnec-
tivity rangeN increasesNotethatwhenN increasesnore
nodescompetefor transmittingin the sametime slot, and
hencecollisionsbecomemorelikely. However, whenN
increasespaclets are expectedto traversefewer number
of hopsto destinationwhich implies that fewer interme-
diate nodesattempttransmissionsn the sameslot. The
resultsseento imply thattheadvantagegainedby thelat-
ter effect doesnot offsetthe disadwantageof theincreased
interferenceandcollisionsdueto theformereffect. In our
simulations DestinationIDs weregeneratecccordingto
auniformdistribution. This, in turns,reduceghe effect of
thesecondactor sincethenumberof hopstravesredrom
sourceto destinationdependsmainly on the distancebe-
tweenthosenodes.Thus,thefirst factormaybe expected
to dominatethe behaior of the nodethroughtputasN in-
creases.On the otherhand,if the Destinationnodewas
restrictedto be suficiently far from the sourcenode,we
would expectthe contritution of the secondfactorto be
more,andin this scenariowe might expectit to offsetthe
first factor In Figure6, the end-to-enchetwork through-
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putis shavn for differentnetwork loads. Notice thatthe
throughputachieved is relatively low dueto the underly-
ing slottedalohaMA C protocol. However, they areuseful
in comparingvariousdesignalternatves that provide in-
sightaboutvariousdesigntradeofs. It canbe noticedthat
the maximumend-to-endhroughputis achieved for val-



uesof N lessthan15 (which correspondso the no power
managementase).Thisimpliesthatincludinga transmit
power control/managemergchemein a wirelessad-hoc
ervironmentimprovesthe network throughput.In Figure
7, the averagepower consumptioris plottedversusN for
differentnetwork loads. The averagepower consumption
increasesnonotonicallyas N increases.Again, this can
be explaineddueto the aforementionedopposingfactors
affecting the averagenodethroughput. As in the caseof
thenodethroughputthefirst factordominategsheaverage
power consumptiorbehaior asN increases.
In Figuresb and7, we canobsere, for A =0.1paclets/sec,
the trade-ofs betweenthe end-to-endhroughputandthe
averagepower consumptionfFor2 < N < 9, it is noticed
that thatin orderto reduceaverageponer consumption,
the end-to-endhroughputhasto be sacrificed. In (3), if
we imposethefollowing constrainion P,,:

Poy <50
it is seenfrom Figure6 thatthe maximumachieableend-
to-endnetwork throughputis 0.322 Notice from Figures
5, 6, and7 thatthe sametrendsarepreseredfor avariety
of network loads.
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Next, we considethe“power adjustmentvithin a cluster”
approach.As explainedearlier eachnodecancommuni-
catewitH ary othernodeif thepoweratthereceving node
is largerthantheminimumrecevedpower neededor reli-
ablecommunicationThereforethis approachs expected

3Thisis for theparticularvalueof the pacletarrival rate. Notethatby
definition,theend-to-endhroughpuis thepercentagef thetotal trans-
mitted pacletsthatactuallyreachtheir destinationsThis definition of
throughpuis differentfrom thetraditionaldefinitionsof throughpufor
slottedalohasystems.
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to reducethe interferenceandhenceimprove the average
node throughputas shawvn in Figure 8. Note the simi-
larity of the averagenodethroughputtrendsunderboth
approache®f powver management.Figure 9 shawvs the

0.75,

T T T
* No Power Adjustement within a cluster
A Power Adjustement within a cluster
071 i

0.65 A b
*

Average Node Throughput
o o o
w o ~ o n o
al S al ol al (=2
T T T T T T
*
&>
>
B
i i i i i i

(=]

w
T
#

*
I

o
N
a

4 6 8 10 12 14
Connectivity Range N

Figure8: AverageNodeThroughput

end-to-endnetwork throughputunderthe two proposed
approachesor pover managementlt is evidentthatthe
trendsarethe samefor both approachesMoreover, it is
noticedthatin the “power adjustmentwithin a cluster”
approachthemaximumthroughpuis achivedatadiffer-
entconnectyity rangej.e.,atN = 4. In addition,at higher
connectiity ranges.the “no power adjustmentwithin a
cluster” approactprovesto be better Thisis mainly due
to thefactthatin the approachwhich includespower ad-
justmentwithin a cluster minimum power routeshasten-



deng to have more hopsto the destination. This effect

becomesnoreconspicuousgor large valuesof N.

Finally, it is noticedfrom Figure10thattheaveragepower

consumptionhas the sametrendsunder the two power

managemerdapproachesThepowerconsumptions lower

whenthe secondapproachs used,sincedirectneighbors
communicateusing the minimum power neededor reli-

ablecommunication.Hence,it canbe concludedhatthe

secondpower managemerdpproactoutperformghefirst

onein termsof power savings andend-to-endhroughput
aswell.
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V. POSSIBLE PROTOCOL IMPLEMENTATIONS

In this section we proposawo protocolsthatenableeach
nodeto dynamicallyadaptthe connectiity rangeparam-
eterN in orderto achieve a nearoptimal operatingpoint.
This is motivatedby the factthatthe optimal connectiity

rangechangewith the dynamicsof the network configu-
rationcharacterizetby the topology nodes’mobility, and
traffic load.

A. Periodic UpdateProtocol (PUP)

This protocolfollows the following steps:

1. Initially, eachnodeindependentlychoosests connec-
tivity rangeto betheminimumi.e.,therangeN is setto 2.
2. Thenodeoperatedor a pre-specifiechumberof frames
(K) with this chosernvalueof N.

3. By the endof this period (calledthe checkpoint) the
performancemeasurenamelythe end-to-endhroughput
of this nodeis computed.

4. At this checkpointgachnodebroadcast#ts end-to-end
throughputon the afore mentionedreverse channel(This
is essentiafor eachnodeto computethe averageend-to-
end network throughput). This valueis then storedin a
datastructuredenotedoy ny .

5. Theconnectiity rangeis thenincreasedy one,i.e. N
isincreasedby one Thead-hocsystenis expectedo op-
erateusingthis connectiity rangefor thenext k frames.
6. At the next checkpointthe new value of the average
end-to-enchetwork throughputis computedandstoredin
adatastructuredenoted,,y .

7. Compareny_1 to ny. Oneof thefollowing two cases
mightarise:

If (pnv > nn—1)
{

Increaseahe connectiity rangeto N+1 andgoto step6.

}

else

{

Reduceheconnectiity rangeto N-1 andgo to step6.

}

8. As long asthe averageend-to-enchetwork throughput
increasesvith N, we keepincreasing\N. Thisis doneuntil
the throughputstartsdecreasingvith N, at somevalue of
N, sayatN = i+1. This impliesthata maximumin the
throughputis achieved at N = i, which is the connecti-
ity rangethatachievesthe maximumend-to-enchetwork
throughpuffor the currentnetwork configuration.

9. At eachcheckpoint, comparethe end-to-enchetwork
throughputwith the throughputsachiezed when N=i+1
andN=i-1. Aslongasn; > n;+1 andn; > n;_1, N need
notbechanged.



10. If the network configurationchangesat somelater
time, suchthat this connectiity rangeN = i doesnot
achiare the maximumthroughputary more,thenpick ary
of thetwo neighboringpoints,n;+; or n;_1 , thatachieres
ahigherthroughput.

11.If N = i+1 achievesa higherthroughputthenwe fur-
therincreaseN in orderto searchfor the nev maximum.
Goto step6.

12. If N = i-1 achievzesa higherthroughputthenwe fur-
therdecreasé\ in orderto searchfor the new maximum.
Goto step6.

B. Quasi-Rriodic UpdateProtocol (QPUP)

This protocolis identicalto the Periodic UpdateProtocol
exceptthat, whenthe network achi&zesmaximumend-to-
endthroughputthe algorithmlessfrequentlyattemptsto

testif the currentconnectiity rangeis the optimal. The
algorithmtakesadwantageof the factthatthe network un-
derconsideratiormonsistof nodesof low mobility, i.e. the
network topologychangeslowly. Thereforepncethesys-
tem reachesan operatingpoint whereinthe throughputis

maximum the algorithmexpectsthe throughputo stayat
themaximumor atavaluevery closeto themaximumuntil

thetopologychangesirastically Thereforethisalgorithm
tradessimplicity for performancelt is muchsimplerthan
thePeriodicUpdateprotocol,but thereis a possibledegra-
dationin theend-to-enchetwork throughput.

V1. CONCLUSIONS

In this papemwe have introducedhe notionof powver man-
agemenwithin the context of wirelessad-hocnetworks.
The objective wasto investigatethe impactof usingdif-
ferenttransmitpowersontheaveragepower consumption,
andthe percentagef pacletssuccessfullyeachingdesti-
nations,which we defineasend-to-enchetwork through-
put. We definedthe conceptof clusterswhereina node
adaptsits transmitpower so asto establishconnectiity
with only alimited numberof neighborhoododes Within
its clusterthe powver might wish to adaptpower to com-
municatewith differentnodes,or it might usethe same
power to communicatewith all nodeswithin the cluster
We foundthattheformerschemeperformsbetterin terms
of achieving a lower averagepower consumptionand a
higherendto endthroughput. Simulationsfurther shov
that both schemeselp improve performancen termsof
averagepower consumptionand endto end throughput.
Thus,a network with a power managemergchememple-
mentedwill have betterperformanceghana network with-
out sucha scheme.A possibleextensionfor this work is
to considetthe moregenerakasenvhereeachmobilenode
hasa differentconnectiity range. It givesmoredegrees

of freedomto the network designerndis expectedo im-
prove throughput.
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