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Abstract—Power analysis early in the design cycle is critical for the design of low-
power systems. With the move to system-level specifications and design methodologies,
there has been significant research interest in system-level power estimation. However,
as demonstrated in this paper, the addition of power estimation capabilities to system-
level simulation tools can significantly degrade simulation efficiency (upto 8.5X) , limit-
ing the use of power estimation during long simulation runs, and the ability to perform
extensive design space exploration.

Some power modeling techniques for system components provide “local” trade-
offs between power estimation accuracy and computational cost. This work addresses
a complementary problem — the optimized integration and usage of heterogeneous
component power models within a system-level simulation framework. We view
system-level power estimation as a global deployment of computational effort (the ef-
fort required to perform power estimation) over space (the different components) and
time (the duration of the simulation). We illustrate the advantages of optimizing the
allocation of power estimation effort based on run-time variations of component-level,
as well as system-level power consumption characteristics. To achieve this, we have de-
veloped a novel power estimation framework, based on a network of power monitors.
Power monitors observe component- and system-level execution and power statistics at
run time, based on which they (i) select between multiple alternative power models for
each component, and/or (ii) configure the component power models, to best negotiate
the trade-off between efficiency and accuracy. In effect, the power monitor network
performs a co-ordinated, adaptive, spatio-temporal allocation of computational effort
for power estimation.

Experiments conducted on a commercial system-level simulation framework and
System-on-Chip platform demonstrate that the proposed techniques yield large reduc-
tions in power estimation overhead (nearly an order of magnitude), while minimally
impacting power estimation accuracy.

I. Introduction

Power consumption has emerged as a primary design metric for a
wide range of electronic systems, ranging from battery-powered ap-
pliances to high-performance computing systems. With rising system
complexity, it is becoming increasingly critical to address power con-
sumption early in the design cycle, namely, at the system-level, when
significant opportunities exist for optimizing the system architecture
and application for improved power efficiency [1], [2], [3].

Recent years have seen significant research interest in system-level
power estimation. Most of this research has focused on power modeling
techniques for individual system components (e.g., processors, memo-
ries, on-chip buses, peripherals, user-defined logic, etc.). These power
models can be integrated into system-level simulation frameworks to
provide power estimation capabilities. Due to the inherent diversity
of System-on-Chip (SoC) components and their design styles, system-
level simulation is typically performed using a collection of heteroge-
neous simulation models for the different components. Consequently,
power models for different system components are also heterogeneous
in nature (e.g., instruction-level power modeling techniques that may
be used for a processor differ significantly from analytical power mod-
els that may be used for an on-chip memory, and from transaction-level
power models used for an on-chip bus). Notwithstanding the inherent
efficiency of system-level simulation (when compared to lower levels
of abstraction), power estimation typically results in a substantial de-
crease in simulation efficiency compared to functional simulation (upto
8.5X, as demonstrated in this paper). This slowdown is due to the over-
head of extracting the necessary data from the component (functional)

simulation models, evaluating the power models, and performing power
aggregation and reporting.

In this paper, we address a problem that is complementary to previ-
ously proposed power modeling techniques for individual system com-
ponents, i.e., the optimized integration and usage of heterogeneous
component power models in a system-level simulation framework.

A. Paper Overview and Contributions

In this paper, we propose a framework for integrating power mod-
els within a system-level simulation environment to achieve a supe-
rior trade-off between overall power estimation accuracy and efficiency.
The intuition behind our approach is that the computational effort for
power estimation should be distributed spatially (across different sys-
tem components) and temporally (over the duration of simulation) in a
manner that maximizes the resulting estimation accuracy. Conversely,
for a desired level of accuracy, power estimation effort should be de-
ployed judiciously so as to minimize the resulting simulation overhead.

In order to motivate our work, we first study the effect of integrating
power models for the components of a commercial SoC platform into
a state-of-the-art system-level simulation framework. In particular, we
analyze the computational overhead for power estimation, and break-
down the overhead across the different SoC components, and over the
simulation period. Our study demonstrates several opportunities for re-
ducing power estimation effort for each component, and underscores
the need for managing power estimation effort by taking into account
(i) global (system-level) information, as well as (ii) dynamic variations
in component-level power consumption characteristics.

Based on these observations, we propose a novel power estimation
framework that integrates heterogeneous component power models us-
ing a network of “power monitors”. The monitor-based framework
provides an intelligent interface, facilitating the seamless integration
of component simulation models on one hand, and a variety of hetero-
geneous power models on the other. Power monitors enable each com-
ponent model to be associated with multiple (distinct) power models
of differing accuracy and efficiency, or with configurable power mod-
els that can be tuned to different accuracy/efficiency levels. The power
monitor exercises fine-grained control over the different power models
through dynamic selection and configuration of power models based on
information gathered during simulation. We demonstrate the effective-
ness of the proposed framework through experiments on a system-level
model of a commercial SoC platform. Experiments indicate that the
monitor based power estimation technique helps achieve large reduc-
tions in power estimation overhead (upto 9.5X) while resulting in less
than 5% error on average, when compared to conventional techniques.

The rest of this paper is organized as follows. In Section I-B, we
describe related work in system-level power estimation. In Section II,
we analyze the computational effort spent in performing system-level
power estimation, and point out the opportunities for improving power
estimation efficiency. In Section III, we provide an overview of the
proposed monitor-based power estimation framework. In Section IV,
we present details of the framework, including techniques for dynamic
power model selection. In Section V we present the experimental eval-
uation of the proposed framework using a commercial SoC platform.
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B. Related Work

Extensive work has been performed in power estimation at the tran-
sistor, gate and register-transfer levels [1], [2], [4], [5]. While these
techniques are invaluable at later stages of the design cycle, they are
too inefficient for use in system-level design.

A significant body of research has focused on developing power
models for individual system components. For programmable proces-
sors, power models can be divided into structural and instruction-based
techniques. Structural models monitor the activity of the various com-
ponents in the processor’s micro-architecture, and use this information
to estimate power consumption (e.g., [6], [7]). Instruction-level power
models associate power consumption with the sequence of instructions
executed by the processor, with corrections to account for architec-
tural effects such as cache misses and pipeline stalls. Techniques for
instruction-level power modeling were first proposed in [8], following
which several enhancements have been proposed to improve efficiency,
accuracy, and characterization effort (e.g., [9], [10], [11]).

For components with regular implementations, such as memories
and caches, various analytical models have been proposed to estimate
power consumption under given access patterns [12], [13]. For user-
defined logic, techniques for power estimation at the behavioral and
cycle-accurate functional levels of abstraction have been proposed, and
can be used in the context of system-level power estimation [14], [15],
[16]. Power models for on-chip buses are described in [17], [18].

A limited amount of research has addressed the integration of power
models for different system components. Energy models for a proces-
sor and memory sub-system were integrated in [19], and used to ex-
plore system-level energy trade-offs. A HW/SW co-simulation frame-
work was enhanced with power models for a processor, memory, and
custom hardware in [20]. In order to enable efficient power estimation
for design space exploration, trace-based analysis techniques for power
estimation and profiling were proposed in [17], [21]. Trace-based tech-
niques are efficient for repeated power estimation under a given test
bench, since they perform system simulation only once and use the in-
formation captured in traces to perform power estimation.

The proposed techniques are complementary to the work described
above. Given a system-level power estimation framework consisting of
heterogeneous component power models, our work addresses the issue
of how to achieve the best trade-off between efficiency and accuracy by
optimizing the allocation of power estimation effort spatially, between
the different system components, and temporally, over the duration of
the simulation. New power modeling techniques for system compo-
nents can be easily integrated with our approach. Our approach can
also be combined with trace-based techniques to provide further effi-
ciency improvements for repeated estimation runs.

II. System-Level Power Estimation:
Allocation of Computational Effort

In this section, we analyze the computational overheads incurred
when a system-level simulation framework is enhanced with power es-
timation capabilities, and illustrate opportunities that exist for reducing
this overhead by carefully optimizing the spatio-temporal allocation of
computational effort.

A. Example System-on-Chip Platform

For this study, we consider the System-on-Chip platform illustrated
in Figure 1. The platform consists of an embedded processor (the
ARM946E-S [22]) that includes instruction and data caches, and tightly
coupled (scratch-pad) memories, an on-chip bus (the AMBA bus [23]),
a dedicated hardware component for performing application-specific
tasks (labeled “Image Filter HW”), as well as standard peripherals, such
as timer, interrupt controller, DMA controller, and interfaces to external

devices. The platform implements an image processing application that
runs on the processor, retrieves image data from off-chip memory, uses
the image filter hardware to perform basic image processing operations
(smoothing, color enhancement, etc.) at the pixel-level, and stores the
resulting image in memory.
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Fig. 1. Example System-on-Chip platform.
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Fig. 2. System-level simulation and power estimation tool interface.

The platform was modeled using cycle-accurate functional models
for the hardware components, transaction-level models [23] for the on-
chip bus (both implemented using SystemC), and an instruction-level
model for the processor. For power estimation, all the functional mod-
els were enhanced with corresponding power models (details of which
are described in Section IV). System-level simulation and power es-
timation is performed using the OSCI reference simulator [24]. The
interactive framework allows users to set breakpoints, obtain power
vs time profiles for different components, and a breakdown of system
power consumption. A screenshot illustrating these capabilities is pre-
sented in Figure 2.

B. Power Estimation Effort and Impact on System-Level Power
Estimation Accuracy

We first analyze the computational overhead measured while per-
forming power analysis at the system level. To quantify this overhead,
we performed pure functional simulation of the entire system as it ex-
ecuted the image application, and then repeated the experiment with
all the component power models included. Both simulations were run
on a Dell PowerEdge Server with a 2.8 Ghz Intel Xeon processor and
4 GB RAM. A comparison of measured execution times revealed that
the inclusion of power models causes a reduction in simulation effi-
ciency of more than 8.5X. This slowdown was observed in spite of us-
ing hardware power models for certain components (e.g., Image Filter
HW) that operate at the cycle-accurate functional level [16], which are
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Fig. 3. (a) Comparison of power estimation effort and contribution to system power for
different system components; (b) Dynamic variation of relative contributions to system
power.

significantly more efficient than commercially available RT-level hard-
ware power estimators. Clearly, the incorporation of power models has
a large impact on overall simulation efficiency.

To better understand the computational effort associated with power
estimation, consider the results presented in Figure 3(a). The first col-
umn presents a breakdown of the computational effort (CPU time) ex-
pended in performing power estimation for different system compo-
nents. The second column presents the percentage contributions of the
corresponding components to overall power consumption. We observe
that the allocation of computational effort poorly tracks the manner in
which power is consumed by the different system components. For ex-
ample, while the image filter and bus architecture together account for
only 18% of the total power, their power models account for 55% of
the computational effort towards power estimation. In contrast, while
the processor accounts for 56% of the total power, its power model
consumes only 10% of the computational effort.

These results illustrate that a large discrepancy exists between the
complexity associated with power estimation of certain components,
and the impact that these components have on total system power. This
suggests that a more optimized allocation of computational effort may
result in a superior trade-off between overall power estimation accuracy
and efficiency. Based on these insights, it might be tempting to optimize
the selection of power models by using more accurate, but computa-
tionally expensive models for components that on average, consume a
larger fraction of total system power, and less accurate, but more effi-
cient ones for components that consume a smaller fraction of system
power. However, such an approach may not accurately track system
power consumption over time, since components may exhibit signif-
icant dynamic variation in their individual power consumption char-
acteristics. From Figure 3(b), which illustrates the variation of each
component’s contribution to total power, we observe that the proces-
sor’s contribution varies between 27% and 63% of system power. This
motivates the use of techniques in which power estimation effort for a
component is adapted, based on its (variable) contribution to total sys-
tem power over time.

C. Power Estimation Effort And Component-Level Variations

The previous example illustrated the need for careful allocation of
power estimation effort from a system-level standpoint: i.e., by taking
total system power, and the relative contributions of each component,
into account. We next illustrate that, in addition to system-level consid-
erations, it is also necessary to consider variations in component-level
behavior.

Figure 4(a) illustrates the power consumption of the processor in-
struction cache as it executes a portion of the application described
in Section II-A. The figure displays the power profile of the cache
obtained using two different power models that have contrasting ac-

curacy/efficiency characteristics. The profile marked “PM-1” is ob-
tained using a per-access power model, which computes cache power
on every clock cycle, taking activities in the address lines, bit lines,
and word lines into account. The second profile (marked “PM-2”) is
obtained using periodic application of a more efficient (but less accu-
rate) analytical model, which estimates average power using an aggre-
gate count of the number and types of accesses seen during a certain
interval. From the figure, we observe that upto 6 �s, the power pro-
file generated by the analytical model tracks the profile obtained us-
ing the per-access model with an error of 9%. However, after 6 �s,
the cache exhibits high variation in its power consumption, increas-
ing the error to 26%. Using the analytical model alone throughout the
simulation would significantly compromise power profiling accuracy,
whereas only using the per-access model could result in large estima-
tion overhead. Clearly, a technique that can dynamically vary the power
model based on component-level information may result in a superior
accuracy-efficiency trade-off.

Since the recorded history of power consumption of a component is
only as accurate as the power model that is used to obtain it, using it as
a basis for predicting future power consumption characteristics can be
misleading. Instead, in our approach, we track component-specific pa-
rameters from the functional model of the component, that provide an
indication of component power characteristics. For example, the cache
power profile [Figure 4(a)] is to a large extent determined by the rate of
accesses [Figure 4(b)]. Hence, we consider a scheme in which the vari-
ance in the rate of accesses to the cache is monitored. In intervals where
the variance exceeds a certain threshold, the accurate, per-access model
is used, whereas elsewhere, the more efficient, analytical model is used.
In our study, the resulting compromise in accuracy was observed to be
less than 5%, while the reduction in power estimation effort was 3.4x.
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Fig. 4. (a) Comparison of power profiles under different cache power models; (b) Corre-
sponding profile of cache accesses.

In summary, these examples illustrate the following issues:
� The availability of alternate (or configurable) power models that

provide distinct accuracy/efficiency characteristics can facilitate
fine-grained, dynamic allocation of computational effort towards
power estimation.

� Customizing the spatial allocation of computational effort among
different components keeping in mind their relative contributions
to total system power can improve power estimation efficiency
without significantly compromising accuracy.

� It is also important to customize the temporal allocation of com-
putational effort to each system component (over the duration of
the simulation), based on run-time variations in the component’s
power consumption characteristics.

In the next two sections, we describe the proposed monitor-based
power estimation framework that addresses the issues described above.
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Fig. 5. Monitor-based system-level power estimation framework using heterogeneous
power models.

III. Monitor-Based Power Estimation: Overview

In this section, we present an overview of the proposed monitor-
based power estimation framework. We highlight the various compo-
nents associated with the framework, and briefly describe their func-
tions. Figure 5 illustrates how the proposed framework enhances a
simulation model of the target system. The framework consists of
(i) simulatable, functional models of each system component, (ii) for
each system component, a set of heterogeneous power models, differ-
ing in terms of their accuracy and efficiency, and (iii) a network of
power monitors (shown as shaded ellipses), which in turn, consists of
(a) component-level power monitors for each system component, and
(b) a system-level power monitor. Figure 6 illustrates in detail, the in-
tegration of a simulation model of a component, a set of heterogeneous
power models, the corresponding component-level power monitor, and
the system-level power monitor. We next describe each of these com-
ponents in turn.

Component Simulation Model: The level of abstraction at which
each component is modeled may vary, depending on the complexity of
the component, ranging from pin-accurate, register-transfer level mod-
els to more abstract models. The power monitor network is not tied
to any specific modeling abstraction, and in general, could be used to
bridge potential gaps between the abstraction levels at which function-
ality is modeled, and power is estimated. In our work, we make use of
popular abstractions for system-level simulation: cycle-accurate, func-
tional models for custom hardware, transaction-level models for the
on-chip bus, and instruction-level models for embedded processors.

Heterogeneous Power Models: Each system component is associ-
ated with a set of alternative power models that provide trade-offs be-
tween power estimation accuracy and efficiency, as illustrated in Fig-
ure 6. In the proposed framework, this heterogeneity is leveraged to
achieve gains in power estimation accuracy and efficiency through run-
time power model selection and/or configuration. Further details about
heterogeneous power models are provided in Section IV-A.

System-Level Power Monitor: The system-level power monitor accu-
mulates power estimates from the component-level monitors, generates
system-level power statistics (e.g., a system power profile, total energy
consumed), and provides feedback to component-level power monitors.

Component-Level Power Monitor: Component-level power monitors
form the core of our power estimation framework. These power mon-
itors facilitate the integration of a simulatable functional model of a
system component with a set of heterogeneous power models. The key
functions of each component-level power monitor are as follows:

Power Model / Component Separation: The component-level power
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Fig. 6. Monitor-enhanced simulation model of an SoC component with heterogeneous
power models.

monitor provides a clean separation between the functional model of
the component and the set of corresponding power models, facilitat-
ing the seamless addition of new power models, while minimizing the
changes to the functional models. This separation is achieved through
three interfaces. The component interface enables the extraction of data
from the component simulation model for (i) guiding the process of
power model selection, and (ii) computing the values of power model
parameters. The power model interface, is in fact, a set of interfaces,
one for each alternative power model, which permits the exchange of
power model parameters, and power estimates, between the monitor
and the power model. The system-level monitor interface enables the
exchange of power consumption estimates between component- and
system-level monitors.

Dynamic Power Model Selection: The component-level power monitor
is responsible for optimizing the selection and usage of power models
that are associated with the component, based on conditions observed
during simulation. It performs this task based on information gathered
via (i) the component interface, which extracts current state and in-
put values from the functional model of the component, (ii) the power
model interface, which provides power estimates for the component,
and (iii) the monitor interface, which provides an running estimate of
the total system power consumption. Details of this process are de-
scribed in the Section IV-B.

Data Analysis: Certain power models may require aggregate data as
parameters, such as rate of cache accesses, or number of instructions
executed of a certain type. The data analysis module observes the nec-
essary values at the monitor’s component interface, and computes the
required model parameters. In addition, the data analysis module also
computes metrics that monitor temporal variation in component activ-
ity, to help guide dynamic power model selection.

Power Profile Generation: Finally, the power monitor is responsible for
generating a component-level power profile, which is made available to
the system-level power monitor, as well as to graphical display utilities.

In summary, the power monitors exercise dynamic, regulatory con-
trol over a set of power models in order to perform optimized power
estimation for different parts of the system. The dynamic management
of power models is performed both locally, making use of component-
level power consumption characteristics, as well as globally, making
use of system-level information.

IV. Run-Time Management of Heterogeneous Power Models

In this section, we first describe a set of heterogeneous power models
for each system component, and then describe techniques used by the
component-level power monitors for their dynamic configuration and
management.
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TABLE I

HETEROGENEOUS POWER MODELS FOR SYSTEM-LEVEL POWER ESTIMATION

Accuracy/
Efficiency

Application Specific 
HW

On-Chip Bus

Cache

Processor

Platform Component

Cycle-accurate functional level
Register-transfer level

Gate-level

Analytical, transaction based

Lumped capacitance

Distributed RC models

Analytical, access-statistics based

Structure-aware, access level

Mode-based

Function-level Macro-models

Analytical, Instruction-class based

Instruction-level

Pipeline state aware

Power Model Description

- State based sampling OFF
- State based sampling ON

1

2

3

4

5

1

2

3

1

2

1

2

3

4

1

2

3

4

5

1

2

3

1

2

1

2

3

4

A. Heterogeneous Power Models

We consider different system components in turn, and describe a set
of alternative power models for each. Note that, we only describe an
illustrative set of power models: the framework can be easily extended
to support other power models as well.

Embedded processors: Several techniques have been developed for
modeling processor power consumption at the system level. The com-
plexity of these models vary, depending on the volume of, and fre-
quency with which, information is extracted from a simulation model
of the processor. Table I lists several alternatives, in decreasing order
of computational effort. In the first model, for every clock cycle, the
complete pipeline state of the processor is captured, and the combi-
nation of instructions found in the different stages is used to estimate
power consumption [6], [7]. In the second model, for each cycle, only
the instruction that is currently being executed is extracted [11]. In
the third model, over discrete time intervals, only the number of in-
structions of different predefined types are counted, to compute total
energy or average power [11]. The fourth approach, software energy
macro-modeling, involves monitoring code sequences of larger granu-
larity (e.g., function calls) [25]. The fifth and simplest power model
we consider is based on parameters such as power modes, operating
voltage, and frequency [11].

On-Chip Buses: Numerous models have been proposed for estimat-
ing the power consumption of global buses. Examples of such power
models that we have considered in our framework are listed in Table I.
In the first approach, on every cycle, transition activity is examined on
individual bus lines, and is used to estimate power, using transmission
line models that capture deep sub-micron effects, and effects of the
drivers and repeaters [18]. In the second model, for each cycle, aggre-
gate transition activity is used to estimate power consumed on global
buses, using a lumped capacitance to model driver, repeater, line, and
parasitic capacitances. The third model is an analytical one, in which
over a certain time interval, the number and types of bus transactions
are monitored, and used to estimate average transition activity, which
can then be used to estimate average power.

Caches: Cache power models include those that are targeted towards
cycle-level simulation environments [6], as well as more efficient an-
alytical models that are targeted towards exploring alternative cache
architectures [12], [17]. For our framework, we consider the two mod-
els listed in Table I. In the first model, on every access to the cache, the
power consumed by the cache is computed based on the type of access
(read/write), the result of the access (hit/miss), and transition activity
on the bit and word lines. In the second model, over a certain time
interval, statistics that capture the number and types of cache accesses

are used as inputs to an analytical model that computes average cache
power, using lumped capacitances for different cache components, and
estimated transition activity.

Application Specific Logic and Platform Infrastructure Hardware:
Power analysis of hardware, including both application-specific hard-
ware, as well as standard components such as memory controllers,
timers, and other peripherals, has traditionally been performed at the
logic- and register-transfer levels (RTL). Recently, advances have been
made in estimating the power consumed at the cycle-accurate func-
tional and behavioral levels [14], [15], [16]. While each abstraction
level in itself represents a potential trade-off between power estimation
accuracy and computational effort, approaches based on logic-/RT-level
power estimation are unacceptably slow. In our framework, we con-
sider power models at the cycle-accurate, functional level. We use a
technique that embeds structural information obtained from an RTL de-
scription of a component into the corresponding cycle-accurate, func-
tional model. While details are available in [16], it bears mentioning
that the technique provides support for statistical sampling, which pro-
vides a knob for regulating power estimation accuracy and efficiency.

B. Dynamic Power Model Selection

The procedure for power model selection that is executed by each
component-level power monitor is presented in Figure 7. The proce-
dure receives inputs information from the three interfaces of the power
monitor. Over the course of the simulation run, the procedure repeat-
edly computes an optimized power model selection for purposes of
power estimation. The procedure operates in two steps. In the first step
(encircled using dotted lines), system-level criteria are used to reduce
the number of available choices, by optimizing the spatial allocation of
computational effort. Next, component-level criteria are used to choose
a unique power model, which helps optimize the temporal allocation.
We next discuss each of these steps in detail.

B.1 System-Level Criteria

Let PC � fP�� P�� � � � � PNg be the set of power models associ-
ated with a component C, sorted in terms of decreasing accuracy and
related computational effort. Let the average power consumed by the
system over a time interval � be given by Psys�� �. A component-
level monitor can observe Psys�� � via the system-level monitor inter-
face. Let PC��� Pi� denote the power consumed by a component C
over the same interval, as estimated by power model Pi. The monitor
computes FC�� � � PC��� pi��Psys�� �, which is the average contri-
bution of C to the total system power over the interval. For a com-
ponent C, a set of threshold values for FC�� � are pre-determined:
CT � fC�� C�� � � � � CMg, representing discrete values of component
C’s contribution to total system power. A lookup-table (LUT) is used
to store a one-to-many mapping between CT and PC . For example, if
Ci � FC�� � � Cj � �� � i� j � M�, the LUT returns a set of power
models �PC � fPk j � � k � Ng � PC . In the lookup table, larger
values of Ci are mapped to more accurate (but more computationally
expensive) power models, while smaller values are mapped to more
abstract, efficient ones.

Note that, the number of predefined thresholds M can can be con-
trolled to regulate the sensitivity of power model selection policies to
system-level information. A small value of M results in higher number
of power models being provided to the component-level step, making
component-level criteria play a more significant role.

B.2 Component-Level Criteria

In the remainder of the methodology, as shown in Figure 7) a power
model Pi is selected from �PC . The intuition behind this process is as
follows. For some intervals during system execution, components may
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Fig. 7. Methodology for power model selection considering system-level and component-
level information

experience workloads that lend predictability to their power consump-
tion characteristics, enabling the application of more abstract, efficient
power models without significantly compromising accuracy. However,
for other intervals, more accurate power models may be required.

For each component C, a set of variables ti are monitored, that we
denote as triggers. The choice of triggers is component-specific, and
depends on the component’s functionality. Examples of triggers are the
execution of a specific type of instruction, access to a cache, etc. The
component interface receives information about the execution of trig-
gers, and the data analysis module computes specific metrics that are
then used by the power model selection algorithms. Figure 7 illustrates
some of these metrics. For example, if t� represents the number of
cache accesses in an interval, V ar�t�� T�� represents the variance of
cache access rates over a sequence of intervals of length T�. Note that,
triggers may by themselves be regarded as metrics i.e., they may not
require further analysis (e.g., t� in Figure 7). For example, an applica-
tion specific co-processor may have a “start” pin that is asserted each
time a particular computation intensive operation is initiated. In such a
case, the value of the pin is a useful metric to drive power model selec-
tion. The computed metrics are then used by the power model selector
to evaluate a set of mutually exclusive conditions, which are stored in
a “Dynamic Rules Table”. For example, in Figure 7, one of the illus-
trated rules specifies that power model p� is to be used if the variance
in the value of trigger t� measured over T� exceeds a threshold K�, or
if trigger t� is currently true. The mutually exclusive nature of the rules
guarantees selection of a unique power model.

We next explain the rationale for the dynamic rules table. At run-
time, the number of power models available to the component-level
policy may vary, since it depends on system-level criteria. In order to
address this issue, a set of rules must be developed statically for each
component, assuming that all the power models associated with this
component may be available at run-time. These rules are stored in the
“Static Rules Table”, in order of increasing accuracy of the associated
power model. At run-time, a “Rules Generation” step transforms this
table, taking the actual number of power models available into account.
It constructs new rules by applying boolean OR operators on consecu-
tive rules in the static rules table, ensuring a one-one map from rules to
models. The figure illustrates the operation of the rules generator for
a component that has a maximum of 4 power models (p� through p�),
but at a certain time, is restricted by the system-level policy to choose
between p� and p�.

V. Experimental Results

In this section, we describe the implementation of the proposed
monitor-based power estimation framework. We also present results
that analyze the accuracy and efficiency of the framework for an exam-
ple SoC platform.

A. Experimental Methodology

We implemented the proposed monitor network as an extension
of the functional models of the SoC platform illustrated in Figure 1.
The processor was modeled using an instruction set simulator. Sys-
temC [24] was used to implement cycle-accurate functional models for
the peripheral hardware and the image filter, as well as transaction-
level models for the AMBA bus [23]. The image processing appli-
cation (implemented in C) was cross-compiled using the CrossGCC
toolchain [26]. System simulation was performed using the OSCI ref-
erence simulator [24]. The user interface [Figure 2] was provided via
the GNU Insight debugger, which communicates with the target system
using the remote GDB protocol [27]. An interactive Qt-based graphi-
cal user interface [28] was developed to provide additional control over
the simulation and power estimation features, and to provide display
capabilities (e.g., power vs time waveforms).

In order to analyze the effectiveness of the proposed techniques, we
compared the accuracy and efficiency of the monitor-based power es-
timation technique relative to a base case. In the base case, the power
model selection was fixed. Power models numbered 2, 1, 2, and 3 in Ta-
ble I were used for the processor, cache, bus, and hardware respectively.
In the monitor-based framework, the selected power models were au-
tomatically varied among models 2 and 3 for the processor, models 1
and 2 for the cache, models 2 and 3 for the bus, and models 3 and
4 for other platform hardware. The base case utilizes the most accu-
rate power model that we implemented for each component, hence, it
represents a bound on the accuracy achievable by the monitor-based
framework. We considered three variants of the base architecture. In
Arch 1, Direct Memory Access (DMA) was disabled, but both instruc-
tion and data caches were enabled. In Arch 2, DMA was enabled but
the caches were disabled. In Arch 3, DMA and caches were both en-
abled. The metrics used for analyzing the monitor-based framework
are as follows:
Average Power Error: This refers to the error in estimating the av-
erage power consumed by the system during the entire simulation run
using the monitor-based framework, relative to the base case.
Profiling Error: To quantify the accuracy of the power profile (power
versus time curve) as generated by the monitor-based framework, we
compute the profiling error as follows. The entire duration of the sim-
ulation was divided into intervals of equal length (for our experiments,
we used an interval of 100 cycles). The estimation error in each interval
was computed (relative to the base case), and then averaged (using ab-
solute values, to prevent positive and negative errors from cancelling)
over all the intervals.
Efficiency Gain: Improvements in power estimation efficiency were
computed relative to the base case using execution time measurements
on a Dell PowerEdge Server with a 2.8 Ghz Intel Xeon processor, and
4 GB RAM, running Red-Hat 8.0.

B. Power Profiling Accuracy

We first compare the system-level power profile as obtained by the
monitor-based power estimation framework (“monitor”) with the base
case (“original”). Figure 8 illustrates the power profiles as generated by
the two techniques for the architecture denoted by Arch 3 as it executes
the image processing application. The figure shows that the power pro-
file generated by the monitor-based framework is very close to the base
case. Note that, in the callout, the y-axis has been appropriately scaled
in order to make the difference between the two profiles visible. For
this architecture, the profiling error was observed to be 1.08%.

C. Power Estimation Accuracy Versus Efficiency

The following experiments analyze the overall power estimation ac-
curacy and efficiency achieved by the monitor-based framework rela-
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Fig. 8. Comparison of power profiles obtained using the monitor-based framework (“mon-
itor”), and conventional system-level power estimation (“original”)

tive to the base case described in Section V-A. For each of the three
architectural variants, we compare the profiling error, average error,
and efficiency gain achieved by the monitor-based framework. Ta-
ble II presents the results of these experiments. The second and third
columns denote the profiling errors and average power errors respec-
tively. The last column in this table represents the reduction in power
estimation overhead. From the table, we observe significant reductions
in power estimation overhead, upto almost an order of magnitude (9.5x
in the first row). Upon analysis, we found that the efficiency gains were
mainly due to intervals of time where more abstract power estimation
models were used for different parts of the system. For significant parts
of the simulation run, the monitor-based framework uses abstract mod-
els for the bus, filter HW, and memory controller. It occasionally takes
advantage of more abstract CPU and cache power models, but at most
times uses more accurate models for the CPU (since it consumes a large
fraction of system power), and for the cache (since it exhibits large dy-
namic variation). We observe from the table that the impact on the
overall accuracy is negligible across all the architectures.

TABLE II

ACCURACY/EFFICIENCY OF THE MONITOR-BASED POWER ESTIMATION FRAMEWORK

FOR DIFFERENT SYSTEM ARCHITECTURES

Architecture Profiling Average Power Efficiency
Model Error (%) Error (%) Gain

Arch 1 1.36 0.91 9.5x
Arch 2 3.83 3.83 5.3x
Arch 3 1.08 0.73 5.2x

Table III analyzes the estimation results for Arch 1 in further detail.
The results in this table illustrate the contribution of different compo-
nents to the overall power estimation speedup and accuracy loss. For
some components, the accuracy loss is relatively high (e.g., the memory
controller exhibits a profiling error of 7.5%). However, since the contri-
bution of these components to total system power is small, the system-
level profiling error is insignificant — in this case, 1.36%. However,
the benefits in terms of speedup are substantial. From the table, we
observe a reduction of almost 11x in terms of power estimation over-
head for the memory controller. This goes a long way in achieving the
overall speedup of almost an order of magnitude. The above results
demonstrate that the monitor-based framework successfully uses ab-
stract power models for efficiency gains, whenever it is possible to do
so without significantly compromising system-level power estimation
accuracy.

VI. Conclusions

In this paper, we demonstrated the importance of judiciously allocat-
ing computational effort among different components while performing
power estimation at the system level. We described a monitor-based
power estimation framework that enables the integration and dynamic
management of a heterogeneous set of power models. Our experiments
showed that the framework is capable of optimizing the allocation of

TABLE III

ACCURACY/EFFICIENCY OF THE MONITOR-BASED POWER ESTIMATION FRAMEWORK

FOR INDIVIDUAL SYSTEM COMPONENTS

Component Profiling Average Power Efficiency
Error (%) Error (%) Gain

Cache 2.64 2.99 6.8x
CPU 0.93 0.12 4.9x

On-Chip Bus 3.89 2.46 4.7x
MemC 7.52 0.97 10.9x

Filter HW 2.16 0.008 5.1x
System 1.36 0.91 9.5x

computational effort, achieving substantial speedups in power estima-
tion efficiency, at very little cost in terms of accuracy.
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