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Abstract

This article provides an overview of mechanisms used
for power saving in the upcoming standards for wire-
less LANs: IEEE 802.11 and ETSI RES 10 HIPER-
LAN. Power saving on the MAC level is addressed
by these standards in a quite di�erent way. We will
outline the main features of mechanisms in both stan-
dards in terms of power saving. In addition to this we
present simulation studies of the power saving mech-
anism in ad hoc con�gurations of IEEE 802.11 net-
works, which demonstrate the optimization potential
and some performance trade-o�s quantitatively.1

1 Introduction

Wireless Local Area Networks (WLANs), with their
claim to o�er a shared-medium bit rate in the magni-
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tude of typically 1-10 Mbit/s to hosts with mobility
limited to in-door or plant environment, belong to a
quite new area in wireless communication, with ac-
knowledged high growth potential [1]. Although ma-
ture solutions have been commercially available for
several years (see [2],[3]), surprisingly enough the ex-
pected rapid deployment of WLANs has not taken
place so far. Two reasons for this phenomenon are
frequently proposed:
Up to now only proprietary solutions are o�ered,
which are not mutually interoperable. For several
years owing to the evolving standards IEEE 802.11
[4] and HIPERLAN [5] there have been high expec-
tations concerning the uni�cation of the products.
So numerous potential users decided to delay buying
until products conforming to these standards would
appear. At the moment manufacturers have di�er-
ent levels of commitment to supporting the emerg-
ing standards: recently a large number of manufac-
turers announced the introduction of IEEE 802.11
conforming products for the near future, while only
one serious announcement to support the technically
much more ambitious (and therefore more expensive
in manufacturing) HIPERLAN in products is known
to the authors.
The second reason is in fact the power consump-
tion issue. A basic system requirement of WLANs is
the support of portable devices like notebooks with
signi�cant processing power (typically with a Pen-
tium or PowerPC class processor) or Personal Digi-
tal Assistants (PDAs) rather than simple devices like



pagers or mobile phones. From this point in the ar-
ticle we will refer to devices of this class using the
term portables or end systems. Even in stand-alone
mode, one of the critical limiting operational factors
for portables is their operation time, restricted by
the battery capacity. It is generally agreed, that
these portables should allow a working time of 4-
6 hours without the need to recharge. The com-
puter/communication industry tries to parallel the
(notable) e�ort to increase the longevity of batter-
ies by attempts to reduce the power consumption in
all the aspects of portable device design, but in fact
only the newest generation of portables approaches
this goal with tolerable battery size and weight.
Unfortunately, if modern portable computers are con-
nected to contemporary WLANs the longevity of the
battery can be signi�cantly reduced. In [6], it has
been pointed out, that contemporary wireless net-
work interface cards (with 1 Mbit/s bit rate) can take
12 times more power than a standard 10 Mbit/s eth-
ernet card. Thus it should not be surprising that
longevity reduction in the range of 60% has been re-
ported for portables in [7]. Depending on the method
of usage, we observed during our lab work a dramatic
drop of time in action from 3 hours to 45 minutes with
a laptop using a WLAN PCMCIA interface card.
In general the issue of power saving (PS) in mobile
communication is subject to numerous activities (see
e.g. [8],[9],[10],[11],[12],[13]), so what is special with
WLANs? In agreement with the widely accepted
IEEE 802.x approach a LAN can be logically divided
into the Physical (PHY), the Media Access Control
(MAC) and the Logical Link Layer (LLC). Physical
Layer solutions for WLAN are in fact not so di�erent
from those used in other wireless communication sys-
tems. On the other hand what makes the WLANs so
di�erent from other mobile communication systems
are link layer solutions, especially MAC. And it has
been recently recognized (e.g. [7],[11]) that protocols
might signi�cantly in
uence power consumption of
mobile systems.
The aim of this article is to discuss how the prob-
lem of power saving has been addressed in the IEEE
802.11 and HIPERLAN standard drafts, with special
regards to the MAC layer solutions. The remainder
of this article is organized in the following way:

In the next section we present an overview of main
power saving issues on the MAC level. Since power
saving on MAC level is not independent from the
power consumption aspects of underlying PHY layer
services, some of these aspects will be mentioned, too.
A short description of the IEEE 802.11 architecture
and a fairly detailed discussion on how the power
saving problem is addressed in the MAC of this stan-
dard follows. Further we present a simulation study
demonstrating in
uence of individual parameters of
the power saving mechanism on the system Quality
of Service for the basic variant of the IEEE 802.11
approach (which from the power saving point of view
is surprisingly the most complex!)
After that we present the architecture and a detailed
description of how the power saving problem is ad-
dressed in the MAC protocol of HIPERLAN. We also
focus on the di�erences to IEEE 802.11 and their
possible implications. The article is completed by a
discussion of open issues, especially in the context of
harmonization of the power saving approaches within
MAC with the operation of higher protocol layers
typical for a LAN communication software.

2 MAC power saving issues

Roughly speaking, the MAC Layer is responsible for
data framing, eÆcient sharing of the channel and
possibly some error control. We identify three basic
classes of approaches to power saving in MAC layer:

� Optimized use of the PHY layer services,

� Optimized media access protocol structure,

� Optimized system design.

2.1 Radio physical layer implications

In general, di�erent PHY layer services have dif-
ferent power requirements. Circuitry implementing
this function is located on the network interface card
(NIC) powered from the portable, and can consume
an important amount of energy. So proper use of this
services by MAC is critical.
Higher power consumption is in general required for
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higher bit rates: one of the reasons is the frequently
required higher equalization complexity needed to
deal with the intersymbol interference at higher bit
rates [14].
Further, Stemm et al. showed in [7], that in a typical
useage scenario by far the most power (about 90%)
is drawn by listening to the radio channel! Sending
or receiving of packets adds only a few percent to the
energy balance.

2.2 MAC protocol design

There are several options for an energy eÆcient MAC
protocol design. In general simple protocols need rel-
atively less power than complex protocols. For ex-
ample, a large number of necessary control messages
negatively in
uence energy per "useful" bit relation.
Also, more processing work has to be done. In the
following we outline some MAC design options, which
in our opinion have the most impact.

2.2.1 Packet structure

Due to excessive long headers (addresses, control
�elds etc.) or trailers (checksums) the energy per
"useful" bit relation may be negatively in
uenced.
One solution to this problem is header compression
as it is used for several protocols. Another idea re-
garding the packet structure is to split the packet
into a low bit rate part for control information (e.g.
addresses) and a high bit rate part for data. The in-
tention is to invoke costly functions only when they
are needed. For example, the MAC evaluates �rst the
low bit rate control information like the destination
address. Receiving of data, which might be costly
due to high bit rates (e.g. necessity of equalizer), is
only performed if the packet is intended for the end
terminal.

2.2.2 Awake/doze mode

In order to save energy the network interface card
(NIC) may be switched o� when there are no
transmissions (doze mode). Otherwise the NIC is in
the awake mode. Following this idea, the use of the
doze mode has the potential to improve the power

save gain substantially. Unfortunately, one can not
do this without losing the capability to communicate
in both directions, i.e. a station in this kind of a
power saving mode would not know of any data
arriving for it during this time. Nevertheless, it is
possible to switch o� the NIC if two problems are
correctly addressed in the MAC protocol design:

� How does a station make sure to receive packets
from other stations, even if it is in sleep mode
most of the time?

� How does a station send data to another station
that is in sleep mode?

Beside the power save impacts on the MAC design
there are impacts (e.g. timer) on other protocol lay-
ers.

2.2.3 MAC level error control

The channel quality is often improved by forward er-
ror correction mechanism (FEC) on the PHY layer.
If the o�ered channel quality is still not satisfactory,
MAC level retransmissions may be used. Since the
radio channel quality may be persistent for a while
(good or impaired), retransmission of MAC packets
in the impaired radio channel state is unnecessary
and therefore expensive. Transmission channel prob-
ing, �rst proposed by Zorzi in [15], can be used to
overcome this problem. The idea is simple: Instead
of retransmitting the MAC packets again over an im-
paired radio channel, short low power probe pack-
ets are sent continuously unless feedback is received
for these probe packets. When one probe packet has
been successfully transmitted indicating an appropri-
ate channel quality, the retransmission of the data
packet is scheduled. In other words, retransmission
of data on a relatively high power level is only sched-
uled if the channel quality is suÆcient. As a result,
no energy is wasted for retransmission during channel
impairments.

2.3 System design

The critical system design issues for power saving
with respect to MAC are:
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2.3.1 Radio cell diameter

The radio cell diameter is de�ned by macro (several
km), micro (up to 1 km) and pico (a few meters).
In general the smaller the radius is, the less is the
power usage. This is obvious, but also shown in [6],
where �ve di�erent WLAN products using similar
technology are compared. The di�erence with re-
gard to power drain is the signal strength and there-
fore the range. Because of lower power consump-
tion, higher possible bit rates, and a better frequency
reuse, WLANs tend to be made up of small cells.
However the eÆcient use of the pico-cells is critically
dependent on an eÆcient extension of the coverage
beyond the border of a single radio cell. The coverage
issue in IEEE 802.11 is addressed by a distribution
system (not speci�ed in the draft standard). HIPER-
LAN addresses the coverage issue with a forwarding
method, which is explained in more detail in one of
the following sections.

2.3.2 System architecture

WLANs can be classi�ed as distributed or central-
ized systems, which are also referred to as ad hoc
and infrastructure based systems. Centralized sys-
tems, consisting of a base station and several porta-
bles, are inherently more suitable for the design of
low power consuming end systems [17]. The reason
for that is the base station, which can be equipped
with more intelligence and sophisticated (perhaps sig-
ni�cantly more power consuming) hardware since it
is normally �xed to a certain place. Therefore power
supply is not the problem. In doing so, portables
can be o�-loaded in terms of MAC functionality and
power hungry processing hardware. This is referred
to as asymmetric design [18],[19]. The drawback of
this method is the more limited 
exibility in contrast
to distributed systems. Furthermore, MAC PDUs
are usually transmitted via the central control unit.
The disadvantage of this design arises whenever two
portables in the same radio cell communicate with
each other (e.g. portable!base station!portable).
In this case data has to be transmitted twice instead

of once (portable!portable), which leads to a waste
of bandwidth and energy as well as to an increased
risk of data corruption. Neither IEEE 802.11 in the
basic operation mode nor HIPERLAN use the asym-
metric design option for MAC operation. However,
the optional Point Coordination Function of IEEE
802.11 applies this design to a certain degree. As
we will see later, low energy consumption is often
compromised by the performance of the MAC proto-
col. Considerations of power saving issues are fun-
damentally in
uenced by the trade-o� between the
energy consumption and achievable Quality of Ser-
vice (throughput, delay, error rate) for prede�ned
distance, coverage and bit rate. The aim is to trans-
mit with as little energy as possible while meeting
the required Quality of Service. There are several
measures for energy consumption. A portable's en-
ergy eÆciency measure can be the number of deliv-
ered useful data divided by the consumed energy or
the consumed energy per time [15]. This strongly
depends on measurement assumptions and system
parameters. To show the energy consumption of a
portable, other abstract measures (e.g. time in sleep
mode vs. delay, throughput, etc.) may be used.

3 Power Saving in the IEEE

802.11 draft standard

3.1 Overview

Work on the IEEE standard for Wireless Local Area
Networks started in 1990. The draft standard covers
the lower two OSI-Layers. It de�nes a common
medium access protocol for three di�erent physical
layers: Infrared (IR), Frequency Hopping (FHSS)
and Direct Sequence Spread Spectrum (DSSS),
each capable of a data rate of 1, optional 2 Mbit/s.
There are two modes of operation depending on the
existence of an access point (AP) in the BSS (Basic
Service Set - a wireless cell). They are referred to as
the Distributed Coordination Function (DCF) and
the Point Coordination Function (PCF). The DCF is
the basic access algorithm, it has to be supported by
all stations in the network. The PCF is optional and
supports time-bounded services such as audio traÆc.
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It builds a contention free period on top of the basic
access mechanism, which is contention based. A
Distribution System (DS) working on a logically
separated medium connects the access points of
the BSS to form an Extended Service Set (ESS).
A framework for a distribution system is provided
in [20] and one possible solution for it is shown in [16].

SIFS

DIFS

SIFS

PIFS

Contention window

data

Slot

ack

SIFS=Short Interframe Space
PIFS=PCF Interframe Space
DIFS= DCF Interframe Space

Figure 1: Medium Access in the Distributed Coordi-
nation Function

Medium Access in both, the DCF and the PCF, is
based on a general MAC, which was approved by the
working group in 1994. It is called DFWMAC and
belongs to the class of CSMA/CA protocols (Carrier
Sense Multiple Access/Collision Avoidance). Since
this algorithm is fundamental to IEEE 802.11, it will
be explained in short at this point: A station X that
has to transmit a packet selects a slot n out of a cer-
tain (medium dependent) number of slots (equally
distributed) and monitors the channel until the end
of the (n-1)th slot. If no other station has started
transmitting on the channel up until this time, sta-
tion X starts its transmission in the nth slot. If an-
other station had started transmitting earlier, which
means that it had selected a smaller slot number,
transmission is deferred until the end of that packet
exchange. The slot number in the next transmission
attempt is decremented by the number of idle slots in
the previous cycle. This gives higher access priority
to stations that have been in the competition for a
longer time.
Information about the state of the channel is avail-
able from two sources: the actual carrier sensing

and the so-called Net Allocation Vector (NAV) which
is a virtual carrier sense mechanism. The NAV is
local to each station and indicates a busy channel
for future traÆc. There is an optional exchange of
RTS/CTS (Request/Clear To Send) packets prior to
the transmission of the data packets. This is useful in
the hidden terminal case, where all stations update
their NAV with the information about the duration
of the next transmission in either the RTS or the
CTS packet. That way silence around the receiver
can be guaranteed even if not all stations in this area
received the RTS packet correctly.
Priorities in the access to the medium are translated
into interframe spaces. In the PCF, the AP has to
have a higher access priority than all other stations.
It therefore waits for a shorter time before decid-
ing that the channel is free (see the PCF-Interframe
Space in Figure 1). This way it can set up a su-
perframe structure to support time-bounded traÆc.
The �rst part of the superframe is reserved for time
bounded traÆc. The AP sends downlink packets and
polls stations for uplink packets. In the second part
of the AP-created superframe medium access is per-
formed using the DCF (see Figure 1). A more de-
tailed investigation of the access and the RTS/CTS
mechanism can be found in [21], [22] and [23].

3.2 Timing Synchronization and

Power Saving

Within the standard, the general idea is for all
stations in Power Save (PS) mode to switch o�
the radio part for some period. They have to be
synchronized to wake up at the same time when
there starts a window in which the sender announces
bu�ered frames for the receiver. A station that
received such an announcement frame stays awake
until the frame is delivered. This is easy to be done
in the PCF, where there is a central access point
which is able to store the packets for stations in doze
state and to synchronize all mobile stations. It is
much more diÆcult for the DCF, where the packet
store and forward and the timing synchronization
has to be done in a distributed manner.
Power Saving in IEEE 802.11 therefore consists of
a Timing Synchronization Function (TSF) and the
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actual power saving mechanism. The TSF for an
infrastructure network (the PCF) can be seen in
Figure 2. The access point (AP) is responsible for
generating beacons which along with other informa-
tion contain a valid time stamp. Stations within the
BSS adjust their local timers to that time stamp. If
the channel is in use after the beacon interval the AP
has to defer its beacon transmission until the channel
is free again. The power management in the PCF is
simple due to the existence of the AP as a central
bu�er for all packets destined for the stations in doze
mode. Along with the beacon the AP transmits a
so-called TraÆc Indication Map (TIM). All unicast
packets for stations in doze mode are announced in
the TIM. Afterwards the mobiles request the packets
from the AP. If broadcast/multicast frames are to
be transmitted, they are announced by a Delivery
TIM (DTIM) and are sent immediately after. Of
course the stations in power save mode have to wake
up shortly before the end of the beacon interval and
to stay awake at least until the beacon transmission
is over.

Beacon Interval

Beacon defer until free

t

Data

Figure 2: TSF for infrastructure networks in 802.11

The TSF is more complicated for an ad hoc
network (the Distributed Coordination Function
- DCF, see Figure 3). Due to the absence of a
trusted authority the timers adjust in a distributed
way: Every station is responsible for generating
a beacon. After the beacon interval all stations
compete for transmission of the beacon using
the standard backo� algorithm. The �rst station
"wins" the competition and all others have to
cancel their beacon transmission and to adjust their

local timers to the time stamp of the winning beacon.

Beacon Interval

Beacon

Busy Medium

STA 1 STA 7 STA 3

Beacon Interval

D1D2

Awake Period

D1= Random Delay
D2= Deferral Delay
STA=Station

t

Figure 3: TSF for ad hoc networks in 802.11

The power management in the DCF is based on the
same distributed fashion as used for the TSF. Pack-
ets for a station in doze state have to be bu�ered by
the sender until the end of the beacon interval. They
have to be announced using Ad hoc TIMs (ATIMs),
which are transmitted in a special interval (the ATIM
window) directly after the beacon. ATIMs are uni-
cast frames which have to be acknowledged by the
receiver. After sending the acknowledgment, the re-
ceiver does not fall back into doze state but stays
awake and waits for the announced packet (see Fig-
ure 4). Both ATIMs and the data packets have to be
transmitted using the standard access algorithm.

Beacon Interval Beacon Interval

ATIMWindow ATIMWindow

Xmit  ATIM
Rcv ACK

Rcv ATIM
Xmit ACK

Xmit Frame
Rcv ACK

Xmit Ack
Rcv Frame

Station 1

Station 2

awake

doze

Figure 4: Power Management in the DCF of 802.11
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4 Simulations of the Power

Saving Mechanism of the

IEEE draft 802.11

4.1 Simulation Approach

Since the DCF is the basic access algorithm we de-
cided to perform simulations of this most important
(and in addition more complex) scenario.
Our simulations were performed by using the
PTOLEMY simulation environment [24]. We used
the appropriate values for the Direct Sequence Spread
Spectrum (DSSS) physical layer.
The simulation environment consists of 8 stations,
which belong to an Independent Basic Service Set
(IBSS). The stations are situated within a diameter
of 100 m. We simulated exponentially distributed
packet losses with a probability of 10�5. We did not
consider any hidden terminals. Simulations with 1,
2, 4 and all 8 stations in power save mode were per-
formed.
Since one of the areas of deployment of wireless LANs
will be the replacement of traditional copper wiring,
we used as sources trace �les of an Ethernet traÆc.
The trace �les were recorded on our institute-internal
10Base2 Ethernet. We scaled the traces to simulate
overall o�ered loads of around 15, 30 and 60% of the
2 Mbit/s raw physical throughput.
Our aim was to tune the algorithm by varying
the beacon interval and ATIM window size (ATIM
window<beacon interval) to investigate the trade-o�
between the throughput of stations in power save
mode and a maximum possible time in doze state.
We chose the ratio of time in doze state versus the
time in active state as a measure for the quality of
the power saving mechanism itself.
Any additional e�ects which are depending on the
PHY layer, such as equalization and on-o� switching
costs, could not be taken into account, because of the
diverse nature of the physical layers.

4.2 Simulation Results

First we wanted to observe dependencies of di�erent
sizes for the beacon interval and of the ATIM window

on the throughput. As it may be expected, higher
numbers of stations in the power save mode lead to
lower throughput. This is because of the overhead
for each data packet transmission, which consists of
an ATIM and an ACK and two backo� sequences,
regardless of the size of the packet to be transmitted.
It showed that there is a decrease in throughput for
very small and very large ATIM window sizes (see
Figure 5). An ATIM window which is too small
results in less ATIMs and therefore in less packets,
which can be announced and transmitted. On the
other hand, when the ATIM window is too large,
more ATIMs are sent than there is actually time for
the packets. When we used a lower o�ered load for
the simulations the results were basically the same,
though throughput was constant for a broader range
of ATIM window sizes. This was due to the fact that
the channel could not be saturated any more.

interval=0.035

interval=0.065

interval=0.095

interval=0.125

interval=0.165

interval=0.205

  x 10
3

-3
 x 10

40.00
45.00
50.00
55.00
60.00
65.00
70.00
75.00
80.00
85.00
90.00
95.00

100.00
105.00
110.00

0.00 20.00 40.00 60.00 80.00

ATIM Window

throughput

byte/s

s

Figure 5: Throughput vs. ATIM window size for
di�erent beacon intervals, load=60.76%, 8 stations
in power save mode

All our simulations led us to the "rule of thumb"
that the ATIM window size should be proportional
to the beacon interval and that it should take
approximately 1/4 of the beacon interval.
The next question was to determine the time in
doze state in relation to the total time. In Figure
6 one can see that the time in doze state increases
when using shorter beacon intervals. The simulation
shown here was performed at an o�ered load of
about 30%.
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Figure 6: Percentage of time in doze state vs.
ATIM window size for di�erent beacon intervals,
load=30.72%, 8 stations in PS mode
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Figure 7: Percentage of time in doze state vs. ATIM
window size for di�erent beacon intervals, load =15%

In Figure 7 we present simulation results for the
same scenario as before, but with an o�ered load of
about 15%. It shows that a station can stay in doze
mode up to 70% of the time for beacon intervals small
enough to allow for a fast transmission of the packet.
The results can be explained as follows: The bigger
the beacon interval the bigger the possibility that a
station wishes to send during that time. This means
that it has to transmit ATIMs in almost every beacon
interval and to stay awake until the transmission is
completed. The same applies for a receiving station.
In addition to that, more ATIMs per beacon inter-
val have to be transmitted in bigger beacon inter-
vals, which leads to a higher collision rate and longer

medium access time.

4.3 Discussion of the Simulation Re-

sults

We presented simulations of the power saving mecha-
nism in ad hoc networks using the IEEE 802.11 stan-
dard. Work on this simulations started at a time
when there was no recommendation for standard val-
ues for beacon interval and ATIM window size in the
then current version of the draft standard. In the
meantime these values are set to be 100 ms for the
beacon interval and only 4 ms for the ATIM window.
Based on this work we can recommend �gures for
the ATIM window and beacon interval. Generally
the mechanism gets less sensitive against the ATIM
window size with higher values for the beacon in-
terval. The simulations showed an optimum for the
throughput at about 95 ms beacon interval. This �g-
ure corresponds well to the results of optimum han-
dover beaconing shown in [25]. The beacon inter-
val should be smaller to lead to longer times in doze
state. There is a trade-o� between power saving and
the overhead needed for it. If we were to sacri�ce
about 10% in throughput we could save up to 30%
energy. Smaller beacon intervals, however mean a
more frequent switching between the doze and awake
state. In line with the switching cost between the two
states, the optimum for the beacon interval again in-
creases.
The ratio between ATIM window and beacon interval
should be around 1/4. While the �rst result corre-
sponds to the value in the draft quite well, there is
a remarkable di�erence in our recommended size for
the ATIM window. This should be explained as fol-
lows: The recommended ATIM window size of only
4 ms (or K�s, according to the standard) will be too
small if there are a number of stations in power save
mode or if the overall load is above 10%. In our spe-
ci�c scenario we would de�nitely recommend a higher
value of the ATIM window parameter.
There should be a means to adapt the the ATIM win-
dow size to the o�ered load or, to be more exact, to
the sum of the o�ered loads of the stations in power
saving mode.
Although the draft standard states that the ATIM in-
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terval should be static during the lifetime of an IBSS,
an initial idea for adjusting the ATIM window size
dynamically could be the following: The o�ered load
of the stations in power save mode corresponds to the
number of the winning slot in the contention window.
If many stations generate (not necessarily send) an
ATIM packet, then there is a high probability for a
low slot number winning. Therefore the o�ered load
could be estimated by the mean of the winning slot
number. Every station would have to calculate the
new ATIM window size out of this mean. Because
ATIM window size is part of the IBSS parameter set
transmitted within the beacon, a distributed and dy-
namic adjustment of the ATIM window size should
be possible.
At the time of writing this article there was some dis-
cussion within the 802.11 working group about the
usefulness of this power saving mechanism. The ba-
sic argument was that the sending of an ATIM packet
could in principle be delayed inde�nitely due to the
CSMA/CA mechanism.
Although this is theoretically true, it would apply
to any packet being transmitted using a CSMA-like
technique. Our simulations show that power saving
in the Distributed Coordination Function is feasible
and useful, though there might be some argument
about certain values of parameters.

5 Power Saving in HIPERLAN

5.1 Overview

HIPERLAN is the WLAN speci�ed by ETSI RES 10
[5]. Like the IEEE 802.11 standard the HIPERLAN
standard de�nes medium access control and the
physical layer. However, the design goals behind
the two standards are di�erent. The basic idea
behind HIPERLAN was to develop a wireless
LAN which can operate completely independent
from any infrastructure while supporting both ad
hoc networking and complex networks, which are
composed of multiple cells, without distinguishing
between two di�erent modes (namely ad hoc and
infrastructure based mode) like IEEE 802.11 does.
Thus, HIPERLAN does not need a central station

(base station) in order to allow range extension or to
support di�erent service classes.
The frequency band used by HIPERLAN is in the
5.2 GHz area and is divided into �ve independent
channels. The physical layer operates at two di�erent
data rates - a low data rate (1.4706 Mbit/s) used
to transmit acknowledgment packets and the packet
header and a high data rate (23.5294 Mbit/s) to
transmit the data packet itself. The reason for using
two di�erent data rates is explained below in the
power saving chapter.
The data transfer function of the MAC supports
both asynchronous and time bounded data trans-
missions. This is achieved by specifying a priority
for each data packet by means of the data's lifetime
and a 
ag indicating low or high priority. The
lifetime of the data describes the time by which the
packet must be delivered to the receiver in order to
be of any use for the receiver. The medium access
control of HIPERLAN takes care that packets with
a shorter residual lifetime are transmitted �rst. To
achieve this the residual lifetime and user priority
are mapped to a channel access priority ranging from
zero (highest priority, residual lifetime less than 10
ms) to four (lowest priority, residual lifetime more
than 80 ms). All packets with a residual lifetime
equal to zero are discarded either by the source or
by a forwarder.

Transm.
Phase

Transmission
Phase

Elimination Phase Yield Phase

Priorit.
Phase

Listen period after
data

Listen period for

3
4

2
1

priorities 0,1,2,3,4

0

Elimination Burst
with random length

elimination bursts

data

with random length

station 1 prio 3

station 3 prio 3
station 2 prio 3

station 4 prio 4

Figure 8: EY-NPMA access mechanism

Like IEEE 802.11 HIPERLAN uses a kind of
CSMA/CA to regulate the channel access. The vari-

9



ant used by HIPERLAN is called EY-NPMA (Elimi-
nation Yield - Non-preemptive Priority Multiple Ac-
cess). EY-NPMA splits the access procedure into
three phases (see Figure 8): Priority Resolution,
Elimination and Yield Phase. In the Priority Res-
olution phase a station listens to the medium for the
Priority Detection Period which has a length propor-
tional to its priority. If a station detects a signal dur-
ing this time it stands back from transmission. Oth-
erwise it transmits a burst (a well de�ned bit stream,
which is transmitted by using the high bit rate) to
signal its priority to other stations. All stations with
the same (highest) priority survive this phase. In the
Elimination Phase each surviving station sends an
elimination burst the length of which is bound and
de�ned by a certain discrete probability distribution.
After sending its burst a station switches to listening
mode. If a station still detects a burst on the medium
after sending its own one it defers from the access
cycle, otherwise it survives this phase. In the Yield
Phase every surviving station listens to the channel.
Again the listening period is individual for every sta-
tion, bounded and de�ned by a certain discrete prob-
ability distribution. If a station hears a signal during
this period it stands back from transmission, other-
wise it transmits its data frame immediately after the
yield period. A more detailed description and some
performance results can be found in [26].
Beside the channel access mechanism one should no-
tice some other special features of the HIPERLAN
MAC in order to understand some of the problems
regarding power saving discussed in the next chap-
ter.
First of all due to the renunciation of an infrastruc-
ture a mechanism is needed which allows the physical
extension of a HIPERLAN beyond the radio range of
a single station. Therefore the HIPERLAN standard
de�nes a forwarding mechanism. This mechanism
does not need to be implemented in every HIPER-
LAN node. Stations that support forwarding are
called forwarders. The information needed for for-
warding is maintained by use of the Routing Infor-
mation Exchange functions of the MAC.
A logical consequence of the forwarding concept is
that the physical size of a HIPERLAN is de�ned by
the positions of the forwarders and non-forwarders.

Due to the mobility of every station (including the
forwarders) the physical size of a HIPERLAN is a
function of the current position of all stations.
While forwarding solves the problem of the limited
radio range of a single station it introduces some new
problems. An additional amount of data has to be
exchanged between the nodes in order to keep track
of the network topology. Further we need overlap-
ping cells to enable forwarding which leads to the
hidden terminal scenario [26]. Finally with regard to
power saving, it is obvious that the power consump-
tion of a forwarder increases, because it has to receive,
bu�er and forward packets which are sent to one of its
clients. This raises the question: "Why should any
node support any other node and therefore increase
its own power consumption?" It is obvious that for-
warders can not be battery driven but have to be con-
nected to a power supply. Thus, forwarders are not
expected to be mobile. Another diÆculty due to the
mobility and limited radio range is that a fragmen-
tation situation may occur in which a HIPERLAN is
e�ectively partitioned into multiple disjoint commu-
nication subnets. Therefore a mechanism is needed
to automatically re-merge fragments of a HIPERLAN
when possible. On the other hand it is also possible
for multiple di�erent HIPERLANs to use the same
radio channel. In such a situation it must be possi-
ble to distinguish the traÆc of the di�erent HIPER-
LANs. In order to overcome these two problems each
HIPERLAN has a unique identi�er. This identi�er is
also used to join a speci�c HIPERLAN by the means
of the HIPERLAN Lookup functionality in the MAC.

5.2 Power saving

In our introduction we pointed out that a device
has to be turned o� in order to save power. In
the previous chapters we explained how IEEE
802.11 deals with this diÆculty. In this chapter we
will give an overview how HIPERLAN faces this
problem. We just provide an overview since, as
already mentioned in the introduction chapter, it
seems that HIPERLAN with respect to available
WLAN products plays a less important role than
IEEE 802.11. In this section we will concentrate on
di�erences between the power saving mechanisms of
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both standards. One of the di�erences between the
two wireless LANs is the fact that HIPERLAN o�ers
a bit rate of over 20 Mbit/s compared to 2 Mbit/s
of IEEE 802.11. This bit rate requires equalization.
As pointed out in the introduction an equalizer is
one of the most expensive parts of the receiver in
terms of power consumption. In order to reduce
power consumption without the loss of functionality
(e.g. reachability) let us consider how the receiving
procedure would operate in general: HIPERLAN is
based on a broadcast channel. Thus, each station
hears all packets which were transmitted within its
radio range. Every time the physical layer detects
a signal on the medium it has to turn on the power
consuming equalizer to receive the packet. After
receiving the whole packet the MAC discards the
packet if it is not the receiver.This means that
energy was wasted due to the unnecessary use of the
high speed receiver including the equalizer.
Thus in order to save power the equalizer should
only be turned on when the station is the receiver
of a packet. To decide whether a station is the
destination of a packet without starting the equalizer
each packet is divided into a low-bit-rate and a
high-bit-rate part. The low-bit-rate part of a packet
consists of 34 bits and is transmitted at 1.4706
Mbits/s which does not require equalization.
One of its �elds contains an 8 bit hash sum computed
over the destination address of a packet. As soon
as a receiving station has received this hash sum
it can determine whether it is not the receiver. Of
course, the computed hash sum is not de�nite but it
guarantees that if it evaluates to false (station is not
the receiver) that this result is correct. Only stations
that determine that they could be the receiver turn
on their equalizer to receive the high bit rate part
of the packet. To summarize HIPERLAN overcomes
the problem of the power hungry equalizer by using
a clever framing scheme.
Next we will consider an additional power saving
mechanism of HIPERLAN which is from its basic
structure similar to the distributed mode mechanism
of DFWMAC. However, there are some important
di�erences which will be pointed out throughout the
description.
The overall design of the mechanism is in line with

the distributed concept of HIPERLAN. This means
that HIPERLAN does not use a single power save
server which is part of any infrastructure like a
base station in DFWMAC. Power saving within
HIPERLAN is based on a contract between at least
two stations. The station that wants to save power is
called the p-saver and the station that supports this
is called the p-supporter. The p-saver is only active
during prearranged intervals while the p-supporter
has to queue all packets destined for one of its
p-savers and schedule the transmissions of these
packets during the active intervals of the p-savers.
The situation here is similar to the forwarding mech-
anism. Again we have some stations (p-supporters)
that have to support other stations whereby they
increase their own power consumption. Therefore
it is obvious that p-supporters should draw power
from a power supply, too. Because of this similarity
it could also be expected that every forwarder is a
p-supporter as well.
Each p-saver can have multiple p-supporters. All
of its p-supporters must be within radio range.
The p-saver does not know which stations of its
HIPERLAN are p-supporters. Instead of directly
addressing the p-supporters, the p-saver broadcasts
its request to all neighbors. Thus, it is possible that
a p-saver receives the same packet several times
from di�erent p-supporters. The duplicates are
detected by the use of a HIPERLAN MAC-entity
(HM-entity) sequence number. The reason for
allowing several p-supporters for each p-saver is
to keep the protocol as simple as possible, espe-
cially in the case of mobility. The costs for this
approach is the waste of bandwidth due to duplicates.

Timing elements Valid range of value [ms]

Active interval 500 – 65535

Offset 0 – 65535

Period 500 – 65535

Table 1: Valid values
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The p-saver informs its p-supporters about
its active interval by periodically transmitting a
special HIPERLAN MAC PDU (INDIVIDUAL-
ATTENTION HMPDU - IP-HMPDU). This PDU
contains the length of the interval during which the
p-saver is able to receive packets, the amount of time
which has elapsed since the most recent start of the
active interval (o�set) and the amount of time be-
tween the start of two successive active intervals (pe-
riod). The range of values allowed for these parame-
ters is listed in Table 1.
The p-saver transmits IP-HMPDUs periodically for
two reasons. First it can update its active interval
easily and needs no extra packet to cancel its power
saving request. Second, a moving p-saver does not
need to know when it leaves the radio range of one
of its p-supporters. Further it automatically informs
all p-supporters that are new within its radio range
about its power saving mode.
The operation of the p-supporter is quite similar to
the operation of forwarders. A p-supporter has to re-
ceive and store all packets addressed to one of its p-
savers. It learns which stations to support by record-
ing the information contained in the IP-HMPDUs
from all neighboring p-savers. Finally it must sched-
ule the transmission of the stored unicast packets in
line with the active interval of the receiving p-saver.
The p-supporter holds only one active interval for
each p-saver. Each time it receives a new IP-HMPDU
it updates the old information.
The functionality described so far handles unicast
packets but is not suitable for multicast and broad-
cast packets - because of each p-savers' individual
active interval the p-supporter would have to send
an extra copy for each p-saver. In order to avoid this
waste of bandwidth, each multicast packet is only
transmitted once. To synchronize the transmission of
a multicast packet with all p-savers the p-supporter
de�nes a group-attendance pattern. This pattern is
structured like the Individual Attention Pattern of
the p-savers and is transmitted regularly to all neigh-
boring p-savers by a p-supporter. Again, the pattern
is transmitted periodically because this is the easi-
est way to keep the state of all p-savers within radio
range up to date. The p-supporter has to transfer
all its multicast PDUs during its declared recurring

active interval. Each p-saver is advised to sched-
ule its reception of multicast packets to this interval.
Both p-saver and p-supporter discard the recorded
information about individual-attention and group-
attendance, respectively, unless they receive an up-
date during a speci�ed time. This can happen for ex-
ample when a p-saver turns o� its power saving mode
or when it leaves the radio range of a p-supporter.
To compare this mechanism with the mechanism of
DFWMAC one �nds that in DFWMAC all stations
in power save mode wake up for the same time inter-
val and that a single station is not allowed to de�ne
its own individual power saving interval. This means
that the queued traÆc from all stations is concen-
trated within the common active interval. Contrary
to this, HIPERLAN allows each p-saver to de�ne its
own active period and the time between two active
periods. Thus the whole network traÆc is not con-
centrated on well-de�ned intervals. Only for mul-
ticast traÆc the p-supporters de�ne a common in-
terval in which all p-savers have to be active. On
the other hand, unlike DFWMAC, HIPERLAN does
not de�ne an announcement frame by which the p-
supporter could inform the p-saver about how many
packets it has stored. Thus, on the one hand the
p-supporter can only use the �xed active interval for
transmission which could be too short leading to long
delays (the p-supporter has to delay the packets un-
til the next active period of the p-saver) or packet
loss due to limited queues. And on the other hand
the p-saver has to stay in listening mode during the
whole active interval because it has no idea about
how many packets it will receive.
Finally we noticed that power saving does not make
sense in conjunction with time bounded services.
This is due to the fact that the smallest period be-
tween two active intervals is 500ms (see Table 1)
which is too long for most time bounded traÆc.

6 Conclusions

In this article we discussed di�erent aspects of power
saving in wireless LANs with special attention paid to
the emerging wireless LAN standards, IEEE 802.11
and HIPERLAN. We investigated the mechanisms
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used for power saving in the two draft standards. As
the chances for products to hit the market in the near
future are much better for IEEE 802.11, we presented
some simulation results for the power saving mecha-
nism in the Distributed Coordination Function of this
draft standard. Under fairly realistic assumptions we
obtained numerical results which showed a signi�cant
di�erence to the value for the ATIM window given in
the standard. We discussed power save options on
other protocol layers. Although we basically consid-
ered the MAC perspective in this article, it is impor-
tant to use power saving techniques on other protocol
layers. Finally, we outline three relevant approaches
in the following:

6.0.1 Inter-protocol adjustment

In [28] it is shown that, under certain packet loss con-
ditions, competing retransmission strategies between
link and transport layer protocols lead to a degraded
throughput but a higher link utilization. This can be
avoided by adjusting the retransmission timers. As
a consequence, no energy is wasted for unnecessary
packet retransmission.
In [13] the dependencies between forward error cor-
rection, typically located in the physical layer, and
ARQmechanisms in terms of energy consumption are
shown. ARQ mechanisms are needed to provide for a
reliable link, resulting in higher delays and some pro-
tocol overhead. FEC is used to increase the link per-
formance and adds some delay, computational cost
and overhead in the form of additional bits. There is
a trade-o� between these two types of error correction
depending on traÆc type and packet error pattern.
Through an adjustment of mechanisms an optimum
power save gain can be achieved.
The design of the MAC protocol and of the other pro-
tocol layers should therefore be harmonized. These
issues are part of our current investigations.

6.0.2 Asymmetric LLC and transport proto-
cols

The idea of asymmetric protocols was �rst introduced
by Ayanoglu et al. [19] with the AIRMAIL proto-
col. AIRMAIL is a LLC protocol which is based on a

centralized system. The dedicated central unit (e.g.
base station) holds the larger part of LLC function-
ality which results in di�erent sizes of object �les for
the LLC functionality of portables (40%) and central
control unit (60%).
Haas applied this idea to the transport layer in [18].
In particular, he developed Mobile TCP (M-TCP),
which is an asymmetrical TCP.

6.0.3 Application level

Another method which can be used to improve the
power consumption budget is data partitioning [27].
Data partitioning means that data (e.g. on a data
base server) is partitioned into broadcast (multicast)
and unicast data according to a certain number of
requests for that datum (e.g. a data base entry). If
a certain datum is requested very frequently, then it
is assumed that di�erent portables are interested in
that datum. As a result that datum is marked as
a broadcast (multicast) datum. It will be transmit-
ted only once in a certain time frame and interested
portables do not have to request this datum sepa-
rately.
This requires an adequate support of broadcast and
can result in a substantial power save gain. Clearly
the delay for the broadcast data increases which may
require delay-tolerant and in the end \wireless aware"
applications.
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