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A b stract

Optimizing area and speed in  parallel prefix circuits have been considered important for 

long time. The issue o f power consumption in these circuits, however, has not been 

addressed. This dissertation presents a  comparative study o f  different parallel prefix 

circuits from the point o f view o f power-speed trade-off. The power consumption and the 

power-delay product o f seven parallel prefix circuits were compared. A linear ou^u t 

capacitance assumption, combined with PSpice simulations, is used to investigate the 

power consumption in the circuits. The degrees o f freedom studiet) include different 

parallel prefix algorithms and voltage scaling. The results show that the use of the linear 

output capacitance assumption provides results that are consistent with those obtained 

using PSpice simulations. Because o f the size-depth trade-off characteristic o f prefix 

circuits, the results also show that parallelism o f prefix circuits at a  certain level coupled 

with the use o f low supply voltage can be used to reduce the power-delay product to 

attain a  desired throughput beyond the m inim um  possible. The study enables us to 

understand the power consumption behavior o f prefix circuits, and to pick the suitable 

prefix circuit for the acceptable power consumption in the prefix with a given throughput. 

Circuit designers can then choose the best prefix circuit for a particular application.

XVI



CHAPTER 1

INTRODUCTION

The three most widely accepted metrics for measuring the quality o f  an integrated circuit 

are its area, speed, and power consumption. Optimizing area and speed have been 

considered important for long time, but m in im iring  power consumption has been gaining 

prominence only recently [BelOl, BMOO, CB95, GNHFOl, HubOO, MilOO, RPOO, RP96]. 

One important reason for minimizing power consumption o f a  circuit is the proliferation 

o f portable electronic systems, such as Isqitops, mobile phones anch wireless devices, 

where maximizing battery life is im portant Since it is desirable to minimize the size and 

weight o f batteries in such devices, while increasing the time between battery recharges, 

finding methods of reducing power consumption has assumed considerable importance 

recently.

In this dissertation, we study power-speed trade-ofif for prefix circuits. The prefix 

circuits play an important role in many applications. It sp e a rs  in a  number o f areas such 

as the carry-look-ahead adder, ranking, packing, radix sort, etc. [LD94]. Many new 

tq>proaches for prefix circuits with the goal o f optim izing depth (i.e., speed) and size (i.e., 

area) have been proposed (BK82, LF80, LD94, LS99, Snir86]. As a  result, performance 

in terms o f the speed and area has improved. The issue o f power consumption in these 

circuits, however, has not been addressed. Therefore, our goal is to make a comparative 

study o f different prefix circuits fi’om the point o f view o f power-speed trade-off in order



to facilitate the design choices, specifications, and resource limitations. In this study, we 

use the power-delay product as a quality measure for the prefix circuits. The power-delay 

product is the product of the circuit’s power consumption and propagation delay, Wiich 

represents the e n e ^  consumed by the circuit per operation.

Two issues have been addressed in this dissertation. The first deals with our proposed 

power modeling o f prefix circuits. Then, the model, combined with PSpice simulations, is 

used to investigate the power consumption in the circuits considered. The simulations 

were carried out on both fixed and scaled supply voltage. It is found that amongst the 

parallel prefix circuits the circuit having the shortest depth (the divide-and-conquer prefix 

circuit) consumes the most power. Also according ̂ o PSpice simulations, the power-delay 

product o f the LYD prefix circuit seems to be the best (lowest) amongst the circuits 

considered while the power-delay product o f the divide-and-conquer is the highest The 

second issue deals with an investigation o f the binary adders using selected prefix 

algorithms. A parameter in the implementation o f these circuits is the choice o f block size 

for computing carries in parallel. The 8-, 16-, 32-, and 64-bit binary adders were 

implemented and simulated on PSpice. The performance was measured and compared. In 

regard o f power-delay product, we have foimd that an optimum block size falls 

somewhere around the middle among the various possible block sizes.

The rest o f this dissertation is divided into seven chapters. Chapter II presents a 

literature survey on the various prefix circuits and discusses the current state o f the art in 

this field. Chzqiter m  reviews the sources o f power consumption in  CMOS circuits and 

presents strategies to estimate power consumption of the circuits. In addition, Cluq>ter HI 

briefly introduces the circuit simulation tool called PSpice. C h u te r IV focuses on



modeling the power consumption o f the prefix circuits. The analysis o f the power-speed 

trade-ofif o f various prefix circuits is described in Chapter V. C h u ter VI introduces the 

basic addition principle and structure as well as the formulation o f carry propagation as a 

prefix problem. The simulation studies o f adders are given in C luster VII. Finally, the 

main results o f the dissertation are summarized in C h u ter VIE.



CH APTER!

PREFIX COMPUTATION

As parallel-processing computers have proliferated, the notion o f prefix computation has 

gained considerable attention in the literature and it played an important role in  parallel 

algorithms. In 1963, Ofinan, a Russian Mathematician, was a pioneer in introducing the 

use o f prefix computation for fast binary adder circuits. The prefix computation sp e a rs  

in a  number o f areas such as the carry-look-ahead adder, the ranking, the packing, the 

radix sort, the finite state transducers, and the solutions o f linear recurrences [LD94]. In 

this chapter, the prefix computation model is introduced. Then a survey o f the seven well- 

known prefix circuits is presented.

2.1 P refix  Com putation M odel

A prefix  confu ta tion  [LD94], or simply the prefix circuit, is the process o f taking N  

inputs values and producing output v a l u e s s u c h  that

X = = x , »X2 «...«x,., «X,, f o T 2 < i ^ N

and •  is an associative binary operation as shown in Figure 2.1. In other words, each y,  

is obtained by “operating” together the first i elements o f the sequence o f x, —hence, the 

term  “prefix.” As an example, suppose that x, = 1 for ! < * < # ,  and let •  be the



ordinary addition. Then, y, = x, = 1, = y , + x^ = 2 , and so on. Therefore, the prefix

circuit produces x  =  / for 1 < / < ^ .

y s

Figure 2.1: An illustration of the prefix computation model.

The inputs o f the prefix circuit, x^’s, can be anything depending on its (^plication. If

the input is either an integer, real number, or complex number and its operation is one of 

the two arithmetic operators (i.e.,+, and x ), we call the circuit as an arithmetic circuit. If

the input is a Boolean element (for example, {O, l} or {/rt/e, false}) associated with a 

Boolean operator we call it as a Boolean circuit.

A prefix circuit with N  inputs can also be viewed as a directed acyclic graph 

G = (F ,E )w ith  N  input vertices, N  output vertices, and at least N -\ internal vertices. 

These vertices will be referred to as input nodes, output nodes, and internal nodes, 

respectively. An internal node is neither an input nor an ou^ut node. There are two types 

o f internal nodes: operation nodes and repeater nodes. An A/^input prefix circuit has at 

least N~\ operation nodes and has zero or more repeater nodes. An illustration o f an 

operation node and a repeater node is shown in Figure 2.2. An operation node shown as a



black dot, •, takes two inputs and produces one output. A repeater node shown as a  small 

square, □, takes one input and produces as ouq>ut one or more copies o f its input.

u*v

Figure 2.2: An illustration of an operation node and a repeater node.

In the prefix circuit’s layout, vertical lines identify the inputs and outputs. The inputs 

are the lines leading from the top wiiile the outputs are the lines leading to the bottom. As 

an example. Figure 2.3 illustrates the layout and the components o f a prefix c ircu it The 

numbers along the left-hand side o f the layout give the depth (level) o f the operation 

nodes on the right Note that the first output node in the prefix circuit is from the first 

input node and the other outputs are fix)m the internal nodes.

input node 

level
INPUT

operation node

repealer node /

output node OUTPUT

Figure 2.3: An illustration of the prefix circuit's layout



The metrics for measuring the performance o f a  prefix circuit are the circuit size, 

depth, fan-in, and fan-ouL These are explained in detail in the following.

Circuit Size

The size o f  a prefix circuit, sizeQf), is the total num ber o f operation nodes in the circuit. 

The size represents the amount o f space required for the circuit. The circuit with sm aller 

size occupies less chip area in VLSI implementation [WE93]. One o f the design aims 

may be minimizing the size o f the circuit

Circuit Depth

The depth o f a prefix circuit depth{N) , is the length o f the longest path measured in 

terms o f the number o f operations along the path in the circuit firom its input nodes to its 

output nodes. If a  prefix circuit produces its outputs at depths d ,, d^, the depth o f a

circuit is the maximum o f {</, }. In other words, the depth of a prefix circuit is

the maximum depth o f its ouq>uts. The circuit depth is related to its computation tim e. In 

VLSI implementation, a circuit with smaller depth is generally faster than one with 

greater depth when the fan-out o f most nodes in the two circuits is similar [WE93]. A 

prefix circuit is depth-optimal if  the circuit has the smallest depth among all possible 

circuits.

Circuit Fan-in and Fan-out

TheySi/i-fff o f a prefix circuit is the m axim um  fan-in o f all nodes in the circuit. The fan-in



o f a  node is the number o f inputs the node has in the path being exercised. Thus, the ûm- 

in o fa  node is defined as the node’s indegree. The fàn-in o f a node except the input nodes 

can be either bounded or unbounded. A node has unboimded fan-in if  the fan-in is not 

fixed. In this study, unless otherwise stated, we are interested in the prefix circuit with the 

fan-in o f two, which represents a binary operation.

The fan-out o f a prefix circuit is the maximum fan-out o f ail nodes in the circuit. The 

fan-out o f a  node is the number o f ou^uts the node produces to drive the other nodes. 

The fan-out o f a node is defined as the node’s outdegree. A node has unbounded fan-out 

i f  the fan-out is not fixed. In the circuit shown in Figure 2.4, the nodes have fan-out o f 

three, and one, respectively. In the following, unless otherwise stated, we assume that the 

fan-out o f the prefix circuit is a fimction o f N.

INPUT
level

&i-out of duee OUTPUT

Figure 2.4: The prefix circuit with 4 inputs, size=4, depth=2.

Size-depth trade-off

Ladner and Fisher [LF80] were the first to introduce the important property o f the prefix 

circuit, the size-depth trade-off. They showed that a decrease in the circuit depth can be 

achieved by an increase in the circuit size and vice versa. Snir [Sni86] further 

strengthened this notion by proving the following result:



Theorem  [Sni86] The sum o f the size and depth o f a prefix circuit, G {N ) , is lower 

bounded by 2 N  — 2, i.e., size(GiN)) + depth(GiNy) > 2N  -  2.

This bound is tight in the sense that there are prefix circuits which actually achieve 

this bound. Figure 2.5 and Figure 2.6 show the size-depth trade-ofif o f prefix circuits. The 

circuit A  and circuit B  produce the same ou^uts, y, where 1 < i < 4 .

INPUT
level

OUTPUT

Figure 2.5: The prefix circuit A with 4 inputs, size — "i.depth = 3.

INPUT
level

OUTPUT

Figure 2.6: The prefix circuit B with 4 inputs, size = A.depth = 2.

The circuit A in Figure 2.5 has size 3 and depth 3 while the circuit B  in Figure 2.6 has 

larger size but smaller depth (i.e., size is 4 and depth is 2). Hence the circuit B  is faster 

but has to do more work than the circuit A. Both circuits are (size, depth)-optimal.

The deficiency o f a prefix circuit [Sni86] is defined as

deficiency = size + depth — (2N  — 2).



Since 2 N  — 2 is the lower bound on the sum o f size and depth, clearly, if  deficiency = 0 , 

then the prefix circuit is said to be (size, depth)-optimal.

In this study, all inputs are assumed to be at level zero. Unless otherwise stated, we 

assume the number o f inputs is N  which need not to be a power o f two. The input nodes 

will be denoted asx,,X 2 ,...,Xjy_,,x^. For integers i and j  in the range 1 < / < / <iV^, we 

define

/ :y = x,*x,^, • . . . • X j .

Thus, for / = 1 ,2 ,...,^ , we have / : / = x ,, since the composition o f ju st one input x, is 

itself. For i,y, and k  satisfying 1 < / < j  < k < N  ,w e  also have the identity

i : k  = i: y - 1 *  j  : k ,

since the # operator is associative [LD94]. For purposes of notational convenience, the 

input values x,. ’s are labeled with the integer i, and the output values y , ’s are labeled 

with 1:1, where 1 ; i = x, •  Xj •  ...• x,_, •  x, for 1 < i < ̂ . All input nodes have zero fan-in 

and a fan-out o f at most two. The output nodes have at most one fan-in and zero fan-out. 

For the internal nodes, the operation nodes have two fan-ins W iile the repeater nodes 

have only one fan-in. However, both have unbounded fan-out. We will use this structure 

to represent a  prefix circuit for the rest o f  the study. This type o f prefix circuit is termed 

as a  conservative circuit [Sni86]. If  a prefix circuit produces its last output (i.e., 1 : ) at 

level flgA^l, we call such a circuit as a restiictedprefix circuit. We will see in the next 

section that the restricted prefix circuit plays a  major role in many parallel prefix circuits.

10



2.2 . P refix Circuits: An O verview

In this section, we review the design o f prefix circuits commonly found in literature. We 

first introduce the serial prefix circuit. The size and depth complexity o f this circuit is 

0 (N ) . Then the parallel prefix circuits based on the divide-and-conquer approach are 

presented. These circuits are known as the divide-and-conquer prefix circuit, the Ladner- 

Fischer prefix circuit [LF80], and the Brent-Kimg prefix circuit [BK82]. By way of 

comparison with the serial prefix circuit, the size o f the divide-and-conquer prefix circuit 

increases to O(AZ l̂giV) whereas the size o f the Brent-Kung prefix circuit is 0 ( ^ .  

However, the computation time o f all three circuits is improved to O (lg ^ >  Ladner- 

Fischer prefix circuit is the first circuit that shows the trade-o£f between the circuit size 

and circuit depth. Finally, the prefix circuits that are (size, depth)-optimal and are based 

on the combination of two or more prefix circuits are presented. Each circuit has its own 

methodology to divide inputs into two or more parts, intending to reduce the circuit 

depth. For example, the Snir prefix circuit [Sni86] and the Shih-Lin prefix circuit [LS99] 

are composed o f two parts. The first part is the non-optimal prefix circuit called the 

compressed layered prefix circuit and the second part is the serial prefix circuit. The 

Lakshmivaranhan, Yang and Dhall’s prefix circuit (LYD prefix circuit) is composed of 

four parts and has the shortest circuit depth among all (size, depth)-optimal prefix 

circuits. Note that all o f the circuits, except the serial prefix circuit, have unbounded fan

out and operate in parallel: more than one operations are performed at a  time. Instead of 

producing the outputs one by one at a  time as in the serial prefix circuit, they produce

11



outputs y i ,y 2 ,—,yn-i^ys more quickly. In the following, unless specified otherwise, all 

the logarithms are to the base 2.

2.2.1 The Serial Prefix Circuit

The serial prefix circuit, S{N ), produces the outputs one by one at a  tim e. It is 

straightforward to construct the serial prefix circuit The layout o f the circuit for N  inputs 

is illustrated in Figure 2.7. The S{N) circuit is formed by cascading N  — \ operation 

nodes, and feeding the output o f the previous level directly into the input o f the current 

level. Each operation node has a fan-in o f exactly two and a fan-out o f two except the last 

operation which has only one fan-out.

N .\ t f  MPUT

level

N-2
N-\

lJV-1 IJV OUTPUT\ 2  V3

Figure 2.7: An illustration of ttie serial prefix circuit.
S{N), derived from [LD94].

The last output is produced at depth N - I .  There is one operation node at each level so

the size o f the circuit is A ^-1, which is the smallest size among all other circuits.

Moreover, the serial prefix circuit is a (size, depth)-optimal prefix circuit since the sum o f

its size and depth is 2N-2. However, the circuit is neither depth-optimal nor a restricted

circuit. Due to the size-depth trade-off rule, the serial prefix circuit has the longest depth

1 2



among all other circuits (i.e., slowest circuit). Thus, all other faster circuits m ust have 

sizes larger than — 1. Figure 2.8 shows the serial prefix circuit for #  = 10. The ouQ)ut 

from the i* level is the input o f the (r + l)'* level. For example, the output o f node 

labeled 1:2 is the input o f node labeled 1:3. The circuit size and depth are 9. Even 

thought the serial prefix circuit uses only JV -̂1 operations, the time taken is also N ~ \ .  

Hence we have to look at other alternatives for better performance.

10 INPUT
levd

Figure 2.8: The serial circuit with 10 inputs, 5(10), size = 9,depth = 9 .

2.2.2 The Divide-and-Conquer Parallel Prefix Circuit

The divide-and-conquer prefix circuit reduces the depth to Ig ^ , as opposed to JV^-1 

needed by the serial prefix circuit, by using parallel operations and the well-known 

divide-and-conquer strategy. The construction o f the divide-and-conquer parallel prefix 

circuit with N  inputs, denoted as DC(N), is illustrated in Figure 2.9. The DC(N) circuit 

can be built from two ZX7(iV/2) circuits, recursively. Thus the size{DC{Ny) is the size 

o f two DC(A^/2) circuits plus additional connection nodes, which are N f l  in number.
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Similarly, the depth ofZX7(A0is one more than the depth ofD C {N f2). Therefore, the 

following recurrences for the size and depth of this circuit are immediate:

with size{DC(2)) = 1.sizeiD CiN)) = 2 jir c (£ )C (y ) )+ y ,

depth{DCm)  =  depthiDCi^))  + 1 , with depthiDC(2)) = 1.

INPUT—  + I —  + 2

OUTPUT1 :  — I : —  + I I  : —  + 2

Figure 2.9: An illustration of the divide-and-conquer prefix circuit, DC{N), 
derived from [LD94],

Solving, for size{DC{Ny), we get

SizeiDCiN)) =  y  Ig AT = 0 {N  Ig N )

Solving, for depthiD CiN ) ) , we get

depthiDCiN)) = IgA^ = 0 (lg  JV)

Thus, the DC(AQ circuit takes only IgA^time. This circuit is, therefore, depth optimal. 

However, the circuit size is much bigger than the serial prefix circuit, increasing to 

O iN  Ig N ) . However, the circuit is not (size, depth)-optimal because the sum o f the size 

and depth o f the circuit is much more than the lower bound 2N -  2, foxN > 4 . Figure

14



2.10 shows the circuit DC{N) for N  = %. The circuit size and depth are 12 and 3, 

respectively. In this case we have reduced the depth to Ig N  but the number o f operations 

increases to { N / 2 ) l g N .

INPUT
level

1:2 1:5 1:6 1:71:3 1:4 1:8 OUTPUT

Figure 2.10: The divide-and-conquer parallel prefix circuit with 8 inputs, DC(S). 
size = 12, depth = 3.

2 .2 3  The Ladner-Fischer Parallel Prefix Circuit

From the above description, we see that the serial circuit has longer depth but smaller size 

P e re a s  the divide-and-conquer parallel prefix circuit has smaller depth but larger size. 

Ladner and Fischer [LF80] were the first to discuss the size-depth trade off in prefix 

circuits — a reduction o f the circuit depth is achieved a t the cost o f an increase in the 

number o f operations. They introduced a family o f circuits, , where k  denotes the

depth above figA^I, with 0 < ^ < f lg ^ ] .  Based on the divide-and-conquer strategy, 

LFoiN) and LF^(^N) (when k ^ O )  are defined recursively as shown in Figure 2.11 and 

2.12, respectively.

The last output, l : N , o f theLF^{N) circuit for all N  and k  is available in flgA^l
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units o f time so the circuit is a restricted parallel prefix circuit The circuit size depends 

on the value of k  such that

size^{N) =  AN -  F(5 + IgiV) +1,

size^ (AT) =  2 N i\ + ̂ )  -  F(5 + Ig -  it) -  A: + 1 ,

where F{N)  is the A/*** Fibonacci number and for k > \ .  Note that when N  is not a power 

o f 2, this solution is not precise. The circuit depth by construction is 

[ig < depth{LF^(AO) < 2flg A/^l~2 .

INPUT—  + I — + 2

LF

OUTPUTI : —  + 1 I : —  + 2

Figure 2.11: An illustration of the Ladner-Fischer parallel prefix 
circuit when it=0, LFdiN), derived from [LF80].

V-3 N-2 N - \  N  ■KPUr

LF.k - V

IW -3 lJV-2 lJVr-1 IJN

Figure 2.12: An illustration of the Ladner-Fischer parallel prefix
circuit when * st 0. LFiiN), derived from {LFSOJ.
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The Ladner-Fischer circuit is depth-optimal ^dien k  = Q. The circuit is not (size, 

depth)-optimai because size{JLF^{N)) + depth{LF,^{N))> 2 N - 2 ,  for t> O a n d  N > A .

Therefore, theLi^(AO circuit has 0 ( ^ s iz e  and 0 ( lg ^ d e p th . Figure 2.13 illustrates

the LF,^{N) circuits, for 0 < t  < 1 . The circuit size and depth vary with the value o f k. As

the value o f k increases, the circuit size decreases but the circuit depth increases. This 

algorithm allows us to trade the size for depth and vice-versa.

1 2  3 4  5 6  7  »  M P U T 1 2  3 4 5  6 7  » M P U T

1 1 2 1 :3 1 :4 1 :5 1Æ 1:71:8  O U T PU T

(a) LFo(8), size = 12  and depth = 3.

1 1 2 1 :3 1 :4 1Æ 16 1 :7 1 »  O U T P U T

(b) LFf (8 ) , size = 11 and depth = 4.

Figure 2.13: Examples of Ladner-Fischer parallel prefix circuits with 8 inputs.

2.2.4 The Brent-Kung Parallel Prefix Circuit

The Brent-Kung prefix circuit [BK82], BK (N ) , is another circuit vhich is based on the 

divide-and-conquer strategy. This circuit has sm aller size than that o f the LF^ 

( ̂  < fig —2) circuits, but its depth is greater than that o f these circuits. This described

circuit can be as follows. Let N  = 2". The BKÇN) is divided into three levels — the first 

level with N/2  operation nodes, the second level w ith BK {N j2), and the last level w ith 

( j\^ /2 - l)  operation nodes. According to Figure 2.14, we can build BK {N ) from 

BK {N /2) recursively. The following recurrences for the size and depth o f this circuit are
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immediate;

size{BK{Ny) = sizeiBK{— y) + N  with

depthiBKiN)) = d ep th iB K i^))  + 2, with

When N  = 2"^ we can solve these recurrences easily, as follows. 

s ize (B K m ) = s ize iB K i^ ))  + A^-1

sizeiBKi4)) = 4 .  

depth{BKi4)) =  2

= 2 N - \ g N - 2  =O(A0

Similarly,

0 e  o e 0  9
1 2 3 4 5 6

o e  o e
V-3 V-2 V-1 AT INPUT

3:4

BK

:d 1:4 I’M

I 1:2 1:3 1:4 1:5 1:6 lJvr-3 l:Ar-2 l J /1  VJi OUTPUT

Figure 2.14: A Brent-Kung parallel prefix circuit, based on
divide-and-conquer strategy(o = odd, e  =even), derived from [LD94].

depth{BKiNy) = dep th{B K i^))  + 2

= 21gAT-2 =0(lgA/^)

The BK{N) circuit takes 0 (lg  N )  time like the DC{N) circuit. However, the circuit size, 

viiich  is 0{N),  is smaller than that o f the Z )C (^  circuit. The circuit is not depth-
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optimal, and because size(^BK{N)) + depth{BKiN)')> 2N  — 2 for # > 4 , BK(N)  is not 

(size, depth)-optimaI either. Figure 2.15 shows the BK (N ) circuit for = 8 . The circuit 

size and depth are 11 and 4, respectively. This is a compromise between serial prefix 

circuit and the divide-and-conquer algorithms. In this case the number o f operations is 

2 ^ —lgiV^-2 and the depth is 2 1 g ^  —2.

INPUT
level

1:8 OUTPUTxa 1:3 1:5 1:6 1:71 1:4

Figure 2.15: An illustration of ttie Brent-Kung parallel prefix circuit, BK(8), 
snre= 11, depth = 4.

2.2.5 T he Snir Parallel Prefix  C ircuit

Snir [Sni86] showed that the sum of the circuit depth and circuit size of any prefix circuit 

with N  inputs is lower bounded by 2N  -  2 (that is depth(^N) + size(N) > 2N  - 2 ) .  He 

also introduced an algorithm to construct the (size, depth)-optimal prefix circuits for any 

iV with the depth in the range m ax(flg^1, '^ \g N ~ \-2 ')< d e p th iS N iN ))< N -I.  The 

deficiency of a prefix circuit is defined as

deficiency = size + depth — {2N — 2 ).
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A circuit with zero deficiency is said to be (size, depth)-optimai. The Snir prefix circuit, 

SN(^N) , is the combination o f two prefix circuits: the compressed layered prefix circuit, 

CR(^Ni) , and the serial prefix circuit, 5 (^2> , where =  ̂  -1 - The circuit’s layout

is shown in Figure 2.16. SN (N )  is constructed by feeding the last output o f as

the first input o f S^Nj) .

Part 1 Part 2

1 2

S ( N , )

1 1:2
I r r .V T

l:Ar,-ll:W, 1W.+I 1:M+Afï-1 OUTPUT

Figure 2.16: The Snir prefix circuit. SNÇN) = CRiN^) 'S(N 2 ).

Com pressed Layered Prefix C ircuits [LD94, Sni86]

The compressed layered prefix circuit, CR{N), is obtained by compressing the layered 

parallel prefix circuit. The compression involves moving same nodes to their actual level 

as determined by the path from the input nodes. The design o f the layered parallel prefix 

circuit [Sni86] is based on the divide-and-conquer strategy. The design specifies the 

operations level by level as follows. Let g , be a set o f a pair o f inputs such that

ga =  I a node at level a  is fed by lines i and /} .

Now, given ^ , let /n = flg .N l • For each level, let
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g, = |(* 2 ' -2'-',niin(Ar,t2'))l* = |^ - ^ + |j . . .A l j

be the set o f operations at level t  for, t  — and

= |(* 2 ’ - , * 2 -  + 2’- -  ) I * = - 1  j... A ll

be the set o f operations at level m + t  for, t  = 1,„ jn  -1 .

The depth o f the circuit as defined above is 2flgA T ]-l(i.e., m +  m -1 ). The first flgAT]

levels construct a complete binary tree rooted at 1:2^**^^. Including the leaves o f the 

binary tree, which are all inputs, the tree depth is f lg ^ 1 + 1. Therefore, the tree clearly

has iN  — 1) internal nodes, fig 1 o f which are output nodes (i.e., nodes labeled 1 :2 ' 

for X =  0,1,..., IgA^). A prefix circuit with N  inputs must have N  ou^uts. Therefore, the 

remainder o f f l g ^ ] - l  levels contain -  fig Inodes. Thus, the total size o f the

circuit is 2JV -flgA '^^-2. Also the last output is available at depth flgJV]. Hence, 

the circuit is a restricted prefix circuit. In this layered design definition, there are 

operation nodes at level > m where inputs do not exactly come from the immediately 

preceding level. Such nodes are then moved to the ^propriate  level. After all such nodes 

are moved to the appropriate level the layered circuit is compressed to yield a circuit with 

depth as follows;

fig AT]

depth{CR{N)) =  ^ 2 r - 3  if  3 x 2'"^ < AT< 2"for r  >3,

2 r - 2  i f 2 ” < A T < 3x2 '-‘ f o r r > 3 .
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As an example, let AT = 8. Then m = :flg 8 l= 3 an d  we obtain g,, where r= l,2 ,...,S , as 

follows.

a= {0 ,2 ).(3 ,4 ),(5 ,6 ).(7 « }

g ;= ^2 ,4 ),(6 ,« )}

g ,= W ) }

«4 = {(4.6)}

g,=ft2,3),(4 ,5).(6 ,7)}

The layout o f the layered prefix circuit before compression is shown in Figure 2.17. Its 

depth is 5 and its size is 11. However, the circuit can be compressed by moving the node 

labeled 1:6 at level 4 to level 3 and the nodes labeled 1:3, 1:5, and 1:7 at level 5 to level 

2, 3, and 4, respectively. As shown in Figure 2.18, the depth o f the compressed circuit is 

reduced by one level. Thus, the new circuit depth is 4. The compressed circuit is not a 

(size, depth)-optimal circuit since the circuit’s deficiency is greater than zero as follows.

1 2  3 4 5 6 7 8 INPUT
level

3:41:1 7:8

1:4 5:8

1:8

1:5 1:71:3
1:1 1:2 1:3 1:4 1:5 1:6 1:7 1:8 OUTPUT

Figure 2.17: An illustration of the layered parallel prefix circuit, size =  1 l.depth -  5.
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8 INPUT
level

3:4 7:8

5:8

1:5 1:8

1:7

1:1 1:2 1:3 1:4 1:5 1:6 1:7 1:8 OUTPUT

Figure 2.18: An illustration of ttie compressed layered prefix circuit, size =11, depth = 4.

deficiency = size{CR{Ny) + depth{CR{Ny) -  Ç.N -  2)

> (2 AT -  2 -  fig iVD +  (2Tlg -  3) -  (2AT -  2)

> r ig # i - 3

>0

As in the previous discussion, the Snir’s circuit, SN{N) , is composed o f two prefix 

circuits: the compressed layered prefix circuit and the serial prefix circuit. Therefore, the 

circuit size and depth are defined as

sizeiSNiN)) = size{CRiN^ )) + size{S{N^)) 

depthiSNiN)) = vasû^^epthiCRiN,)),\\%N^'\-\-depthiS{NJ)}

Although the SA/̂ (AO circuit is a  combination of a (size-depth)-non-optimal prefix 

circuit (that is CR{N^ ) )  and the (size, depth)-optimal prefix circuit (that is it is a

(size, depth)-optimal prefix circuit [Sni86]. If  the given input value N  satisfy the 

inequality
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2\\gN ~\-2  < depth{SN{Ny) < 21g(iV- 1 ) - 1 ,  

then the design recursively defines (size, depth)-optimal circuit with depth 

depthi^SNiN)). Otherwise, a circuit with

A T -2k  deptKSN{N)) ^  2 \%iN -1 )  - 1

is given.

As an example o f the S2V(iV)circuit, letJV = 19. Then r  = 4 , ^  = r + 1 = 5 and 

N^ = N  — N 2 + \ = \S . The SN(\9) circuit is given in Figure 2.19, which is composed o f 

C/î(15) and 5!(5). Clearly, the circuit depth is 8, the circuit size is 28 and their sum is 36, 

which is equal to (2x19 — 2). Hence, &A (̂19) is (size, depth)-optimal. However, Snir 

parallel prefix circuit is not depth-optimal, and also not a  restricted prefix circuit.

S N (\9 )

5(5)

level

Figure 2.19: The Snir prefix circuit, 5^(19), size = 28 and depth = 8.
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2.2.6 The LYD Parallel Prefix Circuit

Lakshmivaiahan, Yang, and Dhall [LYD87] were the first to  introduce the algorithm to 

design a (size, depth)-optimal prefix circuit, having the smallest depth among all other 

circuits, for #  = 9to 12, AT =  17to 20 , and N  = 33. Their discovery proves that there is 

(size, depth)-optimal prefix circuit with depth in the range 

[ig JV] < <f(JV) < max(PIg # ],2 |lg  JY]—3). Moreover, their algorithm gives the depth- 

optimal prefix circuits for some inputs. The algorithm distributes all N  inputs in to four 

parts properly. Like the SN{N}  prefix circuit. Part 1 corresponds to the compressed 

layered prefix circuit. Part 2 is a new optimal prefix circuit, Q {N ), proposed by the 

group [LYD87, LD94]. Part 3 and Part 4 are the serial prefix circuits.

New optim al prefix circuit, Q{N)

QiN)  is a new class o f (size, depth)-optimal prefix circuits with condition

JV =  ̂ ^ ^  + 1, f o r /> 0 .

Let gf j  denote the j"* node at level i and be represented w ith an ordered pair (a, 6); 

where a  =left{g, j)aaà b = right{gi J ) , refer to the left and right inputs o f the node g, j ,  

respectively.

The Q{N)  circuit is constructed as fisUows.

1. At level 1, | = (1,2), j = (3,4), and

Si j  = ileftigxj-i) + 0  -1 ) . right{g^ J_̂ ) + {J - 1)), for j  = 3,4,...,/.

2. For levels i = 2 to /,
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gi,i =(right(g,_i ^), right^gi-uiï)^ and 

g u  = inght{g^_^ J^^), r/gAr(^,_i +1), for j  = 2 ^ ,...,r +1 -

3. The nodes at level (r +1) are given by

gt^i = ^>^ght{g,,i), rightig, y) + J) I / = 1,2,...,/ - l,y  = l,2 ,..i}

The Q{N) circuit has unique properties; The circuit depth is equal to the circuit width 

and the circuit size is equal to the square o f the circuit depth.

Let N  = 1.  Thus / = 3 . We obtain g  ̂j  as follows.

gi.i = 0.2) g,2 = (3,4) g, 3 = (5,6)

gi.i = (2,4) gj.2 = (6,7) g3.i = (4,7)

g , =(2,3),(4,5),(4,6)

The Q(T) circuit is illustrated in  Figure 2.20. As seen, the Q (^0  circuit consists o f 

blocks o f the serial prefix circuits with block sizes increasing in an arithmetic 

sequence.

INPUT
level

3:4

1:4 5:7

1:7

1:3 1:5 1:6
1:1 1:2 1:3 1:4 1:5 1:6 1:7 OUTPUT

Figure 2.20: The Q(T) prefix circuit
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The LYD  prefix circuit, LYD{N) , is composed o f 4 parts (see Figure 2J.I) as follows. 

Part J: the compressed layered prefix circuit, CR(N^), 

depth(Partï) < depth(N) 

sizeiPartl) = 2AT, -  fig 1 -  2 

The last output, 1 : Ny, is available at level t  = f lg # ,]<  depth{tf) — 2.

Part 2: the new (size, depth)-optimal prefix circuit, Q{N^ ),

rig A r,T lg A f,> l) n

depth{Part2) = fig 7^, " J +  2 < depth{N)

The size after combining with Part 1 is size(Part2) = 2N^ - 1 . The last output, 1:7V, +A ^, 

is available at level f lg ^ ,1 + l .

Part 3: the serial prefix circuit, ,

depth{Part2i) = fig AT, *| + 1 + < depth{N)

size{Part3) = 7Vj 

Part 4: the serial prefix circuit, S(N^),

depth(Part4) = fig 7V, "|+ 2 + = depth{N)

size{PartA) = 27V̂  — 1 

\&itere 7V = 7V,+7V2+7V3+7V^; 7Vj,7Vg,and ^1  ; and 7Vj kO .
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J  V. JV.
P a r ti Part 2 P a rts Part 4

t

rn+w,

M+W,

Figure 2.21 : The structure of LYD(N), derived from [LD94],

ISThus, the circuit depth is flgiV^i^+Z + iV, and the circuit size 

size{PartV)+size(Part2)+sizeiPart3)+sizeiPart4), yduch is (2 N - 2 ) -d e p th (N ) .  

It is easy to see that the circuit LYD iJ^  is (size, depth)-optimai. For any integerN , 

there exists a (size, depth)-optimaI prefix circuit, LYDQT), such that 2[lgJV ]-6  

< depth{LYD{Ny) < 2 f lg ^ 1 —3 . However, the circuit is not restricted prefix circuit

and not size optimal. But for many iVTs, the circuit yields the optimal depth. As an 

example. Figure 2.22 shows the circuit £KD(19), \&ddch is a  combination o f 

C ^(8)-0(7)-5(O )-5(4).
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LYD(X9)

I \X
level

Figure Z22: The £1D(19) prefix drcuit with size 31 and depth 5.

2.2.7 The Shih-Lin Parallel Prefix Circuit

Recently, Lin and Shih [LS99] have proposed a new (size, depth)-optimal prefix circuit, 

SL(N ) , with the depth in the range

2[lgJ^ ' l -5<dep t f t (SL (N))<N -l ,  for N > 1 2 .

The structure o f the SL(N) circuit is similar to the circuit but differs in the

partitions o f the circuit The SL{N) circuit is also composed o f two parts: the 

compressed layered prefix circuit and the serial prefix circuit as shown in Figure 2.23. In 

other words, SL{N) = CR{Ny) -S^Nj) , where N  = - 1 . This algorithm offers the

same or equivalent performance as that o f LYD but it is easier to implement.
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Part 1

1 2

Part 2

N i-l Ni A + I  Ni+ Nrl INPUT

CR(N,)

S(N,)

1 la
T T - ...  V

IJV.+l IW,+y\^l OUTPUT

Figure 2^3: The 5I(A0circuit. SL(N) = C^(AT,) -S(N^) .

Let deptMJSL{N)) be the depth o f the SL{N) circuit, defined above. Then

r  2 flg iV '|-5  if  2^-' < A T < 2 " - '+ r -4  f o r r > 6 ,

depth{SL{Ny) = < 2flgA/^'|-4 if  2 " ' + r - 4 ^iV^< 3 x 2'"^ for r  > 5,

L  2TlgJVl-3 i f 3 x 2 ' - " ^ AT̂ 2 "  f o r r > 4 .

The following are the conditions to choose [LS99].

If  r > 4  and 3x2"-^<AT<2% i h s n N ^ ^ r - 2 .

If  r  > 6 and 2'̂ ~‘ < N  < 2'~^ + r  — 4, then = r  — 3 .

If r > 5  and JV = 2'"‘ + r - 4 ,  then = r - 2 .

If  r > 5  and 2 '"' + r —4 < i V < 3 x 2 ' ’" ,̂ then N 2  = r - 3 .

Since depth{SL{N)) + size{SL{N)) = 2 N  -  2 , the SL{N) circuit is a  (size, depth)-optimal 

prefix circuit [LS99]. Like the Snir prefix circuit, the SL{N) circuit is neither depth- 

optimal nor restricted prefix circuit As an example of SL{N) , let N  = 19. Then r  = 5 and 

2'’"' + r — A < N  <3y. 2 '~^. The layout o f  the 5Z(19) circuit is given in Figure 2.24, which
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is composed o f Ci?(18) and S(2). Clearly, the circuit depth is 6, the circuit size is 30, 

and size{SL(l9y) + depth(SL(\9)) = 2 N - 2  =  36. Comparing the 5'£(19) circuit with the 

LYD(19) circuit, the 5£(19) circuit’s depth is  longer while its size is smaller.

level

Figure 2.24: TheS£(19) prefix circuit, size = 30 and depth = 6.

2.3 C om parison

Table 2.1 provides a  comparison o f the prefix circuits illustrated in this chapter. While 

the parallel prefix circuits have desirable depths, vdiich are 0(lg  N), they differ widely in 

the number o f operations performed. Only four prefix circuits (i.e., serial, Snir, Shih-Lin, 

and LYD prefix circuits) are (size, depth)-optimal. The divide-and-conquer prefix circuit 

and iheLFff prefix circuit have the shortest depth and the serial prefix circuit has the 

smallest size.
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The size-depth trade-off does apply to any prefix circuit For example, the serial prefix 

circuit performs fewest operations (i.e., smallest size) compared to the others, but has the 

longest depth while the divide-and-conquer prefix circuit has the largest size, but has the 

smallest depth. Although the Shih-Lin prefix circuit and the Snir prefix circuit have 

similar circuit layouts, the Shih-Lin prefix circuit has a  smaller depth than the Snir prefix 

circuit All circuits have unbounded fan-out except the serial prefix circuit that has a 

constant fan-out o f two. The divide-and-conquer prefix circuit and th e li^  prefix circuit 

have the largest fan-out ((AT/2) + l). The Brent-Kung, Shih-Lin and Snir prefix circuits 

have the same fan-out (flg.Y ^+1), which is smaller than that o f the LYD prefix circuit

(2rigJVl-2) .

Table 2.1: A Comparison of the seven prefix circuits illustrated in this chapter.

Prefix Circait Size Depth Fan-oat (size, deptb)- 
oatmasml

Serial N - l N - \ 2 Yes
a.

Divide-and-
CoDquer

(Af/2)lgV IgAT (AT/2) + l No

LFo 4 V -F (5 + lg V ) + l
IgV +it (Ar/2**')+£

No
LFt
«laO<*<ltA^2

2JV0 + 0 /2 * ))-f’{S + l8 + l

LFt 2 V -lg V -2 2 lg V -2 IgV+I

Brent-Kung Z V -lg V -2 2 lg V -2 lgV+1 No

Snir IN-l-depOi
maxCigAT. 2lg V - 2 )  

^depth&N-l
IgV+l Yes

LYD IN -l-depth 2lgA r-6âa9>rt£2lgV -3 2 lg V -2 Yes

Shih-Lin IN ~^—depOt 21gAr-5S<*prts2lgV-3 IgV+I Yes

32



CHAPTERS 

SOURCES OF POWER CONSUMPTION

In the previous c h u te r we examined size and depth trade-ofis o f various prefix circuit 

designs. We want to examine the power consumption characteristics o f these circuits. In 

this cluster, the sources o f power consumption in circuits are reviewed and the strategies 

to estimate the power consumption o f the various prefix circuits are presented. This 

should help us to better understand the power consumption characteristics o f the circuits. 

We also introduce the circuit simulation tool called PSpice in brief.

3.1 CMOS

Presently, CMOS (Complementary-symmetry Metal-Oxide Semiconductor) technology is 

the most popular technology used by the digital IC (Integrated Circuit) industry because 

o f its low power consumption, its good scalability and its speed [CB95, RCNOl, WE93]. 

CMOS technology uses two types of transistors: a P-type transistor and an A^-type 

transistor realizing logic fimctions. Figure 3.1 shows the P-type and W-type transistors, 

and their characteristics. The P-type transistor has a bubble on its symbol indicating that 

the transistor is conducting when its input is 0. The A^-type transistor is conducting when 

its input is 1. The input has been labeled with the signal s.

Examples of CMOS Logic
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The CMOS inverter is the heart o f all digital designs. Each complex design (for ex am p le, 

NAND gate) can be clearly explained if the in v e rti s characteristics are understood. It 

consists o f two transistors, one P~type and one AT-type transistor. Figure 3.2 shows the 

CMOS inverter and its truth table.

Svmbob Characteristics

P-typ* transistor s=0

s=1

N-type transistor s=0

s=1

Figura 3.1: P-type and M-type transistor and their characteristics.

VDO out

out

out

GND

Figure 3.2: CMOS inverter.

The CMOS NAND gate, CMOS NOR gate and their truth tables are illustrated in 

Figures 3.3 and 3.4, respectively. Both gates consist o f four transistors, two P-type and 

two N-type transistors.
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? ? >

5

Figure 3.3: CMOS NAND gate.

u

Figure 3.4: CMOS NOR gate.

3.2 Pow er C onsum ption

3.2.1 Sources o f Power Consumption

In CMOS circuits, power consumption is due to the following three types o f current flow 

[WE93]:

1. Static power consumption due to leakage currents. The static power consumption 

occurs when some current leaks through to other parts o f  the transistor (i.e., the
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leakz%e current from the gate to the drain as shown in Figure 3.5), resulting in 

power loss. The power loss due to leakage current in CMOS is usually 

insignificant compared to the dynamic power consumption [CB95, RCNOl].

source source

draindrain

Figure 3.5: The leakage current from the gate to the 
drain of a transistor.

2. Dynamic power consumption due to short-circuit currents. The short-circuit 

occurs when both P-type and N^type transistors are momentarily on at the same 

time (see Figure 3.6). Although there is some dynamic power consumption from 

the short circuit, this power loss is usually insignificant compared to the power 

dissipated from the switching [CB95, RCNOl].

vcc vcc

GND GND

Figure 3.6: An illustration of short-circuit when both P-type and N-type 
transistor being in ttieon state at the same time.
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3. Dynamic power consumption due to switching currents fiom repetitively charg ing  

and discharging the parasitic capacitances at the transistor’s gate (see Figure 3.7). 

The currents must flow through the transistor’s gate to reach the capacitances 

(i.e., charging the c£^>acitance). During the switching transient, the power is 

dissipated (i.e., discharging the c^xacitance). The charging and discharg in g  o f the 

parasitic capacitances are the dominant form o f power consumption in CMOS 

circuits [WE93].

sourcesource

gate

draindrain

Figure 3.7: An illustration of capacitance charging.

Therefore, two components establish the amount o f power consumption in a  CMOS 

circu it They are static and dynamic. Static power consumption is due to imperfect 

transistors vdiile dynamic power consumption is due to the process o f switching 

transistors on and off. However, in properly designed CMOS circuits, the major portion 

o f the power consumption is from dynamic switching. As a resu lt in this study, we focus 

on the dynamic component due to the repetitive charging and discharging o f the 

capacitive loads.

The average power consumption in a CMOS gate or module (e g., an adder) due to 

switching can be written as [CB95, WE93]:

ŝwitdtmg  ̂ (3-1)
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w h e r e i s  the eflfective capacitance switched, is the supply voltage, and / i s  the

clock frequency. has two components, the switching activity (signal transition

activity) per clock cycle, p y , and the load c£q>acitance,C^. Thus, for a  given circuit

running at a given speed (i.e., and /  constant), power consumption is a function o f 

the supply voltage and switching activity. Therefore, power reduction can be achieved by 

either operating the circuit at a lower voltage or by choosing an architecture that reduces 

the switching activity o f  the circuit’s signals.

Effect o f Voltage Scaling

Due to the quadratic relationship between the supply voltage and the power consumption, 

lowering supply voltage can be an effective way to achieve dramatic power savings. 

However, as the supply voltage is decreased, the circuit delay generally increases 

relatively independent o f  the logic function and style; see Figure 3.8. Thus, reducing

v«(m k)
Figure 3.8: Plots of normalized delay vs. supply voltage for 
a variety of different logic circuits, derived from [CB95].
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supply voltage unfortunately reduces the system throughput This loss in throughput can 

be recovered in some cases by ^ply ing  architectural techniques to compensate for the 

additional delay (e.g., utilization o f parallelism and pipeline). Reference [CB95] shows 

that by changing circuit architecture (i.e., using parallelism and pipelining) it is possible 

to gain significant speed improvements with only a  slight increase in power, hence 

enabling some voltage down-scaling ̂ ^iiile m ain tain ing  the throughput

Effect of Switching Activity

The power in CMOS circuits is dissipated v iien  the signals in the circuit switch (i.e., 

change values). A s a result the amount o f switching activity is an indicator o f  the power 

consumption. The manner in which the nodes in a circuit are interconnected can have a 

strong influence on the overall switching activity [CB95]. Some architectures induce 

extra transition activity at the operation nodes called glitching transitions or dynamic 

hazards, which consume extra power. Glitching is a major problem that increases the 

effective switching activity, causing a circuit node to undergo several r£q>id transitions in 

a single clock cycle [CB95, RCNOl].

Figure 3.9 illustrates an example o f the glitching behavior for a chain o f eight NAND 

gates [RCNOl] by using a PSpice^ simulation [CadOO]. In the simulation, all bits o f the 

first input were set to logic ‘one’ and all bits o f second input transition fi*om logic zero’ 

to one’. For an ideal circuit without propagation delays, the resultant outputs VOUT2,4 ,6  

and 8 would stay logic one’ all the time. However, due to the presence o f delays, these 

outputs switch to low temporarily. This glitching causes extra power to be consumed. 

Outputs VOUT1, 3, 5 and 7 do not glitch; they just have some propagation delay. It is

39



noted that the degree o f glitching depends on the switching pattern o f the input sig n als 

[RCNOl].

VOUT,

f  VOOT,

vour.

VOUT,

vour.
VOUT, VOUT,

- • J •aMn • *<Man) . •(( I )  •  « ( M a r * )  •  « t M « T S l  «  >  « C M a T T )  A « C ITU*

Figure 3.9: An illustration of the glitching behavior of a chain of eight NAND gates [RCN01 ].

To reduce glitching activity, the depth o f the signal paths in the circuit should be 

balanced. The following is an illustration o f two different circuit architectures o f a  4- 

input adder. In Figure 3.10(a), assume that all primary inputs (A, B, C, and D) arrive at 

the time and the implementation is non-pipelined. While the first adder makes one

transition by computing A+B, the second adder also makes one transition based on C and 

the previous (i.e., initial) value of A+B. After the correct value o f A+B has propagated 

through the first adder at time say the second adder re-evaluates (A+B)+C, viiich

is complete at time/g + 2 /^ . Thus, there is a  second transition at the second adder.
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Similarly, there will be three transitions at the third adder. With a path-balancing 

t^proach o f Figure 3.10 (b), while the first and second adders make one transition the 

third adder will make only two transitions to produce the same output as in Figure 3.10 

(a). In [CB95], the “total switched ctqiacitance” o f the circuit layout in Figures 3.10(a) 

and 3.10(b) has been simulated by using a switch-level simulator over random input 

patterns. The results show that the switched c^>acitance o f the circuit layout in Figure 

3.10(a) is larger than that o f the circuit layout in Figure 3.10(b) by a factor o f 1.5 for a 

four input addition, and 2.5 for an eight input addition. Hence, increasing circuit depth 

generally increases the total switched c^)acitance due to glitching and thus increases 

power consumption [CB95]. As a consequence, the amount o f transition activity^ 

(switching activity) for a layered and non-pipelined circuit can be a fiinction o f depth d  

and the number o f nodes at each level i, w,, as [CB95]

. (3.2)
<-i

(a) Chain Model (b) Tree Model

Figure 3.10: An illustration of extra transition activity, derived from [CB95].
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From this, it follows that in the worst case estimate for the switching activity o f such a 

circuit can grow according to 0(< /^), assuming a constant number o f nodes at each level.

From the previous discussion and the example o f Figure 3.10, we have seen that 

different circuit architectures for performing the same function can consume different 

amounts o f power. Therefore, the implementation o f the various prefix circuits in an 

application will have different power consumption as well. However, in the prefix 

circuits, we cannot say with certainty that the circuit with the longer depth will consume 

more power than one with shorter depth. The reason is that both depth and the number of 

operation nodes among the candidate prefix circuits differ. In prefix circuits, when the 

depth decreases, the number o f operation nodes (i.e., size) generally increases and vice 

versa. This is known as the size-depth trade-off [LF80, LD94]. As a  result, the switching 

activity in a prefix circuit not only depends on its logic depth but also on the number o f 

operation nodes at each level. The circuit with shorter depth and more nodes might have 

more switching activity than the one with longer depth and fewer nodes.

3.2.2 Power Consumption and Fan-out

Besides the switching activity at an operation node, the node’s fan-out also has an effect 

on power consumption in a circuit design in VLSI [Cal96, WE93]: the larger the fan-out, 

the more power the circuit consumes because there are more signals. For example, by 

using the PSpice over random input patterns, the power consumed by a 2-input XOR gate 

is dependent upon the fan-out and the relationship is linear (Figure 3.11). Hence, fan-out 

should be taken into account viien a power consumption estimate is made for the prefix 

circuit.
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Figure 3.11: Effect of fan-out on power consumption of a 2-input XOR gate.

3.3 The C ircuit-level Sim ulation: PSpice

The circuit-level simulation called SPICE (Simulation Program for Integrated Circuit 

Emphasis) is a powerful general purpose analog and digital circuit simulator that is used 

to verify circuit design and to predict the circuit behavior under a  variefy of different 

circumstances. The program SPICE was originally developed at the Electronics Research 

Laboratory of the University o f California at B erkel^ in early 1970’s and has become a 

de facto  standard in the area o f analog and digital simulation. SPICE is often used to 

characterize logic cells. The software performs a simulation o f the design and monitors 

the power supply current waveform. This technique gives accurate power consumption. 

But it is very time-consuming.

In this study, we use a PC version of SPICE called PSpice [CadOO]. PSpice is 

registered trademark o f Oread Corporation and it is the most popular circuit simulation 

software on the market today. PSpice offers a large library o f models obtained from files 

o f standard components, semiconductor manufactures, and user inputs so that users can 

run simulations with confidence and get accurate results. Circuits are entered using a
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schematic capture editor, which can access the component and symbol libraries. The 

sim ulation results take the form o f textual, tabular, and graphical output, depending on 

the analysis performed and the Probe post-processor displays output data in the form o f 

g r^ h s .

In the next cluster, we will analyze switching activity and fan-out for each prefix 

circuit considered. We then use this to further estimate and investigate the power-speed 

trade-ofif between various types o f prefix circuits.

44



CHAPTER 4

POWER MODELING OF PREFIX CIRCUITS

Having seen the various sources o f power consumption in  general circuits we now focus 

on analytical model for predicting the average power consumption o f a prefix circuit. As 

mentioned previously, the signal switching activity has a  major influence on the power 

consumption. Therefore, the switching activity will be used as a  basis to determine power 

consumption of prefix circuits. Further, as mentioned in Section 3.2.2, the power 

consumption of an operation node is a  linear fimction o f  fim-out [Cal96]. Therefore, to 

take into account the effect o f  fim-out on the ou^u t load capacitance o f an operation 

node, we assume that the load cf^xacitance o f a  node with fan-out k  is equal to 

Cq + C \k ~  1), where Q  is the load capacitance o f a  node with fan-out 1, and C is the 

load capacitance for each additional fan-out [Smi97].

The effective circuit capacitance o f a prefix circuit, ca p ^{N ), is the effective load

capacitance o f all nodes in the circuit As defined here, the effective circuit capacitance 

depends on input signal patterns and the effects o f signal glitching. Thus if  a  node output 

experiences two transitions due to glitching, its effective c^xacitance is twice that o f the 

physical ctqxacitance. Because the degree o f glitching depends on input signal patterns, 

we consider derivations o f  the worst case scenario in which glitching at the nodes are 

assumed to be the maximum possible. By scaling the effective circuit capacitance by the 

circuit clock frequency and , we arrive at our power estimate.
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r = c a p ^ m v i o f .  (4.1)

The capacitance evaluation for various circuits according to our model is made in tw o 

steps. As a first step, in Section 4.1, we assume that the load c^>acitance for each 

operation node is independent o f the fan-out, i.e., the load capacitance in the constant Q .

In the second step we first compute the residual network by deleting one ou^ut o f each 

operation node with fan-out > 1. We then compute the load capacitance of the residual 

circuit assuming that the load capacitance of each node is C , independent o f the fan-out. 

This step is repeated k - 1  times where k  is the fan-out o f  the given circuit This step is 

performed in Section 4.2. The total capacitance is the sum o f the values obtained in step 1 

and step 2.

4.1 Step 1 - The C onstant O utput Capacitance

In this step, we assume that the physical output c£^>acitance o f each operation node is 

constant Let Kcap^ be the effective circuit c^acitance under the constant output

c^)acitance assumption, depth^N) be the depth o f the circuit, w, be the number o f 

operation nodes in the circuit at level i, and C , as the assumed constant load capacitance 

o f one node. Then from Eq. 3.2,

K c a p ^ iN )  = jCo (4.2)

In the following, we use this equation to derive Kccqj^ (AT) o f the various prefix circuits.
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4.1.1. The Serial Prefix Circuit

From the layout o f the serial prefix circuit in Figure 4.1, we see that each level contains 

one operation node and each operation node has exactly two fan-ins and two fan-outs. 

The size and depth o f this circuit is (A/^1). As shown in Figure 4.2, the S{N) circuit can 

be built from the — 1) circuit by adding a new input into the ^(A/^-1) circuit at 

1hedepthÇS{Ny)* level (i.e., at level N-l). Thus, we can determine the recurrence for the 

constant output c^xicitance o f  the serial prefix circuit for N  inputs as the sum o f the 

c^Micitance o f N -l inputs and the c*^)acitance of the new input a t the depth{S(N))‘'' level 

as follows

K ca p ^iN )  = K ca p ^iN  -1 )  +  depth(SiN)) • 1, with (2) = 1.

S . \  N  INPUT

level

N-2
N-\

\ J i  OUTPUT

Figure 4.1: An illustration of the serial prefix circuit, S{N).

level
1 2  3  ̂

1 1

i-l Iy INPUT

1 ....
2 --- S { N - \ )

fV-Z ..K 1 1 1 '/▼•i .....
1 1

1:2 1:3 IIf-\ 1
I...
JV OUTPUT

Figure 4.2: An illustration of the serial prefix circuit, 
built from S(W.l).
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Therefore, the recurrence can be solved as 

Kctxp^iN) = K cap^{N  - 1 ) + depth{S{N)) -1 

= K c a p ^ i N - ï ) H N - l )

= K c a p ^ iN  -  2) + (iV - 2 )  + (iSr -1 )

= A cop^(2) + (2) + ... + (iV -  3) + (AT -  2) + (AT - 1)

N - \

= 1 + 2 *
/ - 2

iV (A r-i)
2

=o{jv=)

The size and depth o f the serial prefix circuit is (N-l). Therefore, K cap^(N )  can be 

written as a function o f the circuit’s size (s') and depth (J) as follows

= i( j< / + î)

sd-\-s
2

Obviously, the serial prefix circuit has 0(iV )̂ size, 0 ( ^ )  depth and o (^ ^ )  effective 

circuit capacitance under the constant output capacitance.

4.1.2. The Dhide-and-Conquer Parallel Prefix Circuit
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Let N  = 2". Using the well-known divide-and-conquer strategy, the divide-and-conquer 

parallel prefix circuit, DC^N ) , is designed according to the principle illustrated in Figure 

4.3. That is, DC{N) is built from two Z)C(iV/2)circuits and by connecting output 

1 : N /2  fiom the first D C (^ /2 ) to each o f the output o f the second DC{N/2) a t level 

depth{DC{Nf2)) + 1. Therefore, the circuit’s, K cap^^K ) , can be derived from that o f 

DC{N /2 ) , according to the following recurrence relation.

—  + I —  + 2

I : N OUTPUT1 : — —  +  11 : — + 2

Figure 4.3: An illustration of the divide-and-conquer prefix 
circuit. DCKN), built from DOfM2), derived &om fLD941.

K cap^iN )  = 2 ( y ) + A (D C (y)) +1 j  y , with A cqp^(2) =  1.

The first part o f K cap^{N )  is the constant output capacitance from the two circuits with 

J^j2 inputs t^hile the second part is the capacitance firom the last level o f DC{]S^ . Since 

there are A^/2 operation nodes at the last level, the circuit depth is depth{DCiNI2y) + 1 . 

Recall that depth o f D C{N) = lg ^ .  Therefore, we have

= 2Kcqp^{— ) + (Ig— +1)—
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= 2  ̂ ( ÿ )  + 2 '0 g |^ + l ) ÿ + 2«0g +1)

= 2 -  K c a p ^ i-^ )  + 2 - : 0 g ^ + 1 ) ^ +... + 2 '( l g ^  + 1 ) ^  + 2"(lg^  + 1 )^

= 2"-* Kcap^Çl) + 2"-^Gg2' +1)2' + ... + 2‘(lg2""^ +1)2""^ + 2‘’(Ig2""' +1)2 

=  2"-' (1 )+ 2 "- ' (2 )+ . ..  +  2 "- ' (n  - 1 ) + 2 " - ' («  - 1  +1)

= 2 - 2 /
/»i

-I n(« + l)

ii-i

= 2

= ^ (ag A o "+ ig A /)

= o ( jv ( ig jn ')

NWe also can write Kcap^^N^ in terms of circuit size (i.e., s = — IgÂ  ) and circuit depth 

(i.e., d = Ig# ), as follows.

Kcap^(N) = ̂ (OgAT)' + Ig Af)

= ̂ ag A f)"  + ^ lg A T +  4^0gAO' --^OgAO^4 4 4 4

= y (lgA O ' + j — lg JV -iy O g A T )"

. I I .= sd 4— f ---- sd
2 2

5</4-S
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Thus, the divide-and-conquer prefix circuit has O ^N lgN ) size, OOgAT) depth and 

0 ( ^ ( l g ^ ^ )  effective circuit capacitance under the constant output capacitance 

assumption

4 .1 3  The Brent-Kung Parallel Prefix Circuit

Let N  = 2". The Brent-Kung prefix circuit for N  inputs, BKibT) , is also built ftom the 

Brent-Kung circuit for ^ /2  inputs, as shown in Figure 4.4. The recurrence relation for 

this circuit is, however, not as straightforward as the previous two circuits. The part o f the 

problem arises because B K (^/2) occupies the middle level, vdiich causes the level o f all 

nodes in BK{N/7) to increase. This requires taking into account the number o f nodes at

0 9 0 9 0 9
1 2 3 4 5 6

0 9 0 9
AT-3 JV-2 N -\ N  INPUT

N 1 N N
1 3:4 N-3rN-Z H-IM

#
3 1:4

12:3

S 1:4 DM 1^42 K-l lOf

I l a  1 j  1:4 1:5 1:6 lJV-3 lJV-2 lJV-1 IJV  O U TPU T

Figure 4.4: A Brent-Kung parallel prefix circuit, B K {N ) , divided into 
three parts (o = odd, e =even), derived from [LD94],

each level ofBK {N I2), and is not at all difiBcult to overcome. However, the major 

problem is the last step i^ e re  output o f BK{N/'Ï) is combined w ith half o f the inputs as 

illustrated in part C of Figure 4.4. Although all these nodes ^ p e a r  at the last level o f the
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circuit, in ûict, some o f them are at lower level. To determine level o f each node, we 

construct a table (Table 4.1) for corresponding to the circuit layout The table is

divided into three parts. A, B, and C, corresponding to the circuit layout in Figure 4.4. 

The entries o f the form (x,.,/) in the table represent the fact that level i has x, nodes. The 

first row is divided into two parts — column 1 corresponding to part B, and column 2 

corresponding to part C while the second row is represented by part A. Computation for 

capacitance corresponding to part B  is simple. In this part there are ^ /2  operation nodes 

— all at level 1. Hence, capacitance o f part B  is equal to N f2 . Computation for partit can 

also be achieved easily by observing that all inputs to BK{N/T) are at level 1, wiiich 

cause the level o f each node in BK{N/'Ï) to increase by 1. Let Wj be the number o f nodes 

at level / in BK{N/2).

Then,

d e p d H B K { N /2 ))  < * | « * ( W ( A r / 2 ) )  d t p * ( ^ ( A r / 2 ) )  x r  & r

K c a p ^ iP a rU )-  J ]w ,(i + 1)= = K cap^{— ) + N — 2.
im\ |« I  /b 1 ^  2

Note that part C  has (# /2  -1 )  operation nodes. Though in the circuit diagram they 

appear to be at the last level, in fact they are distributed at different levels o f the circuit 

To compute the capacitance for part C, let capacitance o f part C  be denoted as K^N) .

A row in Table 4.1 represents the first level (i.e., column 1) and the last level (i.e., 

column 2) o ffi^(^ /2* )c ircu it, for 0 < ̂  < I g ^ - 1 , after distributing all nodes o f the last 

level to the lower level. Let row i o f column 2 in Table 4.1 be k {n /2 '‘\  where 

1 < f < lg ^  and 0 < t  < l g # - l . For example, the first row (i.e., part C in Table 4.1) 

represents the nodes used to be at the last level of B ^ ( ^  circuit (i.e., part C in Figure
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4.4). The second row represents the nodes used to be the last level o f 5AT(JV/2) circuit 

(i.e., the subpart C o f part A in Figure 4.4). The relationship o f each row in the table is as 

follows:

Table 4.1 : The constant output capacitance tatHe for 6K(/V)-

(1,2) (U ) (1.4) (1,4) (1,5)... { l,d ep th -l)  i l d e p t h ) ^

1,3) (1,4) (1,5)

0  1 (1 ," -

J I O '")

( l , r + l )  ( l,r  + 2) (l,r  + 3)

( l ,« - l )  (l,« ) (l,«  + l)

•  The first entry o f column 2 at row i is generated from the entry at row 

(i+7), locating at row Ts diagonal in column 1, as one operation node 

having the same circuit depth as (i+7)'s entry (see the line I  ). For example, 

the entry (l,/i) at rowlg jV -1  is generated from the entry (N/2" ,/i) at row
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I g ^ .  Then this new output entry at row i produces two entries at row 

(i —l): one operation node having the same circuit depth as fs  entry and 

one operation node having one more circuit depth than the fs  entry (see 

the arrowT). For example, the entry (l,/i) at rowlgJV —1 produces the 

entry (l, n) and the entry(l, n + 1) at row \%N — 2 .

Therefore, in column 2, the first row, K {N ) , (i.e., part C in Table 4.1) is derived from the 

second row, K {N /'Ï) (see Figure 4.5). The K {N ) is written as follows.

A :(i^ = 2  + (A:,+l) + (Ar,+2) + (/t2 + l) + (it2+2)+...+(A:jv +1) + (A:̂  + 2 )
T-‘

= 2 + 2(^, +^2 ) + (—— 1) + 2(—— 1)
—» 4 4

= 2 K ( y ) + ^ - l

K{N) 2 + ^i+l k\+2 ^2+1 ^ + 2 2" inputs

^ ( y ) t|4-l ki+\

4 4

2"“' inputs

t t 2"”  ̂inputs

Figure 4.5: Part C, the distribution of N /2  — 1 nodes.

Solving fo rK(^N), we obtain K (N )  = (3 /4 )N I g ^ - 5N/4 + 1 . Thus K cap^(hT ) , which 

is the stun o f capacitances of Part A, B  and C, can be written as follows:

= '̂C<?Peÿ-('j-)+j^“ -^ * 0 g -^ ) + 2 " ^ — O g ^ ) - l j
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= +  j ^ | - ^  • I g ^ + 2 • ̂  -  I g ^  - 1 j  + ...

[3  N  , N  - AT ,A T ,1

= ( 2 ) + *  (ig ̂ r ) + 2  • -  Q ë ^ ir )  -1  j + ...

+ [ | - f * 0 g f ) + 2 - |^ - l g | |^ - i ]

= l - ^ [ | - ^ - l g ^ - ^ 2 - ^ - l g ^ - l ]  + ... + r | - |^ - l g |^ + 2 - |^ - l g ÿ - l l

[ ^ + ^ + . . . + ^ j - [ l g ^ + l g ^ + . . . + l g l ^ j - ( « - l )+  21

■j "-I »-t »-i
= —^ x 2 ' + 2 j^ 2 ' - ' ^ i - n

+ 1-0 <-0 /-o

= |[ 2  +  «-2" -2 -2 " ]+ 2 (2 " - 1] - ” -̂^—^ -xi

= 3 + —n • 2" — 3 ■ 2" 1 + [2  • 2 " — 2 ]------ h n
2 J ^ 2 2

= 1 -  AT + 1 JV Ig JV -  5 E ^  -  l i ^
2 2 2

= 1̂1 + 1  A^lg AT j  -  i[2A^ + (Ig AT)̂  + Igiv]

= 0(ArigAr)

We can also w rite K cap^(N )  in terms o f size and depth. Thus,
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K ca p ^iN )  =  1̂1 + 1  iVIg A^j -  j[2 iV  + (lgAO"+ Ig # ]

= j^2JV^lgAT-OgAT/ - |lgA T - #  + lj-llg A T [V - IgAT- 2 ]

• [ ^ l - [ ( î * i ) { î - M ) ]
3j</ d } s d  "h = +- - + — 4-—+ —

8 16 4 2 4

Similar to the previous circuits, the constant output capacitance is 0{sd) (0(#IgiV )).

4.1.4 The Ladner-Fischer Parallel Prefix Circuit

As described in Chapter 2, Ladner and Fischer [LF80] introduced the family o f  circuits 

ZF]t(AO when 0 <[lgJV^]. Different values o f k  give different prefix circuits’

structures. However, LF^{N}s are bounded by the divide-and-conquer prefix circuit and 

the Brent-Kung prefix circuit. The ZFo(AT) prefix circuit has the shortest depth and 

biggest sizes among the fiimily o f circuits LF^(N). Also the LF^CN) prefix circuit has 

the same depth as the divide-and-conquer circuit Both circuits’ structures are similar 

with small input N. But the size o f the LF^{N) circuit is smaller t h a n  that o f the divide- 

and-conquer circuit when N  is larger. Thus, the constant ouq*ut cag^acitance of 

the LF^{N) circuit is lower bounded by the constant output capacitance o f the divide-and- 

conquer circuit. The ( W) prefix circuit behaves like the Brent-Kung prefix circuit 

when k  > lgN  — 2. Therefore, the upper bound of the prefix circuit is the

constant output capacitance o f the Brent-Kung circuit
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To summarize, the effective c^)acitance under the constant ouQ)ut c^iacitance 

assumption is in the range Kceqt^iD CiN)) < Kctq>^{LF^{Ny) < Kccq>^iBK{N)). That

is N {^% N f +\%n )/A<  K cqp^iLF ^iN )) < [l + (3JSrigiS0/2]- [zJV +  O g i^^  +lgi^^V2.

4.1.5 The Snir Parallel Prefix Circuit

The Snir parallel prefix circuit, SN (N ) , is composed of two parts as shown in Figure 4.6. 

The two parts consist o f the compressed layered prefix circuit, C/?(iV,), and the serial 

prefix circuit, SiN-^ ) , where ^  = iV, + iVTj - 1 . Therefore, the capacitance is computed by 

sum m ing the c£^}acitance o f these two parts.

Part 1 Part2 
JL

1 2 Ar,-1 AT, ffi+\ Ni+Nr^ INPUT

C R i N , )

S(N,)

1 1:2
T  r . . .  I

I:V,-1 Uff, IJV:+I l:V,+Vi-lOUTPUT

Figura 4.6: The SN ^N ) circuit, SN{N) = CRiN^ ) • ).

When ̂  = 2” , the Brent-Kung prefix circuit is the compressed layered prefix circuit 

Therefore, we can use the Brent-Kung prefix circuit’s c£q>acitance formula for the 

compress layered prefix circuit’s capacitance formula. When N  *  2", this formula over

estimates the capacitance by less than 7% (see Appendix E).
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In the Snir prefix circuit, the capacitance o f the first part can be computed by using the 

formula fiom  the Brent-Kung parallel prefix circuit described in Section 4.1.3 whereas 

the capacitance o f  the second part can be computed by starting fiom the level o f the last 

output o f Part 1 (i.e., fig There are -1  operations. Each operation is at a

succeeding level. Therefore, the capacitance o f the second part is given by

«c<ç7^(S(iv,)) = 2(T lgA r,l+ f)
i - i

.W lg A r ,l- r ig A r ,l , N Î - N ,

The constant output capacitance o f the circuit SN (AO is given by 

= K cap^(C R iN ,))-^-K ci^^iSiN :,))

= ri+ |A f,r ig J v ,il- ib A ^ ,+ (r ig A f,v + rig iv ,ii-

A f , r i g J v , i - r i g ^ , i + % ^

Clearly, capacitance o f the circuit SN {N )ïs O{N\% N).

4.1.6 The Shih-Lin Parallel Prefix Circuit

The SL(N) parallel prefix circuit [LS99] is composed of two parts consisting o f the 

layered prefix circuit, CR{N^), and the serial prefix circuit SÇN^), where 

N  (see Figure 4.7). Therefore, the capacitance is computed by summing

the capacitance fixtm these two parts. A s discussed in the previous section, the
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capacitance o f the first part can be computed by using the formula from the Brent-Kung 

parallel prefix circuit described in Section 4.1.3 whereas the constant capacitance o f the 

second part can be computed by computing the c*^)acitance o f the serial prefix circuit and 

the capacitance o f the coimecting nodes starting from the last output o f Part 1 

(i.e., fig Â ,~|). Therefore, the constant capacitance o f  the second part as before is

P a rt i

I 2

Part 2

Ni-l Ni fil+l INPUT

S(N,)

1 1:2
I I “  1

l:y,-ll:A r, |jy,+l 1:M+Afi-1 o utput

Figure 4.7: The SL{N) circuit, SL{N) = CR{N^ ) • S{N 2  ).

The constant output c£^)acitance o f the circuit SL(^N) is 

K cap^iSLiN )) = K c(^^(C R {N ,)) + Kccqf^iSiN^})

= [ l  + |iV ,rigiV ,-lj-i[2A r, + d ’lgiV,l)= +rigiV,Tl+ 

A r,rigA r,l-rigA f,l+^ ^
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Clearly, the effective capacitance of the circuit under the constant output

c£^)acitance assumption is also 0(Af Ig ^ ) .

4.1.7 The LYD Parallel Prefix C ircuit

The LYD parallel prefix circuit, LYD^N), is composed o f four parts including the

layered prefix circuit, C/2(Af,), Q iN ^), and5(A^^) Wiere

N  = + N 2  + Nj + (see Figure 4.8). Therefore, the capacitance is computed by

summing the ct^iacitance fix>m these four parts. The capacitance o f Part 1 can be 

computed by using the formula fiom the Brent-Kung parallel prefix circuit described in 

Section 4.1.3. The capacitance o f  Part 2, Part 3, and Part 4 can be computed by starting 

fiom  the level of the last o u ^ u t o f the first part, second part and the third part, 

respectively.

P a rt 1 is the CR{N^) circuit Thus, the capacitance o f Part 1 is

= { [ > + | j V , a g A f , ) j -  + O g i V , ) = + O g A r , ) l ]

P a rt 2 is the Q^N^) c ircu it Let t  be f lg ^ ,] . For level / = lto  t, level / has

t
(t — i + 1) operation nodes. Thus, the capacitance is • (f — / + 1).

/-I

At level (r + 1), there are (f + 1) operation nodes.

At level (r + 2), there are t(t —1)/2 operation nodes. 

Thus, the capacitance o f Part 2 is
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= £ /( r - /+ l)+ (» + l) (T lg A r ,'l+ l)+ ^ ^ ^ - ! i( r ig J V ,l+ 2 )
i> t

=f'È'-Z''-̂ É'V('riĝ .i+»+riĝ .̂i+i)+7(<TigJv,i+2'"-'rigjv,i-2/)
V <-i /-I »-i J ^

Y + 3 f :+ 2 f ( /• r ig iv ,i+ '+ rig A f,i+ i)+ |( 'T ig A f.i+ 2 '" - 'r ig A f,i-2 » )

= —t +  2/ H 1 +1
6 3

= f f lg  AT.T + 2 rig JV j + i p g  AT.1+1

Part 4Parti PartsPart 2

. INPUT

level
1JW,,

Figure 4.8: The structure of L Y D { N ) , derived from [LD94],

P a rt 3 is the SiN^  ) circuit. Thus, the capacitance o f Part 3 is 

“ S f lg A f i l+ l  + i)
i - l
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=(^Ar,rigw,i+Af,

Part 4 is the S(N^) circuit Thus, the cî̂ Kicitance of Part 4 is

= f ï ' i  + Af4(rigAf.l+2 + /^ ,)
V  ^ -1  /

= + A^.(TlgJV,l+ 2 +  AT,)j

Therefore, LYD{N) ’s capacitance is calculated from the sum o f Part 1, Part 2, Part 3, 

and Part 4 derived as follows

« a ç i^ (iV ) = j^ l+ |A r,ag JV ,)l- r|[2JV ,+0gJV ,)=+0gA r,)]l+

[frig A T .T + 2 rig ^ ,T + |rig A r.i+ i]+  

[(iV , +  N , )(rOg J V , ) 1 + 1 ] + + ^ J ) +  (JV. ■ N. )1

Clearly, c ^ c ita n c e  o f the circuitIT D (^0 is a lso O (# (lg ^ ]).

Table 4.2 shows all the expressions for the effective circuit capacitance for prefix 

circuits considered assuming the constant output c^>acitance assumption.

62



Table 4.2 Expression of the constant output capacitance.

Prefix C ircuit K cap^ fii)

Serial

Divide-and-Conquer

Brent-Kung | l + |A flgA r-ijtA f+ OgV)»+lgiv]}c.

LFu |-j^3gAf)*+IgAr)}cs£F* s | l + |v i g V - i ^ + ( l g A O *  + Ig v ] |c ,

Snir

Siuh-Lin |i+|Ar,(igÂ .)]-[fl2Ar. jy.rOĝ Jl-rOĝ ,

LYD
IgV, j - [̂ 1[27V,+OgAf.)"+lg V,lj+j^2n«Af.T 

[(^, +'V,(rigAf,l+|]+jK' + V,*)+(v,Afdjjc.

4.2. Step2 — Capacitance o f R esidual C ircuit

We have assumed that a node with &n-out ^ > 1, has a physical output capacitance given 

as Cq + (Æ -  lyC . However, the capacitances computed in Section 4.1 for various circuits 

is based on the assumption that the capacitance o f each node is Cg irrespective of the fan

out o f the node. We still need to account for the component (k  -  1)C for a node with fan

out k, t  > 1. To get this value, we introduce the concept o f the residual circuit. The 

residual circuit o f a prefix circuit is the circuit obtained by eliminating one o f the fan-outs 

from each operation node o f the given prefix circuit For example. Figure 4.13 shows the 

residual circuit o f the divide-and-conquer prefix circuit This residual circuit is the result 

o f removing one o f the fan-outs (i.e., the vertical fan-out) fix)m each operation node o f the 

circuit in Figure 4.12. We can compute the capacitance o f this residual circu it
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Rcap^QT), by assuming constant output c^iacitance (i.e., C ) for all operation nodes.

We then construct the residual circuit o f the cuirent residual circuit by removing one fan

out fiom  each operation node and compute its residual output c^iacitance. We continue 

accumulating the c£^>acitances after every reduction tmtil there are no more links to 

remove. Thus, the total effective circuit c£^)acitance o f the prefix circuit using the linear 

output capacitance assumption is given by

cap^  (A O  =  Kcap^ ( A O Q  +  Rcap^ ( A O C .

4,2.1. The S erial Prefix Circuit

The layout o f  the serial prefix circuit for N  inputs, with fan-out shown in solid

lines is illustrated in Figure 4.9. Each operation node has a fan-out o f exactly two. The 

residual circuit obtained after removing the vertical fan-out is shown in Figure 4.10. Each 

operation node, except the last one, has exactly one fan-out As shown in Figure 4.11, the 

residual circuit with N  inputs can be built fiom the residual circuit with # - l  inputs with 

the following recurrence relation;

R cap^Q f)  =  R c a p ^ iN  -1 ) + depth(JS{N -1 )) 1, with Rc<q)^(2) = 0 .

IJV-l IJ f  OUTPUT

Figure 4.9: The serial prefix circuit for N  inputs with fan-out 
shown in solid lines.
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N-2
N-\

IrAM X.N OUTPUT

Figure 4.10: The residual circuit of the serial prefix circuit, 
S(JV). shown in solid lines.

kvd

N-2
N-\

IJV-I \ N  OUTPUT

Figure 4.11: An illustration of the residual circuit of the 
5(Ar). built from S(AM).

Since depth{S(N — l)) = N  — 2 , solving this recurrence, we get

Rccqy^iN) = R cap^{N  -l)+ (JV ^-2 )

= -  2) + (AT -  3) + (AT -  2)

: -  iV + 2) + (iV̂  -  AT +1) + ... + (AT -  4) + (A  ̂-  3) + (AT -  2)

R c a p ^ il)  + (1) + ... + (A/^-4) + (A/^-3) + (AT-2)
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N - 2

i= o + Z1

_ j N - \ X N - 2 )
2

The size and depth o f the serial circuit are {N-l). Therefore, Rcap^{fT) can be written 

as,

2

_  (jsd -s)
2

Thus using the linear output capadtancc assumption, the effective capacitance for the 

serial prefix circuit is as follows.

or

where s  and d  are the size and depth o f the circuit, respectively. Both values are equal to 

N  —1. Hence, the serial prefix circuit has 0 ( ^  size, O(A0 depth, and O(A0^ effective 

circuit capacitance under the linear output capacitance assumption.

4,2,2. The Dhide-and-Conqucr Parallel Prefix Circuit

The layout o f the divide-and-conquer prefix circuit for N  inputs, DC{N) , with fan-outs 

shown in solid lines is illustrated in Figure 4.12. The operation node at level 

depth{^DC(^N/2)')has the maximum fan-out, which is (^ /2 -» -l). After removing the
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vertical fan-outs, the residual circuit is derived as shown in Figure 4.13. The operation 

node at level depthiDC^N/2y)Yas the maximum fan-out, which is i.N/2) .

Let N  = 2". Using the divide-and-conquer strategy, the residual circuit o f DC{N) 

w ith N  inputs can be computed from the circuit of N /2  inputs. Hence we can write the 

recurrences to compute the capacitance o f the residual circuit from the parallel prefix 

circuit DC{N) according to the principle illustrated in Figure 4.13 as follows;

= 2 iîcqp^(—) + — Ig— , with Rcap^{2) = Q.

N  MPUT—  +  1 — 2

I • V OUTPUTI : —  +  1 1 : — + 21 :  —

Figure 4.12: The divide-and-conquer prefix circuit, DC{N), 
with fan-outs shown in solid lines, derived from [LD94].

—  + I —  + 2

1 W OUTPUTI : —  + 1 1 : — +2I : —

Figure 4.13: The residual circuit of the divide-and-conquer 
prefix circuit, DC{N), shown in solid lines.
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Note that the first part o f Rccqj^iN) is the load capacitance o f  the two circuits 

w ith (^ /2 ) inputs ^^iule the second part is the cost o f merging cost o f  these two circuits. 

Solving the recurrence, we get

R c a p ^ m  = 2/ÎC iÇ ?^(y) + y l g y

= 2^ R c a p ^ i^ )  + 2‘ ̂ I g ^ + 2 “ ̂ I g ^

= 2"-‘ R c ^ ^ i ^ )  + 2 -^  ̂ I g ^ + ... + 2' ̂ I g ÿ + 2» ̂ I g ^

= 2"-‘ Rcap^Cl) + 2"-^2' lg2‘ + ... + 2*2"-^ lg2"'^ + 2“2""‘ lg 2 " '

= 2"-‘ (1) + 2"-* (2) + ... + 2"-‘ (/I -  2) + 2"-' (n -1 )
w-1

= 2 " - 'Z 'r>I

^  2» - '

2

= ^ ( a g J V ) " - i g A f )

=  o ( j V O g A O ’ )

We can also write the cs^citance o f the residual circuit as a fimction o f  size and depth as 

follows.

R c a p ^ ( m = ^ ^ t r f  - I g ^ )

- ^ i g J v + ^ C g A O ’  -4 4 4 4

=  y O g A O = - i ~ l g A f - | y ( l g A O '
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= s d  s  sd
2 2

sd  — s

Thus, using the linear output capacitance assumption, the effective capacitance for the 

divide-and-conquer prefix circuit is as follows.

or“ Ptf w  = {j(OgAO"+lgjv)|c, + |:^(agA r)' -lgAr)|c'

W  =  .

NMliere s = — Ig ^  and d  = IgJV.

To summarize, the divide-and-conquer prefix circuit has 0 ( ^ l g ^  size, O(lgA0 

depth, and 0 (iV (lg ^ ^ ) effective circuit capacitance under the linear output c^xacitance 

assumption.

4.23 The Brent-Kung Parallel Prefix Circuit

Let N  = 2". After removing the vertical ftm-out from the BK(N) circuit, the residual 

circuit o f BKÇN) for N  inputs can be computed from the circuit o f N /2  inputs, as 

shown in Figure 4.14. The recurrence relation fr>r this residual circuit is, however, not as 

straight forward as for the previous two circuits. The number o f the remaining fan-out o f 

a node at level i is the number o f the connection links to the node at level i+ l . Thus, the 

problem is reduced to the BK{N) circuit with being shifted up one level (i.e., the 

level is the
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o e o o
1 2  3 4

0 9 0 0
N-3 AT-2 AM Af MPUT

1 1 I 1

“4 tI)

» . . .  ^ > f

I l a  I J  1:4 lJsr-3 l:y-2 IJ\M IJV OUTPUT

Figura 4.14: The residual network of the Brent-Kung parallel 
prefix circuit, BK{N). divided into 3 parts.

(i+l)"* level). The process to compute the residual circuit is like the process to compute 

the circuit in Section 4.1.3. Similarly, the major problem is the last step where

output o f BKÇM/2) is combined with half o f the inputs as illustrated in part C  o f Figure 

4.14. To determine exactly the level o f each remaining fan-out o f a node in Part C, we 

construct a table (Table 4.3) for the residual circuit ofBÆ ^(^ corresponding to the 

residual circuit layout The table is divided into three parts. A, B, and C, corresponding to 

the residual circuit layout in Figure 4.14.

As in Section 4.1.3, the entries o f the form (x ,,i) in the table represent the fact that 

the node at level i has x, fan-outs. The first row  is divided into two parts — column 1

corresponds to part B, and column 2 corresponds to part C. Computation for residual 

network corresponding to part B is zero since, after shifting up, all nodes at level 1 are 

removed. Computation for part A can be achieved easily by observing that all operation 

nodes o f the residual circuit ofB K (N /2) are at one lower level, meaning that the level o f 

each node in the residual circuit o f BK(N/2) is the same as the level o f B K iN /2 )  circu it
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Let /jbe the number o f  nodes at level / in B K iN /2 ). Then, the residual network o f

depd^Nn.) deplh(NID
PartA = 2^//, = =  K ca p ^iN jT ). To compute the c^xicitance for part C, note

N
that part C has — —loperation nodes distributed at different levels o f the circuit. Let

c^jacitance o f part C be denoted as K{N).

Table 4.3: The residual circuit table for B K { N )

(1,1) (1,2)̂  (U ) ,4) ... i^ d e p th -l) {\,depth — Û

(1,2) (1,3) (1,4) d e p th - l)

( l,r )  ( l ,r  + l) ( l ,r  + 2)

(l,n —2) (l,/i —l) (Cn

Let row i o f column 2 in Table 4.3 be A^(iV/2*), where 0 ^ /< lg iV ^ -l and 

0 < t  < IgA  ̂—1. Each row represents the last level o f the residual circuit o f
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circuit, for 0 < ̂  < IgiV—1, after level adjustm ent For example, the first row 

(i.e., part C in Table 4.3) represents the last level o f the residual circuit o f circuit

(i.e., part C  in Figure 4.14). The second row represents the last level o f the residual 

circuit o f B K {N f 2) cixcmt (i.e., the subpart C o f part A in Figure 4.14). The relationship 

o f  each row in the table is as follow:

•  The first entry o f column 2 at row  / is generated fiom the entry at row 

(/+ /), located at Ts diagonal in column 1 as one operation node having the 

same circuit depth as (i+7)'s entry (see the line I  ). For example, the entry 

(l,/i —l) at row lgJV -2 is generated fiom the e n try (a t/2 " ,n -l)  at row 

IgJV —1. Then this new ou^u t entry at row i produces two entries at row 

(i-iy. one operation node having the same circuit depth as fs  entry and one 

operation node having one more circuit depth than the fs entry (see the 

arrow T). For example, the entry ( l ,n - l )  at rowlgA^ - 2  produces the

entry (l, n - l )  and the entry (l,n) at row Ig ^  -  3.

Therefore, in column 2, the first row, K (N ) (i.e., part C in Table 4.3), is derived from the 

second row, K {N /2) (see Figure 4.15) and can be written as follow.

AT(AO 1 + ^ 1 + 1  kj kz+l ... kff kf, +l 2" inputs

^ ( — ) ki k2  ... 2"-' inputsZ —1

Figure 4.15: Part C, the distribution of N /2  — 1 nodes.
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4 ‘ 7 -‘

= 1 + 2 (t, + ̂ 2 +  ... 4--------)+ (—----1)
T"' 4

= 2 ^ ( y ) + f

N
4

From Section 4.1.3, we know that

K iN ) = - N l g N - — + l,a n d  
4 4

K c a p ^ m = ] ^ + ^ N \g N ^ - ^ ] ^ N + ( ^ % N f  + lg ^ ].

Thus, R ca p ^{N ) , > ^ c h  is the residual circuit, can be written as follows: 

R a t ,^ ( tO  = K a v ^ ( ^ )  + 2 K ( .^ ) + ^

= [ l + | f  I g f ) - | [ 2  Y + ( l g y ) ^ + l g y ) + 2 [ | |^ l g | . - | . : | . + l j  

= (1 + 2)+ [ ( | + | ) y l g y )  -  j ( a g Y ) ’] - [ i l g  y ]  - ( ( f + * ) f + y )

=  3 . 3 ( f . g f ) - i [ 0 g f ) = ] - i ( . g f ) - f

with gives the effective capacitance as:

cqp^CAT) = |l+ |A ^lgA T -i[2JV + 0gJV )" + lg Jv ]]c . +

{ { l  + f l g y ) - j ( 3 iV + 0 g ^ ) =  + l g y ] | c
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The effective circuit capacitance under linear output c^)acitance assumption o f  the Brent- 

Kung prefix circuit is 0(AT IgiNO -

4^ .4 The Ladner-Fisher Parallel Prefix Circuit

As described in Section 4.1.4 that the effective capacitance o f the family o f  the 

prefix circuit is bounded by the divide-and-conquer prefix circuit and the Brent-Kung 

prefix circuit. Thus, the circuit's effective cq)acitance is such that

|(^ )((ig A O ’ +lgJv)}co + {(^)(OgW )= -lg A f) |c ' s c < ? > „ (A r)s |i+ |iv ig A r-  

i[2A f + (Ig AO' + Ig A fjJc, + { 3 (' + 7 > g y ]  -  |( 3 A f + O g y ) ' + I g y j j c  .

4.2.5 The Snir Parallel Prefix Circuit and The Shih-Lin Parallel Prefix Circuit

As in Chapter 2, the and parallel prefix circuit are composed o f  two parts

which are the compressed layered prefix circuit, C R^N i), and the serial prefix circuit 

S (N 2 ) ,  where N  = + N 2  — I (see Figure 4.16). Note that only the residual circuit is

computed here. Therefore, the capacitance o f the residual circuit is given by 

R cap^iN ^  = R cap^iP artï) + Rcap^(^Part2)

We can use the formula fiom  the Brent-Kung parallel prefix circuit in Section 4.2.3 to 

compute Rccqj^{Partl) . Thus,

Rcap^CPartt) = +  ̂ I g ^ j  -  + ( I g ^ ) ' +  I g ^ ] .
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Part 1

r  2

Part 2

AT,-! AT, i^,+l Â i+AT̂ l INPUT

CR(N,)

S ( N , )

1 1:2
I 1 " . . .  I
1:AT: IJV.+l 1: AT,+Afi-1 OUTPUT

Figure 4.16: The iS2V^(^, and SL{N) prefix circuits.

The R cap^iP artl)  (i.e., the serial circuit) can be computed by starting at the level o f the

last output o f Part 1 i ^ c h  is [igA^,]. Since there are -1  operations, and the circuit

depth is also - 1 ,  the Rcap^{Part2) is given by:

Af,-2

R cap^iP artl)  = j(T lg A ^ ,l+ 0
i»0

AT,- 2  AT,-2

= Z *I'kO iaO

= rtgA T ,l(# :-2  + l) + ~ ~

=rigAf,lCAf, + -3AT, +2)

The effective c^>acitance under linear output capacitance assumption is 

= Kc(q}^iN) + R cap^iN )

c<ç.^(AT) = |l+ |A r ,(lg A T ,)j-  [i[2Af, +(lgAfy+(lgAr,)]

[A^,rqgAf,)1-rogy,)1+|^^^'~^ j  K .+
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' « f

ĵ rigAT.K î -l)+ i{A T | -3AT, + 2 )j|c '

This implies that the S N (N )  and 5Z(iV) prefix circuit take 0(ArflgiV '̂[) to compute linear 

csqjacitance.

4.2.6 The LYD P arallel Prefix C ircuit

The LYD parallel prefix circuit, LYD{N) , is composed o f four parts v4iich are the 

layered prefix circuit, CR{N^), Q {N j), S iN ^), mà.S{N^), where 

N  = N̂ ■\■N■2^+N■^+N^ (see Figure 4.17). Therefore, the residual circuit is computed by 

summing the c^)acitance o f the residual circuit fiom these four parts. The c^iacitance o f 

Part 1 can be computed by using the formula fiom the Brent-Kung parallel prefix circuit 

described in Section 4.2.3. The c£^>acitance o f Parts 2, 3 and 4 can be computed by 

starting at the level o f the last output o f the first part, second part and the third part, 

respectively.

P a rt 1 represents the circuit C/2(AT| ) . Thus the capacitance o f Part 1 is equal to

P a rt 2 represents the circuit Q iN j) . For level i = l to  r, level / has (r — i + 1) operation 

nodes.

Rcap^{Part2) = Rcap^(^A) + Rcap^{JS) + Rcap^iÇormectionCircuit'), where
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Part 4P a r t i P a r tsPart 2

. 7V4 INPUT

level

1:

Figure 4.17: The structure of L Y D (N ) , derived from [LD94],

Rcap^^A) = + 2 / - f - 1 )
i~ 2

= t ^ i  + 2 ^ i  -  2 * ^  “  2 ^  ~ 2 '
tm 2  i»2 <<b2 ("2 f"2

O

Rctgj^(.S) = ̂ lgN i]+ [leN i'] .

Rcap(ConnectionCircuit)=^\t^[\gNi'\+t^ f].

Hence,

Rc<q>^iPart2) = ~  + ̂ \t^  + fT lg ^ ,l+ fD g ^ ill+ D g ^ il-y ^
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Since f =rigA^J,

« « ç ,^ (P a « 2 ) = |r ig A r,]+ rig A rJ

P art 3 represents the circuit S(_N  ̂) .  R ct^^iP artS )  is given by

Rcap^iPart3) = ^ (T W ^ il+ O  
1=1
W, Af,

= Z r :8 A f ,l+ 2 '
(-1 i=I

= A f , r i g A f , i + H i ^

= & (2 rig A r,1 + A '.+ i)

P a rt 4 represents the circuit S{N ^'). Rcap^iPartA) is given by 

Rcap^iPartA)= ' ^ i  + N^(^lgN^']+N 3 +l)
»=i

2
r2

= ^  -  ̂  + iV ,̂rig AT, 1+ JV.iV, + 1 

Thus the effective capacitance o f LYD{N) circuit is given by

= | [ l  + 1JV, IgAT,] -  [i[2A f, +(lgA ry + IgAfjj +

[(Afj + JV. ( f ig  Af, 1 + 1 ] + i(iV | + AfJ )+  (iV, • N . )j Jc ,
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+ + O g f-)‘ + l g ^ ]  +

[frigA r.l+ rigA r.T  + 0 ^ ^ +

[^^(2rigA r.l+A f, + l) + ^ * N .[ le f f , '] + N ,N ,

Again, the effective capacitance under linear output «^xacitance o f ihsLYDiN) circuit is 

o(A rrig#D .

4.3. Com parison

Table 4.4 provides a comparison o f the effective circuit c^iacitance of the different prefix 

circuits considered here. The serial prefix circuit has the largest effective circuit 

capacitance, 0 ( ^ ^ ) . All parallel prefix circuits have 0 ( iV lg ^  effective circuit 

capacitance, except the divide-and-conquer prefix circuit and LFq prefix circuit vdiose 

values are 0 (^(lgJV )^).
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Table 4.4: The effective circuit capacitance of prefix circuits.

Prefix Circuit c a p ^ N )

Serial

Divide-and-Conquer +l8Af)|c, +|y0gJV): -lgAf)|c

Brent-Kung +(lgyV)» + lg ^ ] |c . + |3(^|+ |;|g:^j-i^3Af+(lg|^)' ^lgy)}c-

LFk
{ ^ A O '+ lg JV ^ + { ^ W )* -lg A r^ -  SIF. S {l+jATlgiV-lfuV+OgW)^ +lgJvj|c. +

Snir
{[l+|w.(lg^.)]-[|{2W. +Wf,)' +%N,)l]+ |^Ar,r08W,)l-r(lgAf,)l+^^^^^j|c. + 

|[^3(l + i ^ l g i ^ j - ^ 3 y ,  + O g ^):+ ,g :!^ j]+  -3W, +2)]jc'

Shih-Lin
{[i+|y,(igAf,)]-[ipjif, *OtN,Ÿ +(igjv,)l]+ l^v.rag Ar.)l-f(lgAf.)l+^^!^ÿî^j|c. + 

|[3(l + ̂ l g ^ ) - i [ 3 y ,  + ( lg ^ ) ' + <g '^]]+  [rig^^.lJV,-0 + 1 #  -3AT, +2)j}c-

LYD

|[i+|iv,igjv.]-[|{2/f, +(igAf,)'+igjv.i]+|^i^^.2rigiv.-r+4MJ+,j+ 

+ Af.](rigAf.l+|]+j(iv̂ + +

ĵ - (̂2flgA ,̂l+Af,+l)+-̂ +Af,ng îl+ ĵ'̂ * +1—̂ j j c
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CHAPTERS

POWER-SPEED TRADE-OFF IN  PREFIX CIRCUITS

In C h u ter 4, the power modeling for prefix circuits was proposed. One way to validate 

the model is to use simulation. This Chapter deals with the circuit sim ulatio n s  we 

conducted to investigate the prefix circuits’ behavior to match with the prediction o f our 

linear output capacitance assumption. These simulations allow the circuit designers to 

choose the best prefix circuit for a particular application. The degrees o f ficedom studied 

include different prefix circuit designs and voltage scaling. Voltage scaling is used 

because power consumption is a quadratic fimction o f  the voltage.

For purpose o f investigating the linear ouQmt capacitance assumption, we 

implemented XOR gates under various prefix circuits at fixed supply voltage using 

PSpice. The power consumption of these circuits was measured and then compared with 

the estimated power consumption using the linear output c^acitance assumption. After 

observing the behavior o f power consuifiption o f these prefix circuits, simulation was 

extended to study the effect o f voltage reduction on power consumption. The 64-bit XOR 

gates implemented w ith different prefix circuits were simulated starting at power supply 

voltage 2.8 V and then scaling down to 1.4V. The range for the supply voltage is based 

on current technology and market trends [RCNOl]. The possible decrease in power 

consumption under different circuit constraints has also been investigated to see vh ich  

circuit will be more appropriate for a desired throughput
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5.1 Prefix Circuits at Fixed Voltage

In this section, we present simulation results for the 8-bit, 16-bit, 32-bit, and 64-bit XOR 

gates o f seven prefix circuits (ZXT(V), BK{N)y LF^{N), SNQf),

LYD{N) ). Simulations were first carried out using PSpice at a power supply voltage o f 

2.8V to investigate the effect o f various prefix circuits on the circuit power consumption. 

The simulation results for 32-bit XOR with different prefix circuits using the worst case 

input for serial prefix circuit (i.e., the first input is equal to 0 and the other inputs are 

0 -^ 1 .) , is shown in Figure 5.1. The result in Figure 5.2 is calculated from the formula 

P{normalized) = ccqj^iN)Vo[yf/{C f ) .  Commensurate with our model analysis in

Chapter 4, amongst all the prefix circuits, the serial prefix circuit consumes the maximum 

power due to the longest ripple (the m axim um  number o f switching); power consumption 

is much larger compared to other circuits. Amongst the rem aining circuits, results 

obtained from simulations (Figure 5.1) and the theoretical model (Figure 5.2) show that 

the divide-and-conquer prefix circuit consumes the most power, followed by the LF^ and 

the LYD prefix circuits.

Figure 5.1: Power consumption of the 32-bit XOR FIgureSj: Estimated power consumption of prefix
parallel prefix circuits, obtained through PSpice circuits when N  = 32 bits.
simulation.
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Comparing Figures 5.1 and 5.2, we find that our estimated values have the same 

distribution as the values obtained by simulation. There is, however, one discrepancy — 

the power consumption value o f the serial circuit to  the other parallel prefix circuits 

according to the model estim ate is much greater t h a n  sim ulation results. This m ay be due 

to the fact that we did not consider static power consumption in our estimation, which 

depends on the gate technology and circuit size. The size o f parallel prefix circuits is 

almost two times as large as that o f the serial circuit. Thus, in simulation, the static power 

consumption component is more pronounced for parallel prefix circuits th a n  for the serial 

circuit. This reduces the power consunqxtion ratio between serial and parallel prefix 

circuits in simulation. Figures 5.3(a) and 5.3(b) plot the simulation result and a  modified 

estimation by adding static power consumption component to the original estimation. We 

see that the simulation result in this case corroborate with the estimated values for 

parallel prefix circuits.

MC • *  a .  LYD OC m  IFI 

PMxClmit

(a) Simulation result (b) Estimated result

Figure5.3: Comparison t>etween simulation results and modified estimation results for N  = 32  
bit The modified estimation enhances the original estimation by including a component of power 
proportionally to circuit size.
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The simulation and theoretical results for the 8-bit, 16-bit, 32-bit and 64-bit XOR 

parallel prefix circuits w ith different designs are shown in Figures 5.4 and 5.5, 

respectively. Amongst the parallel prefix circuits, the divide-and-conquer prefix circuit 

consumes the most power, followed by the LF  ̂ prefix circuit and the LYD prefix circuit.

The Shih-Lin and the Snir prefix circuits’ power consumption is sim ilar to the power 

consumption o f the Brent-Kung prefix circuit Comparing the simulation result (Figure

5.4) with the theoretical results (Figures 5.5), it is easily seen that the linear output 

capacitance assumption could be used reliably to predict power consumption o f prefix 

circuits.

OS-

Figure 5,4: Power consumption of the XOR 
parallel prefix circuits at fixed voltage, obtained 
through Pspice simulation.

LYDOCimIF1

Flgure5.5: Estimated power consumption of 
parallel prefix circuits with fixed voltage.

5.2 E ffects o f V oltage Scaling on Prefix C ircuits

To study the effect o f voltage scaling on power consumption, while aiming at circuit 

design for reduction on delay, the follo wing experiment was conducted. The 64-bit XOR 

gate under seven parallel prefix circuit implementations (divide-and-conquer, Brent-
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Kung, LFq, LFi, Snir, Shih-Lin, and LYD) introduced in Cluq>ter 2, were carefully 

simulated to measure the power consumption and the circuit delay under supply voltage 

ranging from 2.8V to 1.4V [RCNOl] to see the efifect o f speed on low power 

consumption under different circuit constraints.

Before presenting the results o f simulation studies, an overview o f the effects o f 

scaling on supply voltage is given. As noted in Chapter 3, the average power 

consumption in a  CMOS module can be written as follows:

P sw itch m g  • (5.1)

U

u  ■

U 2A

Figure 5.6: Plot of supply voltage vs. normalized delay [CB95].

This equation indicates that the most effective way to reduce power consumption is by 

operating the circuit at a lower 1 ^ ,  allowing a quadratic reduction in power. However, 

as seen from Figure 5.6, as decreases, the circuit delay generally increases. Hence, 

the system throughput reduces. The relationship between circuit delay, 7^, and supply
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voltage, , is modeled as follow [Mac96]

C VT  —_______t- PP_____  fc
" k(WfLWoo~V,y  ̂ ^

where C^is the gate capacitance, V, is the threshold voltage, k  is the technology- 

dependent parameter, and W  and L are the channel width and length o f the transistors, 

respectively. According to Eq. 5.2, increases as approaches V, . A sharp increase

in delay can be observed if  < IV, [RCNOl].

Thus AAiiere on one hand lowering power siq>ply reduces the power consumption, on 

the other, it reduces the throughput. Looking closely at Eq. 5.1 and Eq. 5.2, we observe 

that though power consumption decreases quadratically with decrease in power supply, it 

only increases the time-delay inversely with the power reduction. Therefore, a  commonly 

used technique to reduce power consunq>tion without loss in throughput is to introduce 

parallelism [CB95]. Using parallelism will reduce the time-delay relative to the effective 

degree o f parallelism. Hence we can use lower supply voltage proportionally (according 

to Figure 5.6) to maintain the same level o f throughput with overall lower power 

consumption. Unfortunately, introduction o f parallelism increases the number o f 

computation nodes in many circuits, ^ ^ c h , in turn, increases the power consmnption. 

Because o f the size-depth trade-off characteristic o f the prefix circuits (C hu ter 2), we 

can take advantage o f parallelism only to the extent that parallelism reduces circuit depth.

Theoretical Results

Figures 5.7, 5.8, and 5.9 give estimated delay, power consumption, and power-delay
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Figure 5.7: Estimated delay of parallel prefix 
circuits when /V=64.

LYD
DCLFDIF1

■BO

ZO 22  24
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Figure 5.8: Estimated power consumption of 
parallel prefix circuits wtien Â =64.

SupMrVWigim

Figure 5.9: Estimated power-delay product of 
parallel prefix circuits wtien Â =64.
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product for the 64-bit parallel prefix circuits obtained from the theoretical model. 

Figures.? shows the result obtained by assuming the circuits’ delay to be proportional to 

the circuits’ depth and z^plying the normalized delay from Figure 5.6 in order to take the 

effect o f the supply voltage on the delay. The estimated power consumptions for the 

circuit considered are shown in Figure 5.8. The divide-and-conquer circuit that has the 

shortest depth and largest size consumes the maximum power. The Brent-Kung prefix 

circuit has the highest power-delay product ^ lile  the divide-and-conquer prefix circuit 

and the LFq prefix circuits have the power-delay product lower than that o f the Brent- 

K ur^ prefix circuit, the Snir prefix circuit, the Shih-Lin prefix circuit and the LYD prefix 

circuit.

Table 5.1 shows the estimated power consumption o f the different prefix circuits at 

fixed and reduced supply voltage when ^  = 64. The power is estimated using the 

formula o f Eq. 4.1, P = c a p ^ { N ) V ^ f ,  where cap^{N )  is the effective circuit

capacitance. For this study we used Q  =0.9 and C =0.3[Sm i97]. When the siq>ply

voltage is fixed at 2.8V, the serial prefix circuit consumes more power than any other 

circuit.

To lower power consumption by reducing the supply voltage, let us assume a fixed 

acceptable delay. Further, assume that time-delay is proportional to depth and that a delay 

proportional to a depth o f 10 with = 2.8 volts is acceptable. Thus the voltage o f the 

Brent-Kung and Snir circuits cannot be lowered, and the delay o f the serial circuits is not 

acceptable. The supply voltages o f the other five prefix circuits can be dropped from 

2.8V and still achieve the acceptable delay. For example, because the delay for the
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divide-and-conquer prefix circuit is proportional to 6 at 2.8V, the voltage can be dropped 

firom 2.8V to 1.48V to obtain a time-delay proportional to a  depth o f 10. The operating  

firequency can be decreased by a &ctor o f 0.6. Thus the normalized power consumption 

o f the divide-and-conquer prefix circuit is:

Pinormalized) = c a p ^ m V L f  =  (2,496C Xl 4 8 X (0 .6 /)/(C /) *  3,280.

Table 5.1: Estimated power consumption Iwsed on Eq. 4.1 tor various prefix circuits fbr#=64.

Prefix Circuit Depth cqp^ 64) Power
(normalized)

NewPower
(normalized)

V »-2.«V ■ I te r r r f r in  V »

Serial 63 2016C„+1953C’ 62,728

Divide-and-Conquer 6 672Co +480C’ 19,569 3,280
VodS 1.48V

Brent-Kung 10 492Q  +372C’ 14,488 14,488
Vno = 2.8V

LFo 6 625Co+457C‘ 18,283 3,065
Voo= 1.48V

LFx 7 527Co +390C 15,453 3,987
Vnu=1.7V

Snir ID 487Co +371C 14,363 14,363
Voo=Z8V

Shih-Lin 9 487Co +370C 14,355 9,491
Vdo=2.4V

LYD 8 528Co + 4 I0C 15,633 6,381
Vdo=2V

After scaling the supply voltage, there is a power improvement in the circuits having 

depth shorter than 10. Among these circuits, the £Fo prefix circuit has a major reduction 

in power due to  its shortest dq>th.

Simulation Results

Figures 5.10, 5.11, and 5.12 give delay, power consumption, and power-delay product for
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Figure 5.10: Delay of the 64-bit XOR parallel prefix 
circuits, obtained through PSpice simulation.

4.S-

Figure 5.11: Power consumption of the 64-bit 
XOR parallel prefix circuits, obtained through 
PSpice simulation.

LYD
DCIfO
151

Figure 5.12: Power-delay product of the 64-t)it 
XOR parallel prefix circuits, otitained through 
PSpice simulation.
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the 64-bit XOR parallel prefix circuits obtained through PSpice simulation over random 

inputs. As expected, amongst the parallel prefix circuits considered, the divide-and- 

conquer prefix circuit consumes the most power. Also, though the delay o f the divide- 

and-conquer prefix circuit is the least for some values o f the voltage supply, it is not so 

for lower voltages. This may be due to its very high fan-out compared to others ( 0 ( i ^  

vs. O (lgi\0)* As the supply voltage is reduced, power consumption is also reduced. 

Comparing the model predictions (Figures 5.8) to simulation result (Figures 5.11), it was 

found that the use of the linear ouq>ut c£q>acitance assumption gives similar results as 

PSpice simulation.

From the point o f view o f the power-delay product metric, the LYD prefix circuit is 

found to be the best across the entire voltage scaling. This means that the circuit provides 

the best trade-off between power and delay. Another result o f simulation studies shows 

that the power-delay product o f the divide-and-conquer prefix circuit is the highest, 

followed by that o f the LFo prefix circu it This is at variance with our model prediction 

and may be due to the fact that these circuits have a very high fan-out (see Table 2.1 for 

fan-out). In our model, we do not take into account the effect o f fan-out on the delay.

Also according to the simulation, with voltage-scaling technique, the LYD prefix 

circuit has the least power consumption compared to other circuits. For example, let us 

assume the maximum acceptable delay is 6.4 ps. From Figures 5.10 and 5.11, to achieve 

this time-delay, the supply voltage o f the divide-and-conquer, LFq, LFu Shih-Lin, and 

LYD prefix circuits can be 1.8V, 1.78V, 1.78V, 2V, and 1.8V, respectively. Therefore, 

the power consumption o f the divide-and-conquer, LFo, LFu Shih-Lin, and LYD prefix 

circuits is 2.25, 1.94, 1.59, 1.64, and 1.44 W, respectively. This shows that power
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reduction o f about 1.6 times can be obtained without speed loss by using the LYD prefix 

circuit compared with using the divide-and-conquer prefix circuit by using ^)propriately 

chosen supply voltage.

5.3 Sum m ary

This chapter presented a comparative study o f different parallel prefix circuits firom the 

point o f view o f power-speed trade-off. The power consumption and the power-delay 

product o f seven parallel prefix circuits were compared. We have shown that the use o f 

the linear output capacitance assumption provides results that are consistent w ith those 

obtained by using PSpice simulation. The model enables us to understand the power 

consumption behavior o f prefix circuits, and to pick the suitable prefix circuit for the 

acceptable power consumption and/or time-delay. We have also shown that parallelism at 

a  certain level coupled with the use o f  low supply voltage can be used to reduce the 

power consumption in the prefix circuit without throug^ut loss. Our analysis, combined 

with PSpice simulations, shows that amongst the parallel prefix circuits the divide-and- 

conquer prefix circuit consumes the m ost power in spite o f having the shortest depth and 

the highest parallelism. Also according to PSpice simulation, the trade-off between power 

and delay o f the LYD prefix circuit seems to the best o f all the circuits considered.

The main discrepancy between the model and the simulation result is the power-delay 

product metric. This may be due to the fact that the fan-out o f the divide-and-conquer 

prefix circuit and the LFq prefix circuit is very high as compared to other prefix circuits.

In this analysis, we have assumed that the delay is uniquely determined by the depth o f 

the circuit. The results o f the simulation o f the divide-and-conquer prefix circuit in
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particular indicate that large fan-out in addition to contributing to larger power 

consumption may also indirectly affect the time-delay. Modeling this interaction between 

high fan-out and time-delay is an interesting problem.
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CHAPTER 6

ADDITION CIRCUITS

In this ch u te r we study the ^plication  o f prefix circuits in adders and look at the power 

consumption characteristics when different prefix circuits are used. An addition o f two 

binary numbers is o f great interest to digital designers since it is the most commonly used 

operation in many other operations (e.g., counting, multiplication, division, etc.). Many 

researchers have investigated the various implementations o f adder circuits. Examples are 

[BDOl, BLOl, FBOl, FLOO, LinSl]. For a general introduction refer to [HP90, Hwa79, 

Kor93, Omo94]. There are a number o f ways o f  formulating the process o f binary 

additiorL Each way provides different insight and thus suggests different implementation. 

Although each implementation is available to serve different requirements, the focus o f 

various implementations is on the calculation o f all carry bits quickly, since the key to 

fast addition is the fast calculation of all the carries. In one o f these implementations, the 

addition o f two binary numbers is expressed as a prefix problem by transforming the 

computation o f all carry bits to prefix computation. The adder using this technique is 

called a prefix adder.

Prefix adder has been addressed in various papers. For example, [JS95] investigated 

32-bit Ladner-Fischer prefix adder on speed and area. [AD98] introduced a new irregular 

parallel prefix adder. [BLOl, ZSOl] introduce an algorithm to construct low area-delay 

product parallel prefix adders. A similar study [KnoOl] explored space used and speed o f

94



two parallel prefix adder designs. Previous work on low power adder can be found in  

many studies. By using the same CMOS technology, [Cal96, NI096] compared power 

consumption o f various adder architectures (i.e., ripple carry adder, carry look-ahead 

adder (CLA), etc.). [KBL95] studied different technologies (i.e., full static CMOS, 

complementary pass-transistor logic, double pass-transistor logic, etc.) with a  given adder 

architecture for low-power adder desigiL Besides considering different technologies and 

adder architectures, another £^)ptoach employs transistor sizing for a  low power full adder 

design [BAWOO, RadOl]. Although we will measure power consumption o f the various 

implementations of adders, our objective is different fiom  theirs. In our study, we 

concentrate on investigating and comparing power consumption o f prefix adder based on 

Brent’s algorithm [Bre70], using some o f the prefix circuits from Chapter 2, w ith 

different sizes. Brent’s algorithm transforms the cany computations to a prefix problem 

and hence is an ideal candidate for studying prefix circuits.

In the following, the basics o f an adder are given in detail. Then, the method o f 

implementing a fast parallel prefix addition based on the Brent’s algorithm [Bre70, 

LD90] is explored and details o f how the computation o f all carry bits is transformed into 

the prefix computation are given.

6.1 Adder: Theory

A circuit for adding two binary digits and a carry-bit is called a fuU-adder (FA). Figure

6.1 shows the block diagram o f the fiill-adder. The FA adder circuit takes x , y , and z  as 

inputs and produces sand cas outputs. Table 6.1 is the truth table for the full adder. 

When all input bits are 0, both the outputs are 0. When an odd number o f inputs equals 1,
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the f  output will be 1. The c output has a value o f 1 i f  two or three inputs equal 1. 

Following is a possible set o f algebraic expressions for the two output variables derived 

from the K-mq) (Figure 6.2)

Figure 6.1 : The Block diagram of the full-adder circuit

Table 6.1: Adder truth table.

inputs Outputs

X y z c s

0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 1 1

A.

- - - - - - - - - - - Y - - - - - - - -
z

s = X® y ®  z c = ( x  A  V ( x  ©  ^ )  A  r

Figure 6.2: The K-Maps for the full-adder circuit
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I  (6 .1
C = (x A >') V (x®  >̂ ) A Z 

where ® , v ,  and a are logical excIusive-OR, (inclusive) OR, and AND operations, 

respectively. Note that the output c can be expressed in any one o f the following forms:

•  c = (x A y) V (x V 6) A z ,

•  c = ( x A y ) v ( x A z ) v ( y A z ) ,  and

•  c = (x V y) A ((x A y) V z ) .

One addition circuit o f JV^bit integers is the chain o f  N  full-adders as shown in Figure

6.3. Let a = a^ati.x-.jaja^^ b = bffbf,_y..Jbjby,aDA s = be W^bit integers. Let s  be

the sum o f a  and b. We sum the binary bits from right to left, propagating any carry frx>m 

FA< to FAff/, for 1 ̂  ^  (see Figure 6.3). In the i* FA, we take as inputs bits a, and 

fr. and the carry-in bitc,_, to produce the sum bit s, and the carry-out bit c , . The carry-out 

bit Cf from the i*FA  is the carry-in bit into the (/ +1)" FA. Since there is no carry-in for 

position 0, we assume that Cg = 0 . The carry-out is the sum bitz^+,. Therefore, in 

general, for 1 < i < AT,

,=a ,®6,®c,_ ,  1
■ = (a  ̂A A, ) V (a, ® A, ) A c,_, J

=

c,

where c„ = 0. This circuit is called the ripple-carry adder. Each full-adder takes three

stages and five logical elements (Figure 6.4). For the chain o f N  full-adders, 5 ^  -  3 logic 

elements and 2 N  -1  stages are needed to compute the o u ^u t s. Hence, the circuit has 

O(A0 size and 0(A ^ time. As seen in (6.1.2), to compute the sum bits, z, (1 < / < A'̂  in

parallel, we need the carry bit c, ( l< i< N ).  Therefore, the faster the carry bit c, is
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known, the faster the addition circuit is. In other words, the key to parallel addition is 

parallelizing the computation o f all the carry bits.

Figure 6.3: A chain of N  full-adders.

1

1

'/-I

0

T Ta, b, ' i - l

Sf = a, 0 6 , 0  c,_,

a, 6 ,

c , = ( a ,  a 6 , ) v ( a , 0 6 , ) AC,_,

Figure 6.4: A full-adder circuit

98



6.2 Parallel A ddition

Let a  = a^ay_,..^2a ,, and b=bftbf,_y..h2 b̂  be two integers to be added. Let 

s  = (a+ 6 )m o d 2 ^ , where s = Sff...J jJ , . Therefore,

where

and

Co =0,
c, = A  A(g, vc,_,).
P i  = « ,  

g , =a^ a 6,.

(6.2 .1)

for ( l< /<  AO-The carry bit c,is the cany from the i* b it position, p, \ s  a  carry 

propagate condition, and g, is a  carry generate condition. As discussed before, we need 

the carry bit c,_i (1 < i < AO for computing the sum bit . By distributing the propagate 

b itp ,and  the generate b itg , to c, = A (g , vc,_,) in (6.2.1), we obtain

c, = P , A g ,

Cz = P z  A (g z  V (p , A g ,) )

>  (6 .2 .2)

c, =  A  A (g , V (p,_, A (g,_, V ... V (p , A g , )...))) .

The implementation o f the fast addition is carried out in three stages: the 

preprocessing stage, the carry computation stage and the postprocessing stage (see Figure

6.5). The preprocessing stage computes the carry propagate bit p,and the carry generate 

bit g, in parallel in just one unit step (that is p ,=a , s / b ,  andgy = a, A&,; for \ < i < N ) .  

In the carry computation stage, the calculation o f all carry bits is converted into the prefix 

circuit problem, which is discussed later in this section. The inputs of the prefix circuit
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for carry calculation are the carry propagate bits and the carry generate bits fiom  the 

preprocessing stage. Once all the carry bits are known, the postprocessing stage produces 

the sum bits in two steps (that is = a , 0 c , _ , ;  for l < i < N ) .  The tim e in

preprocessing and postprocessing stages is negligible compared to the computation time 

o f the carry. As a  result, computing all carry bits quickly is the key to high-speed 

addition. Therefore, we will concentrate on the carry computation for the rest o f  this 

cluqjter.

Input bits

r

Preprocessing Stage

Carry ger 
Carry pro

erate bits 
aagate bits

Car

1

y bits 

r

1 r
Sum bits

Figure 6.5: Three stages of the implementation of the fast adder.
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6.2.1 Binary Addition as a Prefix Problem

Brent [Bre70] has presented the upper bound on the computation o f the carry for the 

parallel addition o f two iV^bit integers. The following discussions are derived from 

[Bre70, LD90]. Let 7^ (TV) be the time required to add two TV-bit binary numbers. Then 

from the above discussion

rx(TV) =  z ; . ( T V - i ) + 3 .

Carry Computation

A schematic d ig ram  o f the Brent’s algorithm for computing Cf, is given in Figure 6.7. 

To expedite the carry computation, Brent uses the following strategy to compute Cff ;

•  Compute all p , (p , = o , and g, (g , =  a, a b, ).

•  Partition all p^ and g, into r groiq)s; each groiq* has q members, ^ e r e  N  = rq (see 

Figure 6 .6 ).

P\ —P» Pt*l—P11 P2f.I—Ps»
S i—S^ f t

2q (p-l)q pq

Figure 6.6: The partition of all p,and g , into r  groups with q members each.

•  Brent’s algorithm to express the carry calculation is as follow.

Let r ^  lan dg  > Ibe integers such that N  = rq.

Let a . . . a P ( , _ „ , , . , ,
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A  A , A  =

and

A  P iq  ^  • • • ( P ( / - I ) q * l  ^ (< -1 )^ + 1  ) * " )  »

P ] =  A  ^  A  .

f», andgAf=l^^,...,JV p , , i =  1 ,2 ^ ,..., AT

Pi , i=  I A 3 . - - ,  r

'N

Figure 6.7: A parallel scheme for computing the carry, derived from [LD90].
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then, by associativity, commutativity, and distributivity,

Cff =

During the time the value o f Cf, is obtained, all otherc, ’s are also obtained. Note that Pg 

is the product o f carry propagates o f group /, D, is prefix circuit (i.e., P,̂  ̂ : and £ , is

the carry out o f block / ( 1  < i < r  ). The upper bound on the confutation time o f the last 

carry bit, T ^N ) , is given by

TXN)  < 1 +  f lg r ] + max{7^(^),flg^'j+ PrefixComputaionTime}.

As can be seen fiom  Figure 6.7, the running time o f the algorithm depends on the 

number o f blocks, the block size, and the choice o f the prefix circuit The detailed proof 

is given in [LD90].

The following example illustrates these quantities. Let N  = There are four possible 

choices to partition all p^and gg :

• r  = 1 and q =  8

•  r  = 2  and q = A

•  r  = 4 and g = 2

• r  = 8  and g =  1

C asel: r  = 1 and g = 8 .

Then,

F \ = P t ^ P i  ^ P i ^ P s ' ^ P é ^ P i  '^Pi  ^Pi  

D , = l
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^  A ( ^ 7  ^ i g i  v ( P j  a ( ^ j  V (p ^  A (g ^  V (P 3  a ( ^ 3  V ( p j  A 0 ? j V  (/>, A g i ) ) .„ )

f | = D, A E,

=  Ps A (^ , V(>7 A (gy V ( / 7« A (gg vCPs A (^5 v(/J^  A (g^ v (^ 3  a ( ^ j  v ( / 7j  A (g ; v ( / 7, A ^ ,) .„ )

Then,

<̂  = /^ = E,

All other c,-, for 1 < / < 7 , are also available when c, is completed.

<h=Pl A (g ?  v ( /)g  A (g g  v ( P ;  A ( g ;  v ( p ^  A (g^ v(/>3 a ( ^ j  v ( /> j A ( g j  V (/», A g ,) ...)

<?6 =  A  A (g* V (/»5 A ( g ;  V (p «  A (g^ V (P j A (g j V (/>j A (g^  V ( p ,  A  g ,  ) ...)

Cs =  A  A (gs V CP^ A ( g 4 V CPj A (g3 V ( P j  A (g j  V (p , A g ,) .„ )

C4 =  P 4 A ( g 4 V (P3 A (g3 V (/?2 A (g2 V (/>, A g ,) ...)

C, =  P3 A (g 3 v ( /> 3  A (g2  v O ,  A g ,) ) ))

<=2 = P 2  A (g2 v O ,  A g ,) )

C, = P i A g ,

Note that Case 1 isju st a  serial computation o f c,, Cg,..., and c , .

Case 2 : r = 2 and q = 4 .

Then,

E, = P 4 AP3 AP2 A p ,. Pl^Pt^PT ^ P i ^ Ps

D  ̂ = / j ,  ~ 1

=  A  A (g4 V (P j A (g , V (P2 A (g2 V (p , A g , ))))))

^ 2 = A  A ( g ,  V (P7 A  ( g ,  V  (P s  A (gg  V ( p ;  A g j ) ) ) ) ) )

104



and

^  = A  a £, = [pJ aæ :,

A  = A  A A  ~ A  •

Then,

Cg = F j v f ;

[ A ]  A A

V [p ^ a P sJa A

V [p s J a A

All other c ,, for 1 < / < 7 , are also obtained as a byproduct o f the c, computation.

C? =  [p?  A (g?  V O g  A (g g  V O 5  A g j) ) ) ) ]  V [P7 A Pfi A  p ^ A  

^6 = |p 6  A (g g  V ( P ;  A g , ) ) ]

= [ p s  A g j ]

C^=E^

<^3 =  [P 3 A ( g 3 V ( P j  A ( g j  V  ( p ,  A  g ,) ) ) ) ]

Cz = [ P z  A ( g 2  V ( p ,  A g , ) ) ]

=[Pl Ag,]

CaseS: r  = 4 and q = 2 .

^ = P z  AP„ A = P 4  A P j ,

A ~ ^ A / ^ A i j ,  A  — ^  A

A = P z  A ( g z V ( p ,  A g , ) )  

A = P e  A ( g « V ( P ;  A g ; ) )

and

Pi~ Pi  APs>

A  —

^  ~ Ps A P 7 

Dg =1

A  =  P4 A  (gg  V ( P j  A g j ) )  

A  = P «  A ( g ,  v ( p ,  A g , ) )
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/ ^ = D ,  a Æ, =[P^ a /^

= Dg A E; = [P4 A ] A ^ 2  

F y = D y / \ E ^  = 1 / 4 ] ^  Æ;

F ^ = D ^ / \ E ^  =  ^ 4 .

Then,

Cg = V Fj V V F,

=  F4 V | / ^ ] A F j  V [P 4 A F j ] a F2 V [P4 a P j A i ^ ] A F ,

All other c,., for 1 < / < 7 , are also obtained as a byproduct o f the c, computation.

«̂7 = [ P 7 A g J  V \ p i ] ^ E ^  V [ p ^ a P j I a F j  V

[ p ,  a P j A P 2 I A F ,

Cj  =  F3 V [a Ja F î  V [P j a P j J a F ,

=  k  A g J  V V (p j A P j J a F,

C 4 = F j  V k ] A F ;

C3 = k  Ag]]  V [Pal^^i

C2 =  F ,

C, = [ P ,  A g , ]

Case4: r  = 8  and 9  = 1 .

Then,

^  — P i *  2̂ = P 2 , ^  =  P 3»

■ ^ ~ P s >  E ^ — P 6 f  E j  =  P t ,  E t ~  P %
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A  =

Dg — ^  Pi i

A  ~  Pt̂

A  = A ^ ^ i  

E s ^ P s ^ g s

and

D^ — I f  Ak Py7»

Dg =1

A  = P l ^ g 2  

A  =P6^g6

E3  — Pi ^  gl 

El —  P i  ^  gi

=  A  A £ , =  [Pg A P7 A /g  A P5 A Pg A i 3 A Pj ] A A

A  =  A  A  =  [ a  A  A  A  A  ^  A

A = A ^ A " k ^ A  A Pg A P5 A Pg ] A Pj

A  =  A  A  =  [a  A  A  A  A P 5  ]  A p g

A  =  A  ^  A  =  [ a  A  A  ]  A  A

A  =  A  ^  A  =  [ a  ^  A ] ^  a  

A  =  A  ^  A  = l A ] ^  A  

A  =  A  ^  A  =  A

Then,

c , = v A  v A  vF ,

A  = P 4 ^ P 4 

A  = P 8 ^ ^ 8

[ « ] a £ ,

[Tj a  a  J^ ]a  £ j

[a  A P7 A Pg A P5 A Pg] A P3
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[i^ a P  ̂ a P j V [/^ a /^  a /^  A i^  AP4 a P j A i ^ j A f ,

All other c ,, for 1 < 1 < 7 , are also obtained as a byproduct o f the c, computation. 

c^=E^  V [P tJa ^ s  V

[P7a P J a £ 5 V [P7 APg a P j ] a £4 V

[P7 a Pj a Pj a P^Ja ^ j V [P7 a /^  A i^  AP4 a Pj ]a £ j V

[P7 APg AP5 AP4 AP3 a Pj Ja P,

C 6 = £ g  V [PsJa Æj V

[P^a P J a Ĵ  ̂ V [Pj a P j a P^Ja Æ, V

[Pg a Pj AP4 a P j Ja Æj V [Pg a Pj AP4 AP3 a Pj ] a £ ,

C; = E ;  V [P5 ] a £ 4  V A f ^ j A p )  V

[P5 AP4 a / ^ ] a £ j  V [Py AP4 a P j  a P j ] a P ,

C4 = ^ 4  V [P4]a £3 V [P4a Pj ] a £ j V [P4 AP3 a Pj J a P j

C3=^3 V [PsJa ^ j V k  A f ^ ] A p ,

C 2 = £ j V [Pî Ja E,

c, = £,

In general, given N  = 2",  let r > l  and q ^ l  be integers such that N  = rq.  The 

following holds.

•  Decomposition: r blocks, each has q elements, 

r  = 2 ' and q = 2"~* for O ^i < n .
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>  Number o f possible parallel implementations = n .

•  Family o f prefix circuit:

■ For each r  > 1, number o f prefix circuits built = r  - 1 .

The computation tim e for an N-hit adder is at least

4  + flgr]+m ax{r^(^),flg^1+ PrefixComputaionTime}

Table 6.1 lists all the operations used in the calculation o f a  ̂ -b it adder. The total number 

o f AND gates used depends on the prefix circuit. The degree o f parallelism depends on 

the size o f the block and the number o f blocks: the bigger the block size, the lower the 

degree o f parallelism. When the size o f the block is N, it is a serial computation o f all 

carry bits.
Table 6.2: Gate count of a N-bit adder.

Gate Count AND OR XOR

Computing p , and g, for l < i < N N N -

Computing E, for 1 < i < r N r i q - l ) -

Prefix Circuit vary vary -

Combining E, and Prefix Circuit g ( r - l ) r
2

-
-

Calculating c, for 1 < / < - q ( r - i y
2

-

Calculating for 1 < / <
- - 2N
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CHAPTER?

SIMULATION RESULTS

In Chapter 5, the performance in term o f time-delay, power consumption, and power- 

delay product o f parallel prefix circuits described in Chapter 2 was investigated. In this 

chapter, we extend the investigation o f their application in prefix adder. Binary adder 

using the prefix circuits o f varying sizes was proposed by Brent [Bre70]. In our 

investigation, we use Brent’s algorithm. We compare number o f operations used, time- 

delay and power consumption as well as the power-delay product in order to find out the 

effect o f varying the size o f different parallel prefix circuits on speed and power 

consumption.

7.1 E ffect o f B lock S ize on Adder Im plem entation

The 8 -, 16-, 32-, and 64-bit adders with varying block sizes for computation o f carries 

were simulated. The sim ulation was carried out using PSpice at a  power supply voltage 

o f 3V. The divide-and-conquer prefix circuit is the candidate circuit for the study. The 

simulation results are shown in Table 7.1 and Figure 7.1.

Table 7.1 compares the exact gate count, time-delay, power consumption, and power- 

delay product for all prefix adders studied. Figure 7.1 illustrates the graphical 

representation o f the comparisons. The comparison results obtained fix>m PSpice 

simulation allow us to conclude that there is a difference in speed and power between
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Table 7.1: Gate count delay time, power consumption, and power-delay-product of different 
design of 8-, 16-, 32-, and 64-bit adders using the divide-conquer prefix circuit

8-blt adder

Type of Implefiieiitations Gats Count
Delay
(us)

Power
Consumption

(uW)

Power-delay
Product

Number of 
Blocks

Block Size AND OR XOR

1 8 16 15 16 8.14 0.99 8.05
2 4 24 18 16 6.01 1.15 6.90
4 2 37 24 16 4.50 1.46 6.56
8 1 65 36 16 4.02 2.10 8.42

16-bH adder

Type of Implementations Gate Count
Delay
(us)

Power
Consumption

(uW)

Power-delay
Product

Number of 
Blocks

Block Size AND OR XOR

1 16 32 31 32 16.43 1.99 32.65
2 8 52 38 32 10.20 2.39 24.31
4 4 80 52 32 6.60 3.07 20.22
8 2 137 80 32 5.08 4.32 21.9
16 1 257 136 32 4.51 5.08 22.88

32-blt adder

Type of Implementations Gate Count
Delay
(us)

Power
Consumption

(uW)

Power-delay
Product

Number of 
Blocks

Block Size AND OR XOR

1 32 64 63 64 33.12 3.96 131.17
2 16 112 78 64 18.55 4.85 89.91
4 8 172 108 64 10.79 6.30 68.01
8 4 288 168 64 7.19 9.13 65.66
16 2 529 288 64 5.68 14.84 84.33

644»* adder

Type of Implementations Gate Count
Delay
(us)

Power
Consumption

(uW)

Power-delay
Product

Number of 
Blocks

Block Size AND OR XOR

4 16 368 220 128 19.19 13.57 260.30
8 8 604 334 128 11.41 19.65 224.17
16 4 1088 592 128 7.81 31.36 244.78
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8-btt adder

0#lmyof*4i*Add#r Power CooBumpllen of 
a 8-M AddM-

Power-delay Product of 
aS-Wt Adder

16-bit adder

Delay of a  16-bit Addor Power Consumption of 
a164WtAddar

Power-delay Product of 
a16-MtAdder

32-bit adder

Delay of a  32-bit Adder Power Consumption of 
a 32-blt Adder

Power-delay Product of 
a32-MtAdder

64-bit adder

Delay of a 64-blt adder Power Consumption of 
s64-bit adder

Power-delay Product of 
a64-Wt adder

Figure 7.1 : The plots of delay time, power consumption, and power-delay-product of different design 
of 8-, 16-, 32-, and 64-bit adder using the divide-conquer prefbc circuit
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different blockii^ schemes. In regard to the power-delay product, it is interesting to 

observe that the best performance o f the implementation lies somewhat in the middle 

value o f the various choices for block size. The optimum block size o f 8 -bit adder is two. 

The block size o f four is optimum for 16-bit and 32-bit adders i ^ l e  the block size o f 

eight is optimum for 64-bit adder.

The effect o f the blocking schemes can be summarized as in Figure 72 . As the block 

size increases, it takes longer to complete the computation, but it consumes less power. 

The bigger block size performs fewer operations and has less degree o f parallelism. For 

example, an ^ -b it adder implemented with a block size o f N  has the smallest number o f 

operations and the lowest power consumption compared to implementations using 

sm aller block sizes.

Small------------------ ►Larga

Block Size

Number of blocks

Number of ooerations

Delay

Power consumotion

Decree of narallelism

Figure 7.2: The illustration of the effect of the block size on other factors.
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Unfortunately, it is also the slow est The implementation with the smallest block size 

gives the 6 stest adder for every input length at the cost o f  a  large number o f operations 

and power consumption. From the power consumption point o f view, the implementation 

with biggest block size is, therefore, the most efScient one. The opposite holds true i f  the 

circuit delay is im portant On the other hand, the biggest and smallest block sizes show 

poor power-delay product

7.2 EITect o f Prefix C ircu it on A dder Im plem entation

In this section, three difTerent prefix circuits, the divide-and-conquer, the Shih-Lin, and 

the LYD prefix circuits, were chosen to be candidates for carry computation in our 

simulation study. This is because, in Chapter 5, we found that the divide-and-conquer 

prefix circuit is the fastest prefix circuit vdiile the LYD prefix circuit gives the best 

performance in terms of power-delay product The Shih-Lin prefix circuit is a  (size, 

depth)-optimal prefix circuit (LS99]. Recall that there are two issues to be considered in 

the process of carry computation. The first issue is the computation o f the prefix circuit 

inside the block and another is the computation o f a  family o f prefix circuits.

In the simulation, three best block schemes (that is four, eight, and sixteen) in  term  o f 

power-delay product are considered. Figure 7.3 shows the simulation result o f the 64-bit 

adder with three different block size schemes implemented with three difTerent prefix 

circuits. The optimum block size in terms of the power-delay product turns out to be eight 

for each o f the three prefix circuits. The power-delay-products o f the LYD and Shih-Lin 

prefix circuits are similar. The divide-and-conquer prefix circuit has the highest power- 

delay product lAhen the block size is eight and sixteen. However, wdien the block size
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reduces to four, the power-delay product o f the divide-and-conquer becomes closer to the 

LYD and Shih-Lin prefix circuits. This is due to the strong impact o f using the divide- 

and-conquer prefix circuit in  the computation o f the family o f prefix circuit on power 

consumption. The computation benefits from the divide-and-conquer prefix circuit’s 

well-organized structure, which allows efiBcient implementation.

The size o f the family o f prefix circuits depends on the block size; the smaller the 

block size, the bigger the family o f prefix circuits. For example, a  block size o f four has 

fifteen prefix circuits in the family. On the other hand, a block size o f sixteen has only 

three prefix circuits in the family. When the ftunily o f prefix circuits is larger, there is a  

large possibility of its members sharing the structure with other members. This will result 

in lower power consumption due to reduced number o f computation nodes. On the other 

hand, with the smaller family o f  prefix circuit, the sharing is small.

Power-delay Product

270 -,

260I
I  250 

240Q.r 230 -
I 220 - 
^ 210

200
8 164

Block Siza

Figure 7.3: The plot of power-delay product of the divide-and-conquer, 
the LYD. and the Shih-Lin prefix circuits.
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The choice o f the prefix circuit inside the block also dominates the power consum ed 

especially Wien the block size is laige. To see its effect on power-delay product, let us 

consider power-delay product o f  the 64-bit adder implemented w ith block size o f sixteen 

in four different prefix circuits in Figure 7.4. The figure shows that the (size, depth)- 

optimal prefix circuits (i.e., the Shih-Lin and the LYD prefix circuits) have smaller 

power-delay product than (size, depth)-non-optimal prefix circuits (i.e., the divide-and- 

conquer and the Brent-Kung prefix circuits). Like the simulation results in Chapter S, the 

divide-and-conquer prefix circuit has the highest power-delay product followed by the 

Brent-Kung, the Shih-Lin, and the LYD prefix circuits.

Power-dalay Product of 64-bit Adder 
Implemented with Block Size of Sixteen

261

260

1 259

^  258

1 = 7
I  256 

“• 255 

254 ■ ■
BK SL LYD

Prefix Circuit

Figure 7.4: The plot of power-delay product of four prefix circuits using 
in carry calculation in 64-bit adder implementing with block size of 
sixteen.
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7.3 Summary

The binary adder implemented with different block schemes consumes different levels o f 

power. According to the Brent’s algorithm [Bre70], there are I g ^  ways to implement 

parallel JV-bit adders. In term s o f power-delay product, our sim ulation results show that 

the optimum block size 6 dls someWiere in the middle o f all the block sizes. In order to 

implement a low-power prefix adder [Bre70], the LYD prefix circuit is a  good candidate 

for implementing prefix circuit inside the block \^ iile  the prefix circuit with well- 

organized structure is a  good candidate for implementing the fam ily o f prefix circuits.
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CHAPTER 8

CONCLUSIONS

The three most widely accepted metrics for measuring the q u a ii^  o f a circuit are its area, 

speed, and power consumption. Optimizing area and speed have been considered 

important for long time, but minimizing power consumption has been gain ing  

prominence only recently. Power consumption is an important issue in both portable and 

non portable systems.

The dominant source o f power consumption is dependent on supply voltage and 

switching activity when ci^>acitance and operating frequency are fixed. Therefore, the 

reduction in voltage and switching activity means the reduction in power. However, a 

reduction in voltage may result in longer delays, and reduced throughput However, 

reduction in throughput can he overcome by parallelism. Because o f the size-depth trade

o ff characteristic o f prefix circuits, parallelism can be increased only up to a certain level.

Different circuit structures induce different switching activity. As a result, different 

circuit architectures for performing the same function can consume different amount o f 

power. Therefore, the implementation o f the various prefix circuits in an application will 

have different power consumptions as well. Usually, the circuit architecture with longer 

depth will consume more power than one with shorter depth. However, due to the size- 

depth trade-off characteristic o f prefix circuits, the switching activity in a prefix circuit 

not only depends on its logic depth but also on the niunber o f operation nodes at each
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level. The circuit with shorter depth and more nodes might have more switching activity 

than the one with longer depth and less nodes.

In this dissertation we conducted a comparative study o f various prefix circuits firom 

the point o f view of power-speed trade-off The dissertation presented the linear output 

capacitance model for the estimation o f power consumption in seven families o f prefix 

circuits. The proposed linear output c^iacitance model allows us to estimate power 

consumption in prefix circuits considered. This model helps direct the design at the high 

level. Results obtained by the model and simulations refute several commonly held 

beliefs about the consumption o f  power in prefix circuits (i.e., a circuit with shorter depth 

consumes less power than a circuit with longer depdi), and also lend insight into possible 

prefix circuits for future power-prediction prefix circuit ^p lications. Besides, based on 

the model and simulations, we have investigated the possible decrease in  power 

consumption with the use o f low supply voltages while maintaining the original 

performance level under different prefix circuits. For example, the simulation results 

have shown that power reductions o f about 1 .6  times can be obtained without throughput 

loss by using the LYD prefix circuit compared with using the divide-and-conquer prefix 

circuit. Finally, the 8 -, 16-, 32- and 64-bit prefix adders were implemented and sim ulated 

under different blocking schemes. In regard to power-delay product, we found that an 

optimum block size fidls somewhere around the middle among the various possible block 

sizes. For example, the result shows that the optimum block size is two for 8 -bit adder, 

four for 16-bit and 32-bit adders, and eight for 64-bit adder. In order to implement a  low- 

power prefix adder based on Brent’s algorithm [Bre70], the (size, depth)-optimal prefix 

circuit is a  good candidate for implementing prefix circuit inside the block while the
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prefix circuit with well-organized structure is a  good candidate for implementing the 

family o f prefix circuits needed in the prefix adder.

There are several open questions for future work.

•  Power modeling o f prefix circuits with bounded &n-out.

•  The effect o f fan-out on time-delay.

•  New prefix circuit that has a structure that benefits the computation o f a fam ily 

of prefix circuits.

•  Pipelining implementation for low-power prefix circuit
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APPENDIX A

R C  network

Recall that there are three sources o f power dissipation in  a digital CMOS circuit. The 

m ajori^  source o f the power dissipation is due to the logic transitions. As the nodes in a 

digital CMOS circuit transition back and forth between the two logic levels, the parasitic 

capacitances are charged and discharged.

'DD

GS,

^  COS.

-o Vont

Figure A.1: Inverter.

M ost o f the models used to explain the power consumption behavior o f ICs are based 

on the equations derived from the analysis o f the CMOS inverter (see Figure A.1) 

[RCNOl]. Understanding its behaviors can be extended to explain the behaviors o f more 

complicated designs such as NAND gates, adders, etc. Hence, an overview o f the CMOS 

inverter is presented. Refer to  [RCNOl, WE93], for more detail.
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In the switch model [RCNOl], a transistor could be either a switch or a resistor, 

depending on the value o f  its gate-to-source voltage, Vqs , and its threshold voltage, Vj..

The transistor acts like the switch when |p ^ |< |^ |a n d  acts like the resistor when 

Î Gsl > l^rl (see Figure A.2).

as

Figure A.2: Switch model of CMOS transistor.

When applying a step input, the capacitor will charge and discharge in response to the 

input to an inverting gate. When the input goes from its low level to its high level (

going from 0 to V), the P-type transistor acts like the resistor and the A^-type transistor 

acts likes the switch (see Figure A.3(a)). An RC  network is formed. The capacitor 

charges toward the high level o f the input through the resistor and = V . This action 

is analogous to connecting a supply voltage to the RC  network as illustrated in Figure 

A.3(a). When the input goes from its high level back to its low level going from F  to

0), the P-type transistor acts like the switch and the ^-type transistor acts likes the 

resistor (see Figure A.3(b)). An RC  network is formed. The A-type transistor provides a
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current path to the ground. The capacitor discharges back through the ground and 

= 0 . This action is analogous to replacing the NMOS with the RC  networic, as 

illustrated in Figure A.3(b).

(a) Charging (b) Discharging

F%ure A.3: The equivalent action of an inverting gate when a step input charges and 
discharges the capacitor. x

When a capacitor charges or discharges through a resistor R, a certain time is required 

for the capacitor to charge/discharge fully. The rate at which the cq>acitor charges or 

discharges is determined by the time constant RC  (i.e., it is the first-order analysis o f 

digital circuits). The RC  is derived and has the units o f tim e as follows;

Its symbol is t (Greek letter tau). Thus,

t  = RC.
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Its unit o f measure is the second. Note that the value o f RC  will never be greater than a 

few seconds because C  is very small (i.e., it is usually found in microfarads or 

picofarads), unless R  is very large.

A c^)acitor charges and discharges following an exponential curve, as shown in 

Figure A.4. In the charging phase, the charging curve is an increasing exponential vdiile 

in the discharging phase, the discharging curve is a  decreasing exponential (see Figure 

A.4). The charging voltage o f a capacitor at any instant o f  tim e is given as follow;

In the discharging phase, the volts^e across the capacitor would be the following:

It takes five time constants to ^proxim ately fully charge/discharge a cqxicitor [Boy99].

Considering charging phase, the &ctor (l-e~'^'^)is exponential function o f the form 

(1—e“') ,  vdiere x = //ra n d  c = 2.71828.... A plot o f (1—e“*)for x > 0 ^jpears in Figure 

A 4. The time to reach the 50% point, the propagation delay (f^ ), is 0 .6 9 r.

1

Chargng carve ( 1 — )oa

Discharging carve (e  ' )

0

Figure A.4: Charging and discharging exponential curves for 
an R C  network.
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A simple fiist-order derivation o f the t is given by [CB95, RCNOl]

I  m i L W o o - V v Y '

W ieie is the gate capacitance, 

is the supply voltage, Vj. is the 

threshold voltage, Æ is a technology- 

dependent parameter, and W and 

L  are the channel w idth and length of 

the transistors, respectively. Clearly, 

the circuit delay is a function o f siq>ply 

voltage. Figure A.S shows the plot o f the circuit delay versus supply voltage and the 

figure suggests that there is the monotonie dependency o f the propagation delay versus 

supply voltage. As the supply voltage is reduced, the delay o f CMOS circuits increases 

monotonically.

Note that is the an artificial gate quality metric, i ^ c h  is used to compare different 

semiconductor technologies or logic design styles [RCNOl]. The tp of a gate defines how 

quickly it responds to an input signal Wien passing through the gate.

I

Figure A.5: The plot of the delay vs. V^d ■
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Power Consumption due to Switching

As the previous discussion, the power consumption in a CMOS circuit is 6om  the 

dynamic source due to switching that can be calculated fix>m the product o f the current 

flows and voltage different Considering a CMOS inverter, i^ e n  the P-type transistor is

charging a capacitance, C ^ , at a  flequency, /  = with supply voltage, V ^ y  the 

current through the transistor is C ^{dV ld t). The power consumption is thus 

C ^V {dV fd t) for one-half the period o f the input, • The power consumed at the P- 

Type can be calculated by the equation

W hen Mtype transistor dischax^es the capacitor, the power dissipation is equal, and 

making the total power consumption [CB9S, WE93]

ŝwMmtg

Let P f  be the switching activity per one clock cycle and be the amount o f load 

c^xacitance switched. Thus, . The average dynamic power consumption o f a

CMOS gate due to the switching current is equal to

ŝwUeUKg ~ P f^L^D of • (^)

Since the time integral o f power is energy ( A £), it follows that
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As an example o f finding power consumption o f the circuit, the following plot shows 

the waveforms of the CMOS inverter, simulated by using the circuit simulator called 

PSpice (see Figure A.6). From top to bottom, the waveforms represent the inverter input 

voltage, the inverter output voltage and the inverter dynamic power consumption. CMOS 

is very power efBcient because it consumes power during the brief periods o f switching 

(see Figure A.6). We can conclude that the power consumption o f CMOS logic is directly 

proportional to switching fiequency. Figure A.7 shows the inverter’s energy. The time 

integral o f power is energy that can be computed as follow.

^smiuM ng ~  '

Thus, the power consumed by the inverter in Figure A.7 is equal to — {—— ) watts.
2ms T

j  3 6V 
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p 2 ev
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Figure A6: CMOS inverter's input and output waveforms.
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CM O S Gates

APPENDIX B
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Figure B.1: A CMOS inverter
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Figure B j: A CMOS AND gate 
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Figure B.3: A CMOS OR gate

Figure B.4: A CMOS XOR gate
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APPENDIX C

Due to the size, the examples o f the 8-bit XOR gates implemented are shown.

U(XI)

VOS)

3.W

3.8U^

Figure C.1 : The worst case input of XOR gate (i.e., the first input is equal to 0 and the other 
inputs are 0 ^  1.), causing the output to ripple the most
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Figure C.2: The 8-bit XOR gate implemented with the serial prefix circuit.
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m

Figure C.3: The outputs of 8-bit XOR gates Implemented with the serial prefix circuit, showing 
the longest ripple (the maximum numlser of switching).
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Figure Cj4: Delay of 8-bit XOR gates implemented with the serial prefix circuit from PSpice 
simulation.
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Figure C.5: Energy of 8-t)it XOR gates implemented with the serial prefix circuit from PSpice 
simulation.

139



Figure C.6: The 8-bit XOR gate implemented with the divide-and-conquer prefix circuit
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Figure C.7; The outputs of 8-bit XOR gates implemented with the divide-and-conquer prefix circuit
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Figure C.8: Delay of 8-bit XOR gates implemented with the divide-and-conquer prefix circuit 
from PSpice simulation.
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Figure C.9: Energy of 8-bit XOR gates implemented with the divide-and-conquer prefix circuit 
from PSpice simulation.
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APPENDIX D

The implementation o f a  prefix adder is divided into 3 parts; preprocessing, cany 

computation, and postprocessing. Preprocessing and posQnocessing are shown first Then 

carry computation with dififerent block sizes (i.e., 4 possible ways) is shown. Due to the 

big size, the 8-bit prefix adder implementations are shown.

Prcprocessmg and Postprocessing

a a a a

Figure 0.1 : Preprocessing: carry propagate bits and carry generate bits

Figure 0 .2 : Postprocessing: j ,  =  a , ® h, ®  c,
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Carry Computation

1. R1Q%

fir

Figure D.3: The implementation of E^, i  = I .
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Figure D.4: The implementation of carry bits.

1.R2Q 4

Figure D.5: The implementation of E, , 1 < / < 2.
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Figure D.6: The implementation of prefix circuit with 4 inputs.
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Figure D.7: The implementation of cany txts.
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3.R4Q 2

Figure D.8: The implementation of , 1 < / < 4.

Figure D.9: The implementation of prefix drcuiL
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Figure D.10: The implementation of carry tnts. 
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Figure D.11: The implementation of , 1 ^  ^  8.

Figure D.12: The implementation of prefix circuit
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Figure D.13: The implementation of cany bits. 
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APPENDIX E

Table E.1 : A comparison of the exact capacitance values and the estimated capacitance values of the Brent-Kung 
prefix circuit

N Estimate(Co) Exact(Co) % E rro r
2 1 1 0%
3 3.0838 3 2.79%
4 6 6 0%
5 9.5578 9 630%
6 13.6312 13 4.86%
7 18.1329 18 0.74%
8 23 23 0.00%
9 28.1848 27 439%
10 33.6504 32 5.16%
11 39J671 38 3.60%
12 45310^ 44 2.98%
13 51.4617 51 0.91%
14 57.8028 57 1.41%
15 643197 64 0.50%
16 71 71 0%
17 77.8329 76 2.41%
18 84.8089 82 3.43%
19 91.9195 89 338%
20 99.1573 96 339%
21 106.5156 104 2.42%
22 113.9883 111 2.69%
23 121.5698 119 2.16%
24 1293552 127 1.78%
25 137.0400 136 0.76%
26 144.9199 143 134%
27 152.8910 151 135%
28 160.9499 159 133%
29 169.0932 168 0.65%
30 1773178 176 0.75%
31 185.6210 185 034%
32 194 194 0%
33 202.4524 200 133%
34 210.9757 207 1.92%
35 219.5679 215 2.12%
36 2283269 223 234%
37 236.9507 232 2.13%
38 245.7375 240 239%
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N Estimate(Co) ExactfCo) % E rro r
39 254^85« 249 2.24%
40 263.4933 258 2.13%
41 272.459C 268 1.66%
42 281.4813 276 1.99%
43 290.5588 285 1.95%
44 299.6901 294 1.94%
45 308.8739 304 1.60%
46 318.1091 313 1.63%
47 327J945 323 1J6%
48 336.7289 333 1.12%
49 346.1113 344 0.61%
50 355.5407 352 1.01%
51 365.0161 361 1.11%
52 374.5366 370 1.23%
53 384.1012 38C 1.08%
54 393.7091 389 1.21%
55 403J594 399 1.09%
56 413.0515 409 0.99%
57 422.7843 420 0.66%
58 432.5574 429 0.83%
59 442J698 439 0.77%
60 452.2210 449 0.72%
61 462.1103 460 0.46%
62 472.0369 470 0.43%
63 482.0004 481 0.21%
64 492 492 0%
65 502.0352208 499 0.61%
66 512.1054706 507 1.01%
67 522.2102 516 1.20%
68 532J488765 525 1.4054
69 542.5209835 535 1.41%
70 552.7260201 544 1.60%
71 562.9634999 554 1.62%
72 573.2329504 564 1.64%
73 583.5339129 575 1.48%
74 593.8659414 584 1.69%
75 604.2286022 594 1.72%
76 614.6214737 604 1.76%
77 625.0441454 615 1.63%
78 635.496218 625 1.68%
79 645.9773024 636 1.57%
80 656.4870199 647 1.47%
81 667.0250013 659 122%
82 677.5908868 668 1.44%
83 688.1843256 678 1.50%
84 698.8049755 688 1.57%
85 709.4525028 699 1.50%
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N Estimate(Co) ExactfCo) % E rro r
86 720.1265816 70S 1.57%
87 730.826894 72C 130%
88 741.5531294 731 1.44%
89 752J049846 743 135%
90 763.0821631 753 134%
91 773.8843755 764 139%
92 784.7113387 775 135%
93 795.5627758 787 1.09%
94 806.4384162 798 1.06%
95 817337995 810 0.91%
96 8283612533 822 0.76%
97 8393079374 835 0.50%
98 850.177799 844 0.73%
99 861.1705952 854 0.84%
100 872.186087^ 864 0.95%
101 8833240438 875 0.94%
102 8943842347 885 1.05%
103 905.3664365 896 1.05%
104 916.47043 907 1.04%
105 927.5959998 919 0.94%
106 938.7429352 929 1.05%
107 949.9110293 940 1.05%
108 961.100079 951 1.06%
109 972.3098854 963 0.97%
110 9833402531 974 0.98%
111 994.7909903 986 0.89%
112 1006.061909 998 0.81%
113 1017.352824 1011 0.63%
114 1028.663554 1021 0.75%
115 1039.993922 1032 0.77%
116 1051343751 1043 0.80%
117 1062.71287 1055 0.73%
118 1074.101111 1066 0.76%
119 1085.508306 1078 0.70%
120 1096.934293 1090 0.64%
121 1108378912 1103 0.49%
122 1119.842004 1114 0.52%
123 1131323415 1126 0.47%
124 1142.822992 1138 0.42%
125 1154340586 1151 039%
126 1165.876048 1163 035%
127 1177.429234 1176 0.12%
128 1189 1189 0.00%
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