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A B S T R A C T

T he concep t of paralle l processing is applied to pow er system  sim ula

tion . T he C om ponent C onnection M odel (C C M ) and appropria te num erical 

m ethods, such as the R elaxation A lgorithm , are estab lished as a concep tual 

basis for the parallel sim ulation of sm all pow er netw orks and ind iv idual pow er 

system  com ponents. A  com m ercially availab le m ultip rocessing system  is in tro 

duced for the pow er system  sim ulator, and the system  is adap ted to facilita te 

h igh-speed paralle l sim ulations. T w o separate strateg ies for contro lling the 

paralle l sim ulation , synchronous and asynchronous relaxation , are in troduced , 

and their perform ances are evaluated for the parallel sim ulation of an induction  

m otor drive system . T he perform ances of the parallel m ethods are also com 

pared to a sim ilar sim ulation run on a sing le processor, and the resu lts show  

that considerab le sim ulation speed-up can be ob tained w hen paralle l processing  

is em ployed .
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C H A P T E R !

I N T R O D U C T I O N

1 .1  B a c k g r o u n d

D igita l com puters have been used w ith great success in the pow er industry  

to study pow er system netw ork problem s such as load flow and transien t 

stab ility . F or large pow er netw orks, m ainfram e com puters are typ ically used  

because of the ex tensive sto rage and com putational speed requ irem ents of these 

p rogram s; T he com putational requ irem ents are considerab ly reduced , how ever, 

fo r sm all-scale pow er system s. A nalog sim ulator technology , characterized by  

the use of operational am plifiers in the so lu tion of system  differen tial equations, 

has been ex tensively applied in transien t stud ies of sm all-scale netw orks. T his 

m ethod has also been used successfu lly in detailed stud ies of ind iv idual pow er 

system  com ponents such as induction and synchronous m achines, transm ission  

lines, and pow er conditioning equipm ent. T he resu lts of these analog-based 

stud ies are generally view ed as realistic , and the direct in tegration and 

inheren tly paralle l operation of analog sim ulators prom ote h igh so lu tion  speeds. 

In addition , the direct rela tionsh ip betw een the analog sim ulation circu it and  

the system being stud ied m ake analog program m ing very natural and 

instructive.

C erta in draw backs to the analog m ethods, how ever, have lim ited their 

app lications in pow er system s research . O ne prob lem  w ith the analog m ethod is
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w  the lack of flex ib ility in changing the pow er com ponent m odels. H ard-w ired

analog sim ulator circu it cards typically allow for changes in com ponent 

param eters, but they do not allow for changes in the com ponent m odels 

em ployed . W hen special-purpose com ponent m odels are needed , the analog  

pow er system  sim ulator m ust be augm ented w ith a general-purpose analog

m ethod are the high cost of 

hardw are and the relatively low num erical reso lu tion as com pared to dig ita l

sim ulation .

T he rapid acceleration in m icroprocessor speed and m icrocom puter 

technology has sparked in terest in apply ing th is technology to the sim ulation of 

sm all-scale pow er netw orks and ind iv idual pow er system com ponents. T he 

flex ib ility inheren t in m icroprocessor system s m akes th is m ethod an attractive 

a lternative to analog sim ulators, and the relatively low hardw are cost enab les 

the application of m ore than one processing unit to the sim ulation task . T he 

overall sim ulation task can be broken up in to several sub tasks, each execu ted  

by a separate processor. B y distribu ting the com putational effort of the 

sim ulation over several processors, the processing tim e requirem ents for the 

sim ulation are considerab ly low er than for an iden tical sim ulation run on a 

sing le , dedicated processor. P aralle l processing offers a large degree of 

flex ib ility , and prom ises sim ulation speeds approach ing those of presen t analog  

sim ulators.

P arallel processing is a very broad concep t, encom passing a large varie ty  

o f m achine arch itectu res and corresponding operating system s. P aralle lism  can 

be accom plished at bo th the W ord level (sp inetim es referred to as “p ipelin ing” ) 

and at the program  level (“m ultip rocessing”). B oth of these structures have 

been applied to pow er system  sim ulation tasks, and the resu lts have show n



that m ultip rocessing is the m ost prom ising approach in term s of sim ulation  

effic iency11]. M ultip rocessing has an additional advantage in that th is 

technique lends itself very w ell to the m odularity inheren t in pow er netw orks, 

and allow s for a concep tual correspondence betw een the sim ulator hardw are 

and the system under study . F or these reasons, th is thesis w ill consider the 

m ultip rocessing approach only .

S everal groups have stud ied paralle l arch itectu res and algorithm s in 

a ttem pts to optim ize the so lu tion of pow er system  sim ulation prob lem s. T he 

m ajor th rust of these efforts has been to increase the overall sim ulation speed  

by m in im izing the perform ance degradation caused by tw o m ajor factors: the 

bus conten tion problem s w hich arise w hen large am ounts of data are 

transferred betw een processors, and the prob lem  of keeping all p rocessors in the 

w ork ing area of the sim ulation busy . O ne group at the U niversity of 

E rlangen-N urem burg , W est G erm any[2], has done ex tensive w ork in evaluating  

d ifferen t paralle l arch itectu res in the pow er system  sim ulation contex t. In 

these stud ies, a ladder netw ork represen tation of a transm ission line w as used  

as a test netw ork , w ith a pi section consisting of tw o state variab les (an  

inductor curren t and a capacito r voltage) m odeled on each processor. T heir 

w ork show ed that the resulting ly high am ount of data transfer betw een  

processors w as handled m ore effic ien tly by a size-invarian t (“pyram id ) 

topo logy than by a m ore conventional com m on-bus arch itectu re . H ow ever, 

ano ther study done at the T echnical U niversity B raunschw eig , W est 

G erm any[3], show ed that the data transfer tim e can be kep t to an ex trem ely  

low percen tage of to tal processor tim e in the sim ulation of sm all-scale pow er 

netw orks. T his study used the physically suggestive approach of m odeling each  

bus of the pow er netw ork on a separate processor. A s a resu lt, h igher num bers



of state variab les W ere located on each processor, and a com m on-bus 

arch itecture easily handled the corresponding ly few er data transfers invo lved in  

the sim ulatio ii runs. O ther no tew orthy w ork in th is area includes a pro ject at 

C arneg ie-M ellon U niversity [4 ,5], in w hich an effic ien t pow er netw ork sim ulation  

a lgorithm  w as developed for a hybrid com m on-bus arch itectu re . F or the in itia l 

phase of m ultip rocessor sim ulator developm ent presen ted in th is thesis, a 

com m on-bus arch itectu re w as em ployed .

T he purpose of th is research is to perform the in itia l phase in the 

developm ent of a m ultip rocessor-based pow er system sim ulator w hich W ill 

augm ent the existing analog sim ulator at P urdue. T his overall objective  

encom passes the fo llow ing specific tasks:

•  E stab lish a unified concep tual fram ew ork for the study of sm all pow er 

system s and their com ponents in the m ultip rocessing environm ent.

•  D evelop a su itab le system architectu re and program m ing tools for the 

above fram ew ork .

« T est the sim ulator w ith a sim ple pow er system  sim ulation application , and  

verify the resu lts.

•  E xperim ent w ith d ifferen t m ethods of con tro lling  the sim ulation run .

T he organ ization of th is thesis corresponds roughly to the ou tline above. 

In C hapter 2, the C om ponent C onnection M odel and appropria te num erical 

m ethods are set forth as a concep tual basis for the sim ulator, and their 

app lication in the m ultip rocessing environm ent is explained . C hapter 3 

presen ts an overv iew  of the m ultip rocessing system  used in th is research , and  

describes the specific too ls and techniques w hich w ere developed to apply pow er



system  sim ulation tasks to the m ultiprocessor. A test of the m ultip rocessor 

sim ulator is carried out in C hapter 4 for a sm all-scale pow er system  

and the results of th is study are com pared to a sim ilar sing le- 

p rocessor sim ulation . T w o differen t m ethods of con tro lling the sim ulation , and

their resu lts, are also presen ted in C hapter 4



C H A P T E R  2

C O N C E P T U A L  B A S I S  O F  S I M U L A T O R

T w o basic issues com e in to play w hen considering the fram ew ork of a 

m ultip rocessing system : processing effic iency (speed) and concep tual sim plic ity . 

A lthough the tw o are not m utually exclusive, it has been show n that rig id  

adherence to a concep tually sim ple m ethod m ay not lead to the m ost op tim al 

so lu tion speeds[4 |. T he fram ew ork chosen for th is sim ulator is based on the 

C om ponent C onnection M odel (C C M ), and num erical m ethods such as the 

R elaxation A lgorithm and the N ew ton-R aphson A lgorithm . T hese tools 

p rov ide a concep tually sim ple fram ew ork for the system , and are flex ib le 

eno ugh to allow  for changes w hich w ill increase the sim ulation effic iency .

2 .1  T h e  C o m p o n e n t  C o n n e c t io n  M o d e l

T he C om ponent C onnection M odel is a technique developed in recen t 

years for m odeling large-scale in terconnected dynam ical systen is(6]. B riefly  

sta ted , the C C M  is a m ethod of decoupling a large system by separating the 

system ’s com ponent dynam ics from  its in terconnections. T his separation allow s 

the com ponents to be view ed indiv idually , and it in troduces a m odular 

structure to the system  w hich is w ell-su ited to the m odularity inheren t in  

pow er system s.
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2 .1 .1  C om ponents

T he ab ility to characterize a pow er system  com ponent by the behavior of 

the voltage and curren t at its term inals encourages the general com ponent 

m odel show n in F ig . 2 .1 .

F igure 2 .1 . P ow er S ystem  C om ponent M odel

In th is represen tation , a; is a vector of com ponent inpu ts (typ ically  vo ltages or 

curren ts), bj is the com ponent outpu t vector, and x ; is a vector of state  

variab les in ternal to the com ponent. T he i subscrip t designates the ith 

com ponent of a system  of N com ponents. In the ensu ing discussion , vector 

quan tities are presen ted in bold face type; scalar quan tities appear in norm al 

type.

T he input, ou tpu t, and state variab les for the pow er system  com ponent 

are re la ted by the fo llow ing general nonlinear state model:

X j = f(x i,a i) (2 .1a)

:;'::\.;" \V b i-:= i(X i,a i)' (2 .1b)

T he nonlinear state m odel expresses each com ponent state variab le as a 

nonlinear function of the sta te vector X j and the com ponent input vector a;. 

T he com ponent ou tpu t vector b j is then determ ined by a separate function of
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the sta te vector and the com ponent input vector. T his sta te m odel is su itab le 

fo r pow er system  sim ulation because of the nonlinearities w hich occur naturally  

in m any pow er system  com ponents.

2 .1 .2  C o n n e c t io n s

M any real w orld system s, includ ing pow er system s, m ay be represen ted by  

a large group of com ponents of the form  show n in F ig . 2 .1 . T hese com ponents  

are connected together in som e fash ion , resu lting in a composite system, w hich  

m ay or m ay not include an overall inpu t vector U  and output vector Y . It is 

possib le to describe the dynam ics of th is com posite system  by the composite 

system state model

X  —  F (X ,U ) (2 .2a)

Y  =  G (X ,tJ) (2 .2b)

w here 'X—c o 1(X|»....m3c n ) for the N  C om ponents  - in the system . T he vector 

functions F  and G  now  include bo th the dynam ics of the system ’s com ponents  

and the in terconnections betw een com ponents. T his m odel, how ever, is not 

very usefu l for m any sim ulation applications, because it destroys needed  

in form ation about the com ponent inputs and outpu ts and the connectiv ity  

structure of the system . A better approach is the C om ponent C onnection 

M odel form ulation , w hich describes the connectiv ity structure of a large system  

by the fo llow ing set o f linear algebraic equations:

A = L „B  + L 12U  (2 .3 )

Y  =  L 2tB  + L 12U

w here B = col(b j,.....,bN ) is the composite component output vector,



A = cot(a1,.....,aN ) is the composite component input vector, U  is the composite 

system input vector, and Y  is the composite system output vector. T he L y are 

sparse real m atrices w hich m ap the system  and com ponent inpu ts and ou tpu ts.

T aken together, the com ponents and connections described by the C C M  

can be v iew ed as a vector m atrix b lock d iagram  as show n in F ig . 2 .2 .

F igure 2 .2 . T he C om ponent C onnection M odel

T his diagram is benefic ial in understand ing the relationsh ips betw een the 

system  and com ponent inputs and outpu ts. It should be em phasized that the 

dynam ics of the system  are lim ited to the com ponent m odels (in the cen ter of 

F ig . 2 .2 ) , and do no t appear in the in terconnection equations.



T he application of the C C M to pow er system sim ulation is 

stra igh tforw ard , and can be adapted to the sim ulation task in m ind . F or 

exam ple, if the short-term  electrom echanical phenom ena (transien t stab ility) of 

the system  are of in terest, the m achines m ay be represen ted by their nonlinear 

sta te m odels, and the dynam ics of the transm ission system  could be neg lected . 

T h is w ould allow  a sta tic Z bus represen tation of the transm ission system , and  

the Z bus m atrix w ould then perform  the dual functions of describ ing the system  

in terconnections (sim ilar to L y) and m odeling the system  transm ission lines. 

O n the other hand , if the electrom agnetic phenom ena of the transm ission  

system  are of in terest, the m achines could be linearized around a steady  estate  

operating poin t, and the transm ission lines could be m odeled as dynam ic 

com ponents.

2 .1 .3  I m p le m e n ta t io n  o f  t h e  C C M

In the C C M contex t, the m ultip rocessor arch itectu re assum es the form  

show n in F ig . 2 .3 . T he satellite processors define the w ork ing space of the 

sim ulator: all C om ponent dynam ic m odels reside at th is level. P rior to a 

sim ulation run , the necessary com ponent sim ulation rou tines are transferred  

ind iv idually by the m ain processor in to the m em ory space of each satellite  

p rocessor. T he m aster processor assum es responsib ility for synchron ization of 

the satellite processors and for overall contro l of the sim ulation . W hen 

included , the overall system  input U  and outpu t Y  are handled by the m aster 

p rocessor. F or the insta lla tion at P urdue, the A /D  and D /A  in terface to the 

analog pow er system sim ulator w ill serve as the overall system input and  

'ou tpu t.



C P U -(N  +  1) 
S im ulation of 

S ystem  C om ponent N

C P U -2
S im ulation of 

S ystem  C om ponent 1

C P U -1 (M A IN ) 
S ystem  C C M  S tructure , 

C ontro l, S ynchron ization

C P U -4
S im ulation of 

S ystem  C om ponent 3

C P U -3
S im ulation of 

S ystem  C om ponent 2

F igure 2 .3 . C onceptual M ultip rocessor A rch itectu re
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T his m ultip rocessing configuration has several advantages. F irst, it is 

read ily adaptable to m any paralle l processing arch itectu res, includ ing the 

com m on-bus arch itectu re used in th is research . In addition , the configuration 

allow s for a large degree of flex ib ility in changing com ponent m odels for 

d ifferent sim ulation stud ies,. F inally , the correspondence betw een the system  

under study and the sim ulator arch itectu re should prom ote an in teractive m ode 

of operation w ith the user.

2 .2  N u m e r ic a l  M e th o d s

D igita l sim ulation is the process of com puting values for all sta te vectors 

and all com ponent inpu ts and ou tpu ts at su itab le tim e in tervals. T he coupling  

betw een the various com ponents in a system  requires that the com ponent sta te 

equations and system connection equations be so lved sim ultaneously . S om e 

type of iterative technique is therefore necessary to converge to a global 

so lu tion for each tim e step . In the m odular m ultip rocessing con tex t, the choice 

o f num erical techniques is lim ited because of the nonlinear m odels em ployed, 

and the requirem ent that the com ponent dynam ic equations be kep t separate  

from  the system  in terconnection equations. T w o num erical m ethods applicab le  

w ith in th is fram ew ork are relaxation (pred icto r/corrector) algorithm s, and the 

N ew ton-R aphson algorithm . B oth of these techniques w ill be described briefly .

2 .2 .1  T h e  R e la x a t io n  A lg o r i th m

T he thrust of the R elaxation A lgorithm is to deal explic itly w ith the 

ind iv idual com ponent state equations and neglect the com posite com ponent 

sta te m odel for the system . T he procedure is to solve the indiv idual 

com ponent d ifferen tia l equations contained in (2 .1a) by first converting them  to



equivalen t in tegral equations of the form

X i(t) =  x i(t0 ) +  /f i(x (q),a(q))dq . 

t 0

(2 .5 )

S ince w e are now focusing on the dynam ics of an ind iv idual com ponent, the 

m eaning of the i subscrip t has been changed . T he i subscrip t now designates 

the ith sta te variab le in the n*dim ensional sta te space of the com ponent. T he 

evaluation of th is equation at a tim e instan t tk proceeds by approx im ating  

fi(x (q),a(q)) by a po lynom ial evaluated at a d iscrete set of po in ts tj: j= 0 ,l,...,k , 

such that

fj =  fiW tj),a(ti)) . (2 .6 )

T he num erical in tegration of equation (2 .5) is carried ou t in tw o steps. F irst, 

an explicit in tegration schem e

X ilM  = ll+ijV .' 12 ')

j-o

is used to predict V alues for the state variab le X ; ( tk ) . T his value is then  

corrected w ith ah implicit in tegration schem e:

‘ : . X iC tk) ;=  -X i(tk_ i) -+ - (2 .8 )
: j = o

T he so lu tion proceeds iteratively , by reevaluating equation (2 .8) un til su itab le 

convergence occurs. T he solu tion m ethod is flow charted in F ig . 2.4 . A  

com m on im plem entation of the relaxation algorithm  uses E uler in tegration

" ~X i(*k-i)'+ (tk-'^k-iK k“I ' (2 -9)

fo r the pred icto r, and trapezo idal in tegration
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C onvergence?

k= k  +  l

C orrector In tegration

In itia lize for t.

-- L nB (t0) + L 12U (t0 )

P red icto r In tegration for tk :

F igure 2 .4 . T he R elaxation A lgorithm
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X i( t k ) =  x i( t k . 1 ) + 0 ,5 i t k - t ^ 1 M f>  +  f f - 1 ) . ( 2 - 1 0 )

fo r the corrector. O ther higher-order in tegration m ethods, such as M ilne’s 

m ethod , A dam s-B ashforth m ethod , and H am m ings m ethod  [7] are also  

app licab le, and w ould reduce the num ber of corrector in tegrations necessary for 

convergence and allow for larger tim e steps in the sim ulation run . H ow ever, 

the num ber of floating-po in t operations per iteration is higher for these 

m ethods, so their effect on sim ulation speed is unknow n.

2 .2 .2  T h e  N e w fc o n - R a p h s o n  A lg o r it h m

T he N ew ton-R aphson m ethod is an iterative process w here one 

successively com putes approx im ations X k to the sta te vector so lu tion x* of a 

vector function F (x*)= 0 for each tim e instan t tk (0 is the zero vector). F or a  

com ponent’s nonlinear state m odel (equation 2.1), the vector function F

assum es the fo llow ing form :

F (x)

x rfi(x ,a)

X 2-f2(x ,a)

x n-f„(x ,a)

( 2 .1 1 )

A n iterative technique is used to so lve (2 .U ) for the sta te vector x , and the 

com ponent ou tpu t equation (2 .1b) is used to com pute the ou tpu t vector b for 

the com ponent.

T he technique used to so lve (2 .11) is the basis of the N ew ton-R aphson 

A lgorithm . It can be show n that the stab le lim iting po ints x* of the d ifferen tial 

equation
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x  = — J p ^ x J F f x )  ( 2 .1 2 )

are so lu tions to F (x)= 0 . In th is equation , the partia l derivatives of F (x) form  

the Jacobian matrix, denoted Jjr(x ):

SFt 6Fy

6x j S x  2 fan

s f 2 < 5F2

Sxt S x 2 fan

r /  v -  -

J ' ,x l -  * r  -
(2 .13)

< F n

&C) &r2 &cn

A ssum ing that the function F is d ifferen tiab le in the neighborhood of x* , and  

assum ing that x is w ith in a suffic ien tly sm all neighborhood O f x* , the T aylor 

S eries expansion for F (x*)= ©  reduces to  a first o rder linear approx im ation[8]:

e = F (x ') =  F (x) + I (2 .1 4 )

T he N ew tom R aphson iteration process is perform ed at each tim e instan t tk 

during the sim ulation run . T he form ula is ob tained by identify ing x^+  1 (the 

new est estim ate of x ) w ith x* , and xf w ith x ; and by rearrang ing equation 2 .14  

(the j superscrip t designates the curren t N ew ton-R aphson iteration):

x i +  V = xj-JF H xj)F (x j) (2 .15)

It is possib le to w rite (2 .15) in a form  w hich guaran tees convergence to a 

so lu tion . T he resu lt is the M odified N ew ton-R aphson A lgorithm :

x) + i =  x i -  V JF !(xj)F (x j) (2 .16)

In th is form ulation , X * is a positive scalar w hich contro ls the d istance traveled
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in the N ew ton-R aphsonsearch direction . T he M odified N ew ton-R aphson 

m ethod is flow charted in F ig . 2 .5 . T he JfF jjg notation used in th is flow chart

denotes the square of the E uclid ian norm of the vector function F and is 

com puted by sum m ing the squares of the com ponents of F .

B efore im plem enting the N ew ton-R aphson m ethod on a com puter, it is 

necessary to form  an approx im ation for the sta te variab le derivative x 5 found in  

equation 2 .11 . T he d iscrete approx im ation for X ; at a tim e instan t tk is of the 

fo rm .

if 2 Zdjxf-l ■ ( 2 .1 7 )

■ 1 = 0 , A

F or exam ple, S im pson ’s R ule m ay be used to obtain a second-order 

approx im ation to the derivative:

* lc
X i =

3 k
— X j
2h 1

_ i.y  k-1 

h 1

J_v k-2

2 h  1
(2 .18)

In th is equation , h represen ts the size of the tim e step used in the sim ulation . 

W hen the Jacobian is form ed , the partia l derivatives are taken literally w ith  

respect to “xik” , and only the d 0 term  of the derivative approx im ation appears 

in the Jacobian m atrix .

O ne prob lem  w ith the N ew ton-R aphson technique is the effort invo lved in  

ob tain ing the Jacobian inverse Jf1^ ) needed to solve equation 2.16 . F or 

several reasons, it is advantageous to use the G rout A lgorithm  to obtain the 

upper- and low er-triangular factorization Jp= L pU p. T he inverses of the L p 

and U p m atrices are then easily obtained , and the Jacobian inverse is 

constructed from  Jp^U p^p 1. F or a linear com ponent m odel, the Jacobian  

becom es a m atrix of constan t term s, and its inverse can be calcu lated by hand



F igure 2 .5 . T he N ew ton-R aphson A lgorithm

Initia lize a , b- x ,

C om pute U p 1(xJ), L p  *(xJ) 

(H ouseholder)



in advance and built in to the sim ulation program , A nonlinear com ponent 

m odel, how ever, m ay cause certa in term s of the Jacobian to vary, forcing the 

recalcu lation of Jp 1 as the sim ulation progresses. If these pertu rbations are of 

low rank (relative to the dim ension of Jp), H ouseholder’s form ula m ay be 

em ployed in the calcu lation of the Jacobian inverse . T o use th is m ethod  

effectively , it is necessary to arrange the Jacobian in such a w ay that the 

nonlinear term s appear tow ard its low er righ t-hand corner. T his arrangem ent 

p reven ts the pertu rbations from “spreading ,’ as the L pU p factorization is 

carried out. L p and U p are found in advance, and the sim ulation routine 

com putes L f1 and U p 1 using H ouseholder’s fo rm ula.

B oth the relaxation algorithm and the N ew ton-R aphson A lgorithm  w ere 

investigated in the preparation of a sim ulation routine for the (nonlinear) 

sym m etrical induction m achine m odel described in C hapter 4 . F or th is m odel, 

the nonlinear coupling betw een state variab les resu lted in pertu rbations to  

eigh t of the 25 term s for the five-by-five Jacobian . T he exten t of the 

pertu rbations, as com pared to the dim ension of the Jacobian , preven ted an  

effic ien t N ew ton-R aphson im plem entation . In this case, the relaxation  

algorithm  appeared to be m ore effic ien t in term s of the num ber of floating

po in t calcu lations necessary for convergence. It is felt that the N ew ton- 

R aphson algorithm m ay be m ore effectively applied in sim ulations of linear 

pow er system com ponent m odels, such as the com m on T -equivalen t 

represen tation for a transform er or a transm ission line. F or these reasons, the 

R elaxation A lgorithm  w as chosen for subsequent stud ies in th is thesis.
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2 .3  I n t e r - P r o c e s s o r  D a t a  T r a n s fe r

O ne problem w hich arises for m ultip rocessor-based sim ulation is the 

necessity of data transfer betw een processors. T o achieve overall system  

convergence for each tim e step , each satellite processor m ust share the resu lts 

o f its iterations by m aking its com ponent outpu t vector b availab le to the 

o ther processors as defined by the system  connection m atrix L j|. K now ledge of 

the system  connectiv ity structure m ay reside in m atrix form at the m aster 

p rocessor level, or in colum n form in each of the satellite processors. T he 

form er configuration leads to a cen tralized data exchange, in w hich the m aster 

p rocessor d istribu tes the resu lts of each satellite processor iteration . A first 

approach to centralized data transfer w ould be for the m aster processor to  

perform a global data transfer operation after all satellite processors have 

fin ished their respective iterations. T his m ethod , how ever, w ould eventually  

suffer from perform ance degradation because of the large am ount of data 

transfer invo lved in a large-scale system  sim ulation .

A  better m ethod takes advantage of the staggered iteration cycle tim es 

am ong the satellite processors. T his m ethod is illustrated in F ig . 2 .6 , w hich  

show s only the activities of the satellite processors; the m aster processor is no t 

show n for sim plic ity . U sing th is staggered m ethod , the data transfers are 

perform ed by the m aster processor as each satellite processor com pletes its 

iteration . In th is w ay, the data transfers for the “fast” com ponents are 

overlapped in tim e onto the iteration cycles for the “slow er” com ponents.

It is also possib le to “decen tralize” the data transfer effort. C onsider the 

C C M  input equation (2 .3) w ritten in co lum n form , ignoring for the m om ent the 

system  input U :



vector iden tifies w hich of the system ’s N cpm ponents require the outpu t of 

com ponent #1 in their calcu lations. B y provid ing each processor w ith its 

corresponding outpu t distribu tion vector, the data exchange effort can be 

delegated to the satellite processors: each processor assum es responsibility for
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distribu ting its results am ong the other processors as it concludes each  

iteration T his approach w ould free the m aster processor from data transfer 

responsib ility , allow ing it to concentrate on input/outpu t, contro l, and 

synchron ization .

2 .4  S im ulation  R un-T im e C ontro l

A s m entioned prev iously , the m aster processor assum es responsib ility for 

con tro lling and synchron izing the activ ities of the satellite processors (refer to  

F ig . 2.3). E ach satellite processor, in turn , so lves its com ponent’s dynam ic 

equations at a tim e instan t tk v ia som e iterative task . E ach iteration in th is 

task includes the fo llow ing steps: an input stage, w 'here the com ponent input 

vector a is calcu lated from the relevan t outpu t (b) vectors of the other 

com ponents; a calculation stage, w here the values for the sta te vector (x) are 

com puted ; and , finally , an output stage,w here the resu lting com ponent ou tpu t 

vector (b) is m ade availab le to the o ther sate llite processors in the system . T he 

iteration cycles and data exchanges betw een processors can be thought of as a 

“relaxation ” tow ard the global so lu tion for the tim e step involved . T here are  

tw o basic m ethods w hereby the m aster processor can contro l th is global 

convergence: synchronous relaxationand asynchronous relaxation.

T he synchronous technique is the m ost straigh tforw ard m ethod of 

con tro lling the sim ulation . T his m ethod com pensates for the varia tions in  

iteration cycle tim es am ong the satellite processors by synchron izing all 

p r o c e s s o r s at the input stage of each iteration . A fter any unfin ished data 

transfers are com pleted , the m aster processor signals all sate llite processors to  

execu te the iteration . A s m entioned prev iously , the satellite processors 

com plete their iterations at differen t tim es because of varia tions betw een the



com ponent m odels em ployed . W hen the synchronous technique is 

im plem ented , no satellite processor is allow ed to proceed to the nex t iteration 

U ntil all processors have fin ished the curren t iteration , and until all data 

transfer is com pleted . A fter several synchron ized iterations, su itab le system  

convergence occurs and the sim ulation proceeds to the nex t tim e step .

' A synchronous relaxation is a technique w hich w as orig inally developed lo r 

the paralle l iterative so lu tion of the linear algebraic equation A x= b, and the 

developers of the technique called W Chaotic Relaxation. Most of the literatu re 

on th is technique[9 ,10] . deals w ith the Jacobi iterative m ethod for so lv ing  

A x — b, but the technique is also applicab le to the iterative so lu tion of the 

nonlinear d ifferen tia l equations used in th is thesis. T he basis of asynchronous, 

o r chao tic, relaxation is to allow  the iterative tasks on the satellite processors 

to “free run” , perform ing data transfers as soon as updated outpu t values 

becom e availab le . In th is W ay, each satellite processor com putes its input 

vector ( a )  from  the m ost recen t ou tpu t vectors availab le from  the o ther system  

processors, and releases its outpu t vector (b) as soon as it is availab le , 

p roceed ing im m ediately to the nex t iteration . A ll processors continue iterating  

independently , and are instructed to m ove to the nex t tim e step by the m aster 

p rocessor as soon as system  convergence occurs.

T he synchronous technique has m uch to recom m end it in term s of ease of 

im plem entation and debugging , bu t the effic iency of th is technique m ay suffer 

som ew hat in cases w here the iteration cycle tim es vary w idely am ong the 

various com ponents in the sim ulation . In these cases, the asynchronous 

m ethod m ay be advantageously em ployed; A  com parison of these techniques is 

p resen ted in C hapter 4 for an exam ple pow er system  sim ulation .
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C H A P T E R S .

D E S C R IP T IO N  O F T H E M U L T IP R O C E SS O R  S IM U L A T O R

T his chap ter describes in detail the in itia l phase of the developm ent of the 

m ultip rocessor-based pow er system  sim ulator. O ne of the goals of the chap ter 

is to give the reader a basic understand ing of how the m ultip rocessor is used  

fo r pow er system  sim ulation . A n overview of the m ultip rocessing system is 

fo llow ed by a descrip tion of the basic too ls used to assign tasks to the satellite 

p rocessors. T he procedures involved in develop ing and execu ting code on the 

sim ulator are then described .

3 .1  S ystem  O verv iew

T he system  chosen for th is pro ject is the In tel S ystem  86/380™ , w hich  

uses a com m on-bus arch itectu re based on M ultibus™  hardw are (F ig . 3 .1 ). T he 

bus arb itra tion necessary to coord inate inter-processor and peripheral 

com m unications is handled by the M ultibus hardw are. T he sim ulator 

peripherals consist of an A D M -36 term inal, a P rin tron ix line prin ter, and a 

chassis w hich houses the In tel sto rage dev ices. A  35 m egabyte W inchester hard  

d isk system  is used as the prim ary storage device; it carries the operating  

system  file structure and user files. A n 8 ” fioppy d isk drive is also availab le for 

back ing up applications softw are and for updating or rev ising the R M X -86™  

operating system .
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line prin terterm inal

F igure 3 .1 . M ultip rocessor A rchitectu re
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A separate In tel chassis houses the m ultibus hardw are, the W inchester 

d isk contro ller, the cen tral processing U nits, and the system  m em ory . A t the 

p resen t tim e, the system  processing and m em ory capabilities consist of th ree 

iS B C ™  86/30 S ingle B oard C om puter cards w ith 128K R A M each , and a 

separate 1S B C 056A  256K  R A M  board for a to tal system  m em ory of 640K , of 

w hich 448K  are m ultibus accessib le . E xtra slo ts availab le on the m ultibus w ill 

a llow the num ber of processor boards to be increased to ai m axim um  of eleven , 

and a fu ture in terface to the analog pow er system  sim ulator w ill be prov ided 

by an 88 /40 A /D  and D /A  card .

T he heart of the system  is the 86/30 S ing le B oard C om puter card , w hich 

is used for bo th the m ain and satellite processing un its. T his board is based on  

the 8086 16-bit C entral P rocessing U nit, coupled w ith , an 8087 N um eric D ata  

C o-processor w hich handles all floating-po in t calcu lations. T he 8086 

processor’s instruction set is very flex ib le , and includes special-purpose 

in s t r u c t io n s  fo r iteration contro l and data string transfers.

In tel’s iR M X -86™ O perating S ystem w as chosen to provide an 

env ironm ent for program  developm ent and execu tion . .T his operating system  is 

especially su ited for the pow er system sim ulator because of its “real-tim e” 

in terrup t processing features, w hich m ay be usefu l w hen the analog sim ulator 

in terface is insta lled . T he R M X -86 operating system  provides a system file 

structure and a group of H um an In terface com m ands, w hich supply the too ls 

necessary for file m anipu lations and peripheral usage. A n extensive lib rary of 

S ystem C alls allow access to R M X -86 features from w ith in applications 

p rogram s. S everal o ther softw are packages accom m odated by R M X -86 include 

line and screen edito rs, high-level language com pilers (F ortran-86 , P L /M -86 , 

C -86), the 8086 assem bler A S M -86, and program  developm ent too ls such as



L IN K -86 and L O C -86 , w hich produce execu tab le ob ject code.

A nother Intel-supplied softw are package used extensively during 

sim ulation code debugging is the L A P X -86 m onito r, w hich is located in R O M  

on the m ain processor board . T his m onito r allow s d irect access to the system  

m em ory , and it includes a bootstrap loader w hich is used to load the R M X -86 

pperating system and the satellite processor sim ulation routines from the 

W inchester. ;

3 .2  S im u la to r  D e v e lo p m e n t

B efore the In tel system could be used for pow er system sim ulation , 

m ethods for load ing and executing sim ulation program s on the satellite  

p rocessors had to be developed . In tel prov ides a softw are package (M M X ™ ) 

for in ter-processor com m unications, but th is package w as not in tended for 

h igh-speed data transfers, and it w as felt that the ex tensive overhead in the 

M M X  package w ould no t allow  the desired sim ulation speeds. In addition , the 

M M X package required that an R M X -86 nucleus operating system  be located  

on each satellite processor board , lim iting the am ount of m em ory availab le for 

app lications program s. F or the purposes of pow er system sim ulation , the 

fo llow ing m ultip rocessor featu res w ere needed :

> A w ell defined satellite processor m em ory structure: com m on m em ory

areas for input and outpu t data and contro l flags; local area for 

sim ulation code.

• A lgorithm s for load ing code on the satellite processors.
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T he m ain processor, w ith its exclusive access to R M X -86 featu res, assum es all 

p rogram  developm ent tasks, prov id ing the satellite processors w ith execu tab le  

m achine code. T he algorithm s and techniques developed to m eet the above 

requ irem ents are described in subsequent sections.

3 .2 .1  S a t e l l i t e  P r o c e s s o r  M e m o r y

A fter load ing , each satellite processor’s (128K ) m em ory space assum es the 

layout developed in F ig . 3 .2 . T he top 32K  of the m em ory block is located on  

the system m ultibus, and is accessib le to all o ther processors in the system . 

T his area holds a com m and/status reg ion (described later) and a separate data 

reg io n for the input and outpu t V ariab les used by the com ponent sim ulation  

rou tine. T he low er 96K of the m em ory space, accessib le only to the local 

sa te llite processor, holds an in terrup t poin ter tab le and the sim ulation object

It is helpfu l at th is po in t to d iverge sligh tly and describe in som e detail the 

sim ulation code execu ted by the satellite  processor. T his code is separated in to  

tw o parts: ah in itia lization “shell” m ain m odule w ritten in assem bly language, 

and a (com piled) high-level language pow er system C om ponent sim ulation  

rou tine w ritten by the user. T his form at w as necessary because of the need for 

exp lic itly defined m ultibus m em ory addresses for input and output variab les 

and run*tim e contro l flags. O n entry , the assem bly language shell program  

in itia lizes the 8086 segm ent registers, -calls, ." ..rou tines '" w hich '■■■initia lize- the 

floating-po in t processor and the h igh-level language run-tim e environm ent, and  

then invokes the pow er system  com ponent sim ulation rou tine.

T he com ponent sim ulation is w ritten as a subroutine w hich is called from  

the assem bly language shell. F or exam ple,
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s u b r o u t in e  c p u 2 (o u t p u t  v a r ia b le  l i s t ;  in p u t v a r ia b le  l i s t , r u n - t im e  

c o n t r o l  f la g s )

w ould be the first line of a F ortran com ponent sim ulation rou tine in tended for 

p rocessor #2 . T o satisfy the high-level language conventions for subrou tine 

param eter passing , the assem bly language shell program pushes the 

inpu t/ou tpu t variab le addresses and contro l flag addresses on to the 8086 run

tim e stack im m ediately before calling  the sim ulation rou tine.

3 .2 .2  L o a d in g  t h e  S a t e l l i t e  P r o c e s s o r s

T he task of m oving sim ulation code in to a satellite processor’s m em ory  

space is largely transparen t to the user, and is accom plished by tw o rou tines: a 

m ain processor rou tine called “prim e” , w ork ing in conjunction w ith a m onito r 

p rogram  w hich resides in R O M  bn each satellite processor board . F igure 3 .3  

show s a flow chart of the satellite processor m onito r. T he m onito r processes 

com m ands from the com m and/sta tus m em ory reg ion (F ig . 3.4) m entioned  

earlier. T his reg ion consists of a com m and w ord , a status w ord , and other 

m em ory locations w hich hold a destination address, a source address, and the 

leng th of a m em ory , b lock in by tes. A fter being vectored to a “hom e” location , 

the processor polls the com m and w ord until a legal com m and appears. W hen 

com m anded to “feed” , the processor m oves a block of code (the sim ulation  

rou tine) from a designated m ultibus area in to its local m em ory space. T he 

processor execu tes th is code w hen the “cafe” com m and is received .

T he m ain processor “ prim e” rou tine coord inates the load ing  process. T his 

rou tine, w hich is linked to the sim ulation subrou tine and bootstrap loaded by  

the iA P X -86 m onito r, estab lishes a segm ent of m ain processor m em ory as a, 

“ho ld ing area” iden tical to the low er 64K of the satellite processor’s local
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C om m and W ord 

S tatus W ord

D estination B ase

D estination O ffset 
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L ength in B ytes
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iFFF.Ch
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lFFF:4h

lFFF:2h

F igure 3 .4 . S atellite P rocessor C om m and/S tatus R egion

m em ory (F ig . 3.2). T he in terrup t poin ter tab le, assem bly language shell 

rou tine, and sim ulation subrou tine are p laced at appropriate addresses w ith in  

th is area, and the satellite processor is then com m anded to m ove the en tire  

64K  block in to its m em ory space. T he starting address of the code is w ritten  

in to the com m and/sta tus reg ion of the satellite processor, and the prim e 

rou tine then returns contro l to the iA P X -86 m onito r. E ach of the system ’s 

sa te llite processors is loaded using a separate version of the “prim e” rou tine.

F igure 3.5 show s a m em ory m ap of the entire m ultip rocessing system . 

T his m ap uses ita lics to designate the addresses of m em ory segm ents accessib le 

on ly to the local processor; all o ther addresses designate m ultibus-accessib le 

m em ory regions. T he physical (hardw are) separation of the various m em ory  

reg ions is h igh ligh ted in th is figure. T he m em ory areas located on the satellite 

p rocessor boards are show n as “pages” stacked in order, w ith the m ultibus 

reg io n of each satellite processor’s m em ory space fu lly visib le , and the local 

reg ion partia lly h idden behind the prev ious “page” of m em ory T he m ap also
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show s the locations of various code segm ents after the “prim e”/sim ulation 

rou tine package is bootstrap loaded .

3 .3  S im u la t in g  P o w e r  S y s t e m s  o n  t h e  M u lt ip r o c e s s o r

T he softw are developm ents described above are general too ls w hich allow  

h ig h-lev el language program s to be execu ted on the satellite processors. T his 

section w ill now presen t som e general guidelines w hich m ust be fo llow ed for 

sim ulation rou tine developm ent and execu tion on the m ultip rocessor.

3 .3 .1  S im u la t io n  P r o g r a m  D e v e lo p m e n t

A s m entioned prev iously , the h igh-level language rou tines w ritten for the 

sate llite processors are coded as subrou tines w hich are called from  assem bly  

language m ain m odules. A ny of the system ’s h igh level languages (F ortran-86 , 

P L /M -86 , C -86) m ay be used for the sim ulation subrou tine, as long as the 

language convention for passing subroutine param eters is fo llow ed. F ortran-86 

w as chosen for the exam ple sim ulation described in C hapter 4 .

F igure 3 .6 show s the procedure used to produce execu tab le code for the 

sate llite processors. T he L IN K -86 u tility is used to link together the com piled  

com ponent sim ulation routine, the assem bled “prim e” routine, and the 

necessary run-tim e and floating-po in t libraries. L O C -86 is then used to  

transform  the “load-tim e locatab le” code generated by L IN K -86 in to (bootstrap  

loadab le) abso lute ob ject code.

F igure 3.7 diagram s the process of develop ing a contro l rou tine to be 

execu ted by the m ain processor during the sim ulation run . T he contro l rou tine 

handles such tasks as synchron izing the activ ities of the sate llite processors and  

prov id ing form atted outpu t of sim ulation resu lts. A ssem bly language is
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F igure 3 .6 . S atellite P rocessor C ode D evelopm ent P rocess

probab ly the w isest choice for this program because the iA P X -86  

m onito r/debugger operates at the m achine code level. A ny form atted 

inpu t/ou tpu t rou tines are m ost easily coded in a high level language such as 

F ortran-86 . T he assem bled contro l code and com piled code for form atted  

O utpu t are linked to the necessary run-tim e lib raries to produce code w hich 

m ay be loaded  on the m ain processor by the R M X -86 A pplication  L oader.
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M ain P rocessor F orm atted O utpu t
S im ulation C ontro l C ode R outine

H L L run-tim e lib raries 
F loating-po in t lib rariesL IN K -86

H L L C om pilerA S M -86

L oad-T im e L ocatab le 
O bject C ode

F igure 3 .7 . M ain P rocessor C ode D evelopm ent P rocess

3 .3 .2  S im u la t io n  R u n  P r o c e d u r e

T he fo llow ing procedure is used to run a sim ulation on the m ultip rocessor:

[1] Invoke the iA P X -86 M onito r (ex it R M X -86).

[2] B ootstrap load the ind iv idual sate llite processor loader (“prim e”) rou tines.

[3] R eload the R M X -86 operating  system .

[4] L oad and execu te the sim ulation contro l rou tine on the m ain processor.

T he tools and procedures described in th is chapter w ill allow the 

m ultip rocessor to sim ulate a w ide varie ty of pow er system  configurations. A n 

understand ing of 8086 assem bly language and the basic features of R M X -86  

w ill allow  the user to adap t h igh-level language com ponent sim ulation rou tines 

to the m ultip rocessing environm ent. A n exam ple of the application of these 

too ls and techniques to a pow er system  sim ulation is described in C hapter 4 .
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C H A P T E R  4

S I M U L A T I O N  O F  A N  I N D U C T I O N  M O T O R  D R I V E  S Y S T E M

A three-processor pow er system  sim ulation w as developed to evaluate the 

m ultip rocessing techniques described in C hapter 3 . T he prim ary goals of th is 

test w ere tw ofo ld : to develop a good understand ing of how to adapt pow er 

S ystem  sim ulation to the m ultip rocessing environm ent; and to get a rough idea 

of the capab ilities of the m ultip rocessor in term s of com putational speed and  

effic iency . A n induction m otor drive system  w as chosen for the in itia l pow er 

system  studies on the m ultip rocessor.

4 .1  B a c k g r o u n d

In m any applications, it is necessary to be ab le to contro l the am plitude 

and frequency of the stato r voltages applied to an induction m achine. B y 

contro lling these param eters, it is possib le to produce usab le m achine to rque at 

a varie ty of ro tor speeds. It is often necessary to apply voltages of rela tively 

low am plitude and low frequency to start a large induction m achine. T his 

techn ique avoids the prob lem  of large sta to r curren ts w hich can occur w hen a 

m achine is accelerated from  stall by sudden application of ra ted stato r vo ltage 

and frequency . T he induction m otor drive system stud ied uses a contro lled  

rectifier/inverter design to achieve the desired stato r voltage and frequency 

con tro l.



R ectifier-inverter system s are being used extensively in m any presen t-day  

pow er system  applications, and their associated contro l system s are a source of 

in teresting prob lem s w hich are being stud ied at the presen t tim e. P rev ious 

research has show n that pulse-w id th m odulation (P W M ) inverters can be 

developed to produce a sm ooth , nonpulsating m achine torque at various ro tor 

speeds, and extensive w ork has been done to reduce the harm onic losses 

associated w ith these drives. T he com plexity of the resulting contro l system s 

has prom pted the use of m icroprocessors]!  1 ,12] in the design of P W M  contro ls. 

T h is approach enab les the in troduction of m ore sophisticated P W M  techniques, 

by allow ing a varie ty of voltage w aveform patterns (located in R O M ) for 

various operating speeds and load torques. M icroprocessors are also being 

app lied ex tensively in the design of H V D C converto r con tro l system s.

It seem s inev itab le that conventional analog /hybrid sim ulation techniques 

w ill no t be ab le to keep pace w ith the increasing sophistication of these contro l 

system s. P urely dig ita l techniques w ill soon be necessary to ach ieve accurate 

sim ulations of bo th m achine drives and H V D C converto r con tro l system s.

F actors such as these led to the choice of the induction m otor drive system  

for the in itia l m ultip rocessor w ork . A  m ultip rocessor sim ulation for th is system  

w as developed using the three availab le system processors: one satellite

processor m odeled the drive system  com ponent; the other satellite processor 

sim ulated the induction m achine com ponent; and the m ain processor assum ed 

overall con tro l of the sim ulation . T he C C M  form ulation (equation 2 .3) for th is 

sim ulation study is triv ia l:

’ .. 1

a l
0 1 b ,

a 2
1 o

b 2 .

T his equation m erely states that the outpu t vector for com ponent #1 (the
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d rive system ) serves as the input vector for com ponent #2 (the induction 

m achine), and vice versa . T he m odels used for these com ponents, and the 

inpu t and ou tpu t vectors em ployed , w ill be described nex t.

4 .2  D r iv e  S y s t e m  M o d e l

F igure 4 .1 show s a sim plified d iagram  of the system  stud ied . T he system  

consists of a three phase 60H z pow er source, a phase-con tro lled rectifier and  

associated filter, a self-com m utated inverter, and a three-phase 6-pole 

sym m etrical induction m achine. F or the purposes of the m ultip rocessor 

sim ulation , the th ree phase source is considered an in fin ite bus, and the rectifier 

is therefore sim plified to a variab le D C source beh ind an equivalen t im pedance 

rc. T he contro lled rectifier ou tput vo ltage V r is m odeled by the equation

v r = v„ec - r,I, (4 .2 )

w here V 0 is a base value of the dc source, and Ir is the filter inpu t curren t. It 

can be show n[ll] that if the slip frequency o j s is held constan t, then a constan t 

m achine torque is developed by holding the stato r voltage/frequency ratio  

constan t. T he e c facto r in equation 4 .2 defines th is proportionality :

ec =  K v *w  (4 .3 )

w here K v is a constant. T he dynam ics of the filter are ob tained by apply ing 

K irch ofF s voltage and curren t law s to the filter circuit, resu lting in the 

fo llow ing linear d ifferen tial equations:

t  =  “ I , +  7 - ( V - " V i)  ( 4 .4 )

k f L f
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V , = J-U -I.;) (4 .5 )

L f ■ ..

T he inverter thyristo r firing rate is determ ined by the feedback contro l 

system  show n in F ig . 4 .2 .

C om pensator L im iter

1  +  ST,

F igure 4 .2 . D rive C ontro l S ystem

T he contro l system uses the m achine’s ro tor speed , cjr, to determ ine an 

uncom pensated slip frequency , w 's, g iven by the equation

W g I^a;(^ref ^r) • (4 .6 )

T he term  in th is equation is a set poin t to w hich the m achine is to be 

accelerated , and K w is a gain constan t in the contro l system . In an attem pt to  

tune the contro l system  to the m echanical dynam ics of the m achine ro tor, the 

transfer function

a;, = —
l+ s r „

- a / , (4 .7 )

w as used to apply a frequency dependent gain to the uncom pensated slip  

frequency u /s. T his transfer function m ay be represen ted in the tim e dom ain  

by the d ifferen tia l equation
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A  = — (w 's“ w s) (4 .8 )

w here the com pensator characteristic is set as needed by adjusting the tim e 

constant rw. T he slip frequency is lim ited to a certa in range of values (± 25 

rad /sec for the system stud ied), and the resu lting frequency of the applied 

sta to r vo ltages, u, is determ ined by the equation

<jJ-o j s + ut. (4 .9 )

B ecause of the variab le-frequency design of the drive system , it w as not 

p ractical to choose a fixed tim e step for the num erical in tegration of state  

variab les. In the sim ulated inverter system , the voltage outpu t w aveform  is 

derived from  a sto red pole pattern , w ith the thyristo r sta tus defined at regu lar 

angular in tervals. F or th is reason , the sim ulation is m ade to operate w ith a 

fixed angle step d 0. T he corresponding tim e step , d t, is then determ ined by the 

rela tionsh ip

'd t =  ■“ ■ > . ( 4 .1 0 )
0J . f

T he drive system  sim ulation rou tine perform s th is calcu lation , and uses the 

resu lts in its predicto r/corrector in tegrations. T he tim e step d t is also included  

in the drive system  outpu t vector for the in tegration of the m achine state  

variab les. T he input vector (a^) for the drive system  sim ulation includes the 

m achine sta to r curren ts and the m achine ro tor speed  pjtt and the ou tpu t vector 

(b j) consists of the sta tor vo ltages and the tim e step d t. F or reasons w hich are 

exp lained m ore fu lly in the m achine m odel developm ent, the drive system  

“abc” variab les are transform ed to “qd ” stationary reference fram e variab les 

accord ing to the relationsh ips
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^ a l j c s ( ^ s ) ^ q d s  ( 4 - 1 1 )

V qds ~  K sV abcs

w here the sta tionary reference fram e transform ation m atrices[13] are

and

1  _J_

2 2 

Vs Vs 

2 2

(4.12)

(4*13)

(K g)-1

1 0 

v Vs 

2 2  

1 Vs
’■?: ,2 ;.

(4 .14)

T his transform ation of variab les could be perform ed by either the drive system  

sim ulation rou tine or the induction m achine sim ulation rou tine. In th is study , 

it w as convenien t to locate the variab le transform ation in the drive system  

sim ulation so that the num ber of variab les transferred betw een processors cou ld  

be reduced .

4 .3  I n d u c t io n  M a c h in e  M o d e l

A s is the case w ith m any pow er system  com ponents, it is convenien t to use 

reference fram e theory as a basis for develop ing an induction m achine m odel 

su itab le for com puter sim ulation . W hen expressed in m achine (abc) variab les, 

the stator and ro tor voltage equations for a sym m etrical induction m achine 

con tain nonlinear term s w hich arise from tim e-vary ing m utual inductances 

betw een the sta to r and ro tor w ind ings. T hese nonlinearities m ay be elim inated
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by transform ing the sta to r and ro tor m achine variab les to a fram e of reference 

w hich ro tates at an arb itrary angular velocity ; T his change of variab les is 

accom plished by a pair of trigonom etric transform ation m atrices[13]. T he 

resu lting equations express all vo ltages, curren ts, and flux linkages per second  

in term s of an orthogonal “qd ” set, and a “0 ” quantity w hich accounts for any  

im balances in the m achine variab les. W hen saturation effects are ignored , and  

flux linkages per second and ro tor speed are used as the sta te variab les, the 

fo llow ing arb itrary reference fram e dynam ic m odel arises[13 |:

=  " b t v ,  -  - f * d . +  £ - ( * „ ,  -  .* „ ) ]

" b

( 4 .1 5 )

^ d s  =  ^ b ^ d s  +  77* V +  'Zjriimi * ’ •

: . H  . X-ls
( 4 .1 6 )

^ O s =  W b f V o s  ~  r — ^ 0 S ]

A ls

( 4 .1 7 )

: \ ■ '' r ' r

■ * ’v = .^ I V , v  ( , ,  ) .* • * +  v , ( * „ ,  * ' , . ) ]

“ 'b  .A ' lr

( 4 .1 8 )

: . • .  r '
♦'d ,= " b ( V ' < ir +  (  ' ) * '„  +  d r ) ] ( 4 .1 9 )

* 'o , =  * v ! V 'o , ( 4 .2 0 )

: v ( 4 .2 1 )

w here
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' ■ = :
T m q

* m d  =

¥ a s

. A ls

i

. M
 t

*
v

 3

¥ d s

A ls

h , d r )  

X 'lr

and

(4 .22)

(4 .23)

x „  = x a d  = ( - L  +
1

^Is
+ J_V l

X ?-:,

and  ! - ' ’ /" .'' ■■■! ■

w b =  base angular velocity

w r =  ro tor angular velocity

w =  reference fram e angular velocity

rs =  stato r resistance

X jg =  sta to r leakage reactance

r 'r =  ro tor resistance (referred to sta to r)

X 1 jr =  ro tor leakage reactance (referred  to stato r)

X m = m agnetiz ing reactance 

H  =  ro tor inertia constan t (seconds)

Tl  = load to rque (per un it)

T e =  electrom agnetic to rque (per un it)

T he s and r subscrip ts  in these equations are used to d istingu ish sta to r and  

ro to r quantities; the prim e (f) superscrip t ind icates ro tor quantities referred to  

the sta to r w indings v ia the m achine w inding ratio . T he stato r curren ts iqdos 

and ro tor curren ts i; qd0r are expressed as linear com binations of sta te variab les:

=  4  - * „ ,) ■ / ; ; ■  '
A ls ■

id d  '=  ^ < * d .  "  * » d )  ' '  H .2 6 )

. A ls  • '



ios = T p-(^O s) (4 .27)

■ ■■:^4 -28 )

i,dr = -^-(^dr-^m d) (4 .29)

i 'o r  =  3 ^ 7 — ( * ' 0 ' t  - ( 4 .3 0 )

T he electrom agnetic to rque is then expressed (in per un it) as

T e = > dsiqs -  ^ qsids . . ... .(4 .31)

E quations 4 .15 - 4 .31 represen t a fu lly m odeled induction m achine, v iew ed 

from  a reference fram e ro ta .ting at an arb itrary angular velocity w , for both  

unbalanced and balanced conditions. F or the purposes of th is sim ulation  

exercise , som e assum ptions m ay be in troduced at th is poin t to reduce the size 

and com plexity of the m odel. F irst, the ro tor circu it is assum ed to be 

com pletely in ternal to the m achine. T his assum ption elim inates the ex ternal 

ro to r voltages V f qd0r; and the ro tor curren ts (equations 4.28 - 4.30) are no  

longer of in terest and are left ou t of the sim ulation . S econd , balanced three 

phase conditions are assum ed for the sim ulation , elim inating all “zero ” 

quan tities (equations 4 .17 , 4 .20 , and 4 .27). F inally , the d iscon tinuous nature of 

the V oltages produced by the drive system  prom pted the use of the sta tionary  

reference fram e (o’= 0)[13 ,14]. W ith these assum ptions, the electrical dynam ics 

equations (4 .15 . * 4 .20) reduce to the fo llow ing set of equations;
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=  ^ b I V „  +  (4M)
-*M s . ■

*is = U^ds + ^-^m d-^ds)] (4 .33)

;: ^M s ■■ • . V .

* ’ d , = - « ,* '  „ +  d r )  ( 4 .3 5 )

T he m echanical dynam ics equation (4 .21) rem ains unchanged for th is 

represen tation , as do the torque equation (4 .31) and the stato r curren t 

equations (4 .25 and 4.26). It is in teresting to note that the nonlinearities in  

th is m odel appear as products of state variab les in the ro tor electrical 

dynam ics equations (4 .34 and 4.35), and in the m echanical dynam ics equation  

(4 .21). T o see the nonlinearities in the m echanical dynam ics equation , it is 

necessary to decom pose the electrom agnetic to rque equation (4 .31) in to its sta te  

variab le represen tation by m aking appropria te substitu tions for iqs and ids. T he 

inpu t vector ( a 2 ) fo r the induction m achine sim ulation includes the stato r 

vo ltages V qds and the tim e step d t; the ou tput vector ( b 2 ) consists o f the stato r 

curren ts iqds and the ro tor speed , u>r

4 .4  I m p le m e n t a t io n  o n  t h e  M u lt ip r o c e s s o r

T he induction m otor drive system  sim ulation w as an extension of the 

conceptual ideas of C hapter 2 and the m ultip rocessing techniques d iscussed in  

C hapter 3. T w o separate sim ulation packages w ere prepared , one using  

S ynchronous relaxation and the other using the asynchronous (or chaotic)



re laxation technique described in C hapter 2 . A s discussed in C hapter 3 , the 

com ponent sim ulation algorithm s w ere w ritten as h igh-level language (F ortran- 

86) subrou tines, and the m ain processor contro l algorithm s w ere w ritten in the 

8086 assem bly language A S M -86. P hysically , the contro l algorithm s for the 

separate sim ulation packages w ere execu ted by the m aster processor, cpu #1  

(refer to F ig , 3.5). T he drive system  w as sim ulated on cpu #2 , and the 

induction m achine algorithm  w as located on cpu #3 .

F low charts of the routines used to sim ulate the drive system and the 

induction m achine are presen ted in F igs. 4 .3 and 4 .4 , respectively . In both of 

these program s, a relaxation m ethod , using the E uler/trapezo id technique 

p resen ted in C hapter 2 , is used to so lve for the com ponent sta te variab les. F or 

the drive system  algorithm , these variab les are the D C filter quan tities V j and  

Ir, and the slip frequency w s; the induction m achine sta te variab les are the flux 

linkages per second tyqs, ^ds, q r >  and dr, and the ro tor speed , o jt. B oth the 

d rive system program and the induction m achine program are direct 

app lications of the relaxation algorithm presen ted in C hapter 2 (F ig . 2.4), 

a lthough considerab le am ounts of ex tra code w ere incorporated in the drive  

system  sim ulation rou tine for con tro lling the thyristo r gating pulses to produce 

the desired six -step th ree phase vo ltage ou tpu t w aveform s.

O ne source of perform ance degradation in m ultip rocessing system s is the 

com petition am ong processors for access to the system ’s com m on m em ory  

areas. T o lim it the am ount of com m on m em ory area access, the inpu t/ou tpu t 

data read and w rite functions occur at only tw o poin ts in each sim ulation  

algorithm ; one for the pred icto r in tegration and one for the corrector 

in tegration . A t other tim es, the input and outpu t vectors are stored in  

secondary local m em ory locations for calcu lation purposes follow ing read
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operations (for inpu t data) and prio r to w rite operations (for ou tpu t data). A s 

sho w n in F ig . 3 .4 , the input and outpu t vectors for the drive system  start at 

m ultibus m em ory address 6000:0 , and the corresponding area for the induction  

m achine sim ulation starts at 6800:0 . E ach real variab le w ith in these m em ory  

areas occupies four by tes of m em ory .

T w o separate m ain processor contro l algorithm s w ere developed ; one for 

the synchronous relaxation technique (F ig . 4 .5), and one for the asynchronous 

(chao tic) m ethod (F ig . 4.6). A s discussed in C hapter 2, the synchronous 

m ethod is characterized by a tigh t contro l on the satellite processor iterations, 

w hile the asynchronous m ethod allow s the S atellite processors to run free, w ith  

the m aster processor perform ing data transfers w henever new  data is availab le . 

In bo th cases, the satellite processors are synchronized at the beg inn ing of each 

tim e step , prior to pred icto r in tegration . T he synchronous m ethod uses an  

ex tra synchron ization poin t in the corrector loop of each satellite processor 

a lgorithm  (refer to F igs 4 .3 and 4 .4); th is po in t is om itted for the asynchronous 

m ethod .

E xcep t for a form atted (screen or disk) outpu t subrou tine coded in 

F ortran-86 , the m ain processor rou tines w ere coded in 8086 assem bly language. 

T hese routines contro l the satellite processors (cpu #2 and cpu #3) via 

m ultibus-located run-tim e contro l flags. T he flags appear to the F ortran  

com ponent sim ulation algorithm s (execu ted on the satellite processors) as 

in teger data types; they appear to the contro l algorithm  as w ords (tw o bytes) 

o f m em ory located in an area starting at m ultibus address 5000:0 (refer to  F ig . 

3 .5 ). F or exam ple, the synchronous relaxation contro l algorithm  operates on  

the fo llow ing set of con tro l flags:
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rdy2 & rdy3: set by satellite processors after they reach a synchron ization  

po in t.:-:

go2 & goS: instructs sate llite processors to resum e execu tion.

corw2 & convS: set by each satellite processor after its sim ulation  

a lgorithm  converges.

pred: instructs sate llite processors to proceed to nex t tim e step pred icto r. 

done: iden tifies end of sim ulation run .

T he “go ” and “rdy ” S ags are used for synchron ization of the system  

processors. T he m ain processor determ ines overall system convergence by  

period ically check ing the “conv ” flags contro lled by the ind iv idual satellite  

p rocessors. W hen all com ponent sim ulations have converged , the “pred ” flag is 

se t by the m aster processor, sending the satellite processors to the nex t tim e 

.. step .

T he asynchronous m ethod requ ired tw o additional con tro l flag sets:

® mbox2 & mbpxS:se t by satellite processors to announce updated outpu t 

-.data . .

• bus2 & busS: m ultibus data arb itra tion - w hen set, den ies o ther processors

access to  com m on data area.

T he m ain processor is notified of satellite processor data updates v ia the 

“inbox ” flags; S pecial m ultibus arb itra tion coding w as included in the 

asynchronous relaxation algorithm  to preven t the scenario of one processor 

w riting in to a real data location (four bytes of m em ory) w hile another is 

read ing from  that location . T his arb itra tion w as accom plished by the “bus” 

flags above.

A s discussed in C hapter 3, the need for abso lu te addressing of 

inpu t/ou tpu t data and contro l flags w as satisfied by w riting each com ponent 

sim ulation rou tine as a, F ortran-86 subrou tine w hich is called from  an assem bly



language m ain m odule . T his m ain m odule , part of the “prim e” package 

described in C hapter 3, in itia lizes the 8086 segm ent reg isters and calls 

subrou tines w hich in itia lize the F ortran-86 environm ent and the 8087 num eric 

data processor. T he pre-defined addresses of the input/ou tpu t variab les and  

con tro l flags are pushed onto the 8086 stack prio r to invoking the sim ulation 

subrou tine. T he input/ou tpu t variab les and contro l flags then appear as 

param eters in the F ortran-86 subrou tine sta tem ent. F or exam ple,

s u b r o u t in e  c p u 2 (v q s ,v d s ,d t > iq s , id s ,w r ,g o 2 > r d y 2 ,c o n v 2 ,p r e d ,  

d o n e )

is the first line of the drive system com ponent sim ulation routine. In the 

sim ulation rou tine, the inpu t/ou tpu t variab les are treated as “real” data types, 

and the contro l flags are treated as “in teger” types.

T he procedure used to develop execu tab le code for the satellite processors 

fo llow ed the outline presen ted in F ig. 3.6 . A fter a suitab le F ortran-86 

sim ulation rou tine w as developed , the “prim e” package w as m odified for the 

desired input/ou tpu t variab les and contro l flags. A bsolu te ob ject code for the 

sate llite processors w as then produced by the L IN K -86 and L O C -86 u tilities. A  

sim ilar procedure w as fo llow ed for the assem bly language contro l code execu ted  

by the m ain processor (refer to F ig . 3 .7 ).

4 .5  R e s u l t s  ■

T o verify the perform ance of the m ultip rocessor, its sim ulation run resu lts 

w ere com pared to the resu lts of a sim ilar sim ulation execu ted by a V A X - 

11 /780 . T he sim ulation perform ed w as a free acceleration of the induction 

m achine to a reference speed (u?ref) of 63 radians per second (10H z),
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approxim ately 0 .6 seconds of real tim e. T he so lu tion tra jectories generated by  

the V A X  for ro tor speed and per un it to rque are presen ted in F ig . 4 .7 , and the 

phase voltage and curren t w aveform s are show n in F ig . 4.8 . T he data 

generated by the m ultip rocessor w ere iden tical to the V A X  resu lts for bo th the 

synchronous and asynchronous techniques.

T he vo ltage and curren t w aveform s of F ig . 4 .8 show  the expected increases 

in frequency and am plitude as the m achine accelerates, and they also illustra te  

the voltage am plitude and frequency com pensation perform ed by the drive  

con tro l system  as the ro tor overshoots the reference speed . T he effect of th is 

com pensation also appears in the torque/ro tor speed trajecto ry (F ig . 4.7), 

w here the rotor deceleration is accom panied by negative values of 

electrom agnetic to rque.

In t)o th the m ultip rocessor sim ulation and the V A X sim ulation , the 

so lu tions for the quantities of in terest w ere calcu lated using an angular step of 

one degree. Al s  m en tioned previously , th is sim ulation technique w as used  

because of the design of the sto red-pattern inverter used in the drive system . 

\V ith th is sim ulation technique, increases in the frequency of the applied stato r 

vo ltages are reflected as decreases in the tim e increm ent d t, w hile the angular 

d isp lacem ent rem ains constan t. T he sim ulation run data show ed that 1870 1 ° 

angular steps w ere requ ired for a 0 .6 second acceleration of the m achine; th is 

figure of 1870 steps w as used as a basis for m easurem ents of com putational 

speed and effic iency . T he sim ulations w ere not carried beyond 1870 steps 

because of the poten tial d isto rtion of resu lts due to accum ulation of num erical 

roundoff erro r.

T he m ost im portan t criterion for the evaluation of the m ultip rocessor’s 

perform ance is, of course, the gain in sim ulation speed for the m ultip rocessor
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configuration . For th is evaluation , three separate 1870-step free acceleration  

sim ulations w ere prepared . T he first sim ulation w as run on a sing le iS B C  

86 /30 (cpu #1) board , w ith the separate algorithm s for the induction m achine 

and the drive system  conso lidated in to one program . T he second and th ird  

sim ulations w ere the tw o paralle l m ethods described previously , one for the 

synchronous relaxation technique and the other for asynchronous relaxation . 

B ecause of the extensive processor tim e requirem ents for form atted data 

ou tpu t, all form atted (term inal or disk) data output w as om itted from  these 

tim ing runs. T his om ission should not be overly restrictive , since any desired  

data could be stored in R A M during the sim ulation run , and w ritten to  

term inal or d isk after the end of the run .

T he resu lts of these runs are presen ted in T able 4 .1 . T his tab le com pares 

the perform ance of the three sim ulation techniques in term s O f five 

m easurem ents: the overall tim e in seconds used by the hardw are for the 1870- 

step sim ulation ; the average step convergence tim e in m illiseconds; the tim e 

requ ired for a sing le iteration in m illiseconds; the average num ber of iterations 

necessary for convergence; and , finally , the greatest num ber of iterations for a 

sing le step recorded during the run . T he data show  that, for the tw o parallel 

m ethods tested , the synchronous relaxation technique gave the best overall 

perform ance.

T o com pare the perform ance of the tw o paralle l techn iques, it is helpfu l to  

in troduce tw o quantities w hich are used as the basis for evaluating  

m ultip rocessing system s in term s of com putational speed . Speed-up is defined  

as the ratio



T able 4 .1 . D ata for 1870-S tep (0 .6  sec) R uns

S ingle P aralle l,

.

P aralle l,

M easurem ent P rocessor S ynchronous
■

A synchronous

C om putation

T im e (sec.) 37 .5 V 21.5 23 .0

A vg. C onvergence

T im e (m sec.) 2 0 .0 11 .5 12 .3

Iteration M /C : 5 .0

T im e (m sec.) 8 ,8 5 .0 D rive: 5 .5

A vg. N o. of M /C : 2 .4

Iterations 2 .3 2 .3 D rive: 2 .2

G reatest N o. of M /C : 7

Iterations : - -1 1 , '7 ; D rive: 6

T j
S - ~r , (4 .36)

■ A P :

w here T j is the com putation tim e w hen one processor is used , and T p is the 

tim e w hen P w ork ing-area processors are used . T he theoretical m axim um  

value for S peed-up is S = P , but real m ultip rocessing system s cannot ach ieve 

th is value because of perform ance degradations due to the tim e required for 

data transfers, the tim e required for coordination of the processors, and , m ore 

im portan tly , unequal d istribu tion  of the sim ulation effort am ong the processors.
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A nother value com m only used is Efficiency, t j :

w here N is the num ber of processors in the w ork ing area of the sim ulation . 

T he E ffic iency 9 7 gives an ind ication of how in tensively the N processors are 

being used ; its op tim um  value is rj—i. T able 4 .2  presen ts the S peed-up and  

E ffic iency values ob tained for the induction m otor drive system  sim ulation .

T able 4 .2 . S peed-up and E ffic iency

M ethod S V

S ynchronous 1 .74 0 .87

A synchronous 1 .63 0 .82

It is com m on practice to om it the contro l (m aster) processor from  S peed-up 

and E ffic iency calcu lations, because its contro l and synchron ization activ ities 

are considered to be outside the realm  of the sim ulation w ork ing area. W ith  

th is in m ind , the op tim um  S peed-up value for the induction m otor drive system  

sim ulation is S = 2 .0 . R eferring to T able 4.2 , the synchronous relaxation 

m ethod ach ieved S = 1.74 , = 0 .87 .

T he perform ance values tu rned in by the asynchronous relaxation m ethod  

w ere sligh tly low er. T his w as som ew hat surprising at first, bu t the reason for 

the poorer perform ance can be easily explained . W hen the asynchronous 

m ethod w as first investigated, it w as felt that th is m ethod w ould produce 

superio r resu lts in cases of unequal d istribu tion of the sim ulation effort am ong 

the satellite processors. H ow ever, the iteration tim e calcu lations for the
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asynchronous m ethod (T able 4 .1) suggest that the sim ulation effort is alm ost 

equally distribu ted betw een the drive system processor and the induction  

m achine processor. T his condition is not w ell su ited for asynchronous 

re laxation .

T o illustra te the reason for th is, consider a typ ical angle step so lu tion  

requ iring tw o iterations on each satellite processor: A s show n in T able 4 .1 , 

each m achine processor iteration requires 5 .0 m illiseconds, w hile each drive 

system  iteration requires 5 .5 m illiseconds. A t 1 0 m illiseconds (tw o m achine 

p rocessor iterations) in to the C alcu lation , the m achine processor announces 

convergence, w hile the drive system  processor is still 1 m illisecond aw ay from  

announcing its convergence. S ince the contro l processor sees only one “set” 

convergence flag , it allow s the m achine processor to initiate a third , 

unnecessary , iteration . T he solu tion for th is angular step therefore uses 15 

m illiseconds of processor tim e, w hen 1 1  w ould have been suffic ien t. T he effects 

o f th is type of inefficiency add up over the sim ulation run , y ield ing the h igher 

values of com putation and average convergence tim es recorded in T able 4 .1  for 

the asynchronous m ethod .

O ne of the p lans for the m ultip rocessing system  used in th is research is to  

p rov ide a D /A and A /D interface to the existing analog pow er system  

sim ulator. T he analog  sim ulator can  be O perated at a varie ty of speeds rang ing 

from 2 0 to 2 0 0 tim es slow er than real tim e (60 H z. base). A t its slow est 

se tting , 2 0 0 tim es slow er than real tim e, 1  ° of a sinuso idal w aveform  

corresponds to 9 .26 m illiseconds. T he best 1 ° convergence tim e obtained for 

the induction m otor drive system  averaged 1 1 .5  m illiseconds, a little too slow  

to keep pace w ith the analog sim ulator. If 2  ° or even 3 0 resolu tions w ere 

perm issib le , it is felt that the average m ultip rocessor convergence tim es w ould
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probably he ab le to keep pace w ith the analog system . In addition , the 8086  

processor and 8087 num eric data co-processor used in th is research are 

currently being run at a clock frequency of 5M H z  . T he system  clock frequency  

m ay be upgraded to 8 M H z w hen an 8 M H z-com patib le 8087 co-processor 

beco m es availab le . T his hardw are upgrade w ould favorab ly affect the 

convergence tim es recorded in T able 4 .1 . H ow ever, It should be cau tioned that 

d ig ita l sim ulations involv ing d iscon tinuous w aveform s, such as those produced 

by the induction m otor drive system , are num erically ill-conditioned at 

w aveform  transition poin ts. A s a result, the convergence tim es at these po in ts 

are m uch longer than the average convergence tim es, as show n by the 

“G reatest N um ber of Iterations” row  in T able 4 .1 .



C H A PT E R S  

C O N C L U SIO N S

T he in itia l phase of the m ultip rocessor pow er system  sim ulation research  

has show n that paralle l processing can be effectively applied to pow er system  

sim ulation , and that considerab le speed-up can be ob tained by d istribu ting the 

sim ulation effort over several processors. B y exam in ing the iteration cycle 

tim es for an exam ple sim ulation , it w as determ ined that operating the satellite  

p rocessor iterations in a synchronous fash ion produces the best resu lts in cases 

w here the sim ulation effort is d istribu ted nearly equally am ong the satellite

processors, v

In general, how ever, an even d istribu tion of the sim ulation task m ay prove 

to be difficu lt because of the w ide range of com plex ity am ong various pow er 

system  com ponent m odels. It w ould be possib le to d iv ide the sim ulation of an  

especially com plex com ponent over tw o or m ore processors to ach ieve a m ore 

even distribu tion of the sim ulation effort, bu t th is div ision of a com ponent 

m odel m ay in troduce o ther prob lem s. M any pow er system  com ponent m odels 

are characterized by tigh tly coupled groups of equations, such as the electrical 

dynam ics equations for the induction m achine described in th is thesis. 

D iv id ing such a tigh t group of equations am ong tw o or m ore processors w ould  

d ram atically increase the am ount of data transferred betw een processors by  

in troducing state- and auxiliary-variab le transfers, and th is approach w ould
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also deviate from the conceptual sim plic ity of allow ing only com ponent 

inpu t/ou tpu t data transfers.

O ne alternative to div id ing a com plex com ponent over tw o or m ore 

processors m ay be the asynchronous relaxation m ethod . T his m ethod 

m ain tains the concep tually sim ple com ponent input/ou tpu t data transfers, 

a lthough it has been show n that the resu lts of th is techn ique are in ferio r to an  

even ly distribu ted sim ulation operated synchronously . T here are certa in ly  

tradeoffs here betw een conceptual sim plic ity and optim um  sim ulation speed ; 

fu rther w ork on the m ultip rocessor should address th is question .

T his in itia l phase of the m ultip rocessor sim ulator developm ent has raised  

o ther questions w hich are w orthy of fu rther research . O ne area w hich has no t 

yet been addressed is the varie ty  of num erical m ethods w hich are app licab le to  

pow er system  com ponent sim ulations. T he exam ple pow er system  sim ulation  

p resen ted in C hapter 4 used only the E uler/trapezo id relaxation technique; a 

w ide variety of o ther in tegration m ethods  [7] are availab le w hich m ay allow  

larger angle or tim e step sizes and m ore attractive convergence tim es. 

H ow ever, the additional floating-po in t operations in troduced by these m ethods 

w ould extend the iteration cycle tim es. T radeoffs are involved here, also. 

A nother technique w hich m ay be effective in linear or nearly -linear com ponent 

m odels is the N ew ton-R aphson algorithm . T he ex ten t of the nonlinearities in  

the induction m achine m odel described in C hapter 4 preven ted an efficien t 

im plem entation of th is m ethod , bu t the N ew ton-R aphson technique m ay prove 

to be effective for o ther com ponent m odel sim ulations.

O ther areas of poten tia l research could focus on the hardw are and  

softw are associated w ith the m ultip rocessor itself, A t the tim e of th is w riting , 

the A /D  and D /A  in terface to the analog sim ulator is being installed . F urther



softw are and hardw are w ork is needed to allow the m ultip rocessor to operate  

effectively in tandem w ith the analog pow er system sim ulator. A nother 

ex tensive softw are pro ject w ould be the developm ent of a user-in teractive 

operating system algorithm for m ultip rocessor sim ulations. A t the presen t 

tim e, know ledge of 8086 assem bly language and the m ultip rocessor hardw are is 

necessary for effective use of the m ultip rocessor. A  high-level operating system  

algorithm , perform ing the m echanics of setting up the paralle l sim ulation , 

w ou ld pull the user aw ay from  the hardw are level and w ould allow  the user to  

concen trate  on the pow er system  sim ulation and its resu lts.

A s the developm ent of the m ultip rocessor sim ulator continues, other 

possible long-range hardw are upgrades should be kep t in m ind . In the fu ture, 

if the system should grow to a large num ber of processors, the existing  

com m on-bus architectu re m ay begin to hinder sim ulation speeds because of 

data transfer traffic . If th is prob lem  should occur, som e sort of size-invarian t 

m ultip rocessor topologyfl] could be im plem ented to elim inate the bus 

con ten tion problem s. In addition , fu ture developm ents in m icroprocessor 

technology should be view ed w ith their poten tia l sim ulation applications in  

m ind . M otoro la recently in troduced the M C 68020 , a C M O S design w ith a fu ll 

32-b it arch itectu re[15 |. T his processor operates at 16M H z, and a com patib le 

num eric data co-processor is being designed at th is tim e. T he advanced  

arch itectu re and high speed of th is system  w ould produce excellen t results if 

app lied to pow er system  sim ulation .

T he resu lts of th is in itia l study of the m ultip rocessor sim ulator are 

encourag ing , and further w ork should produce a cost-effective and usefu l 

add ition to P urdue’s analog pow er system  sim ulation facilities.
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A p p e n d ix  A

D r iv e  S y s t e m  P a r a m e te r s

S lip F requency L im it: ±25 rad /sec.

K v =  0 .00265  

K *  =  2 0 .0  

V 0 = 1.654  

=  0 .07

rc =  0 .01528 n

R f =  0 .025 n 
L f =  0 .001326 H  

C r = -0 .18812 F



A p p e n d ix  B

I n d u c t io n  M a c h in e  P a r a m e te r s

R ating : 10 hp

V oltage: 220 V  (line-to -line), 60 H z 

P oles: 6 

Inertia: 0.5 see.

P aram eters in P er U nit:

T g —  0 .0453  

X ls =  0 .0775  

r 'r =  0 .0222  

X 'j, =  0 .0322  

X =  2.042
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