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Abstract—Reducing the power consumption while maintaining important performance measure for servers. How to minimize
the response time constraint has been an important goal in seer  the server mean response time or to meet the mean response
system design. One of the techniques widely explored in the {jme service level agreement (SLA) constraint for servers

literature to achieve this goal is Dynamic Voltage ScalingVs). .
However, DVS is not efficient in modern systems where the ovall has been an active research [3]-[6]. Recently, how to reduce

power consumption includes a large portion of static power t_he power ansumption \(vhile_mainta_ining the mean response
consumption. In this paper, we aim to reduce the static power time constraint has received increasing attention. Loweyo

consumption by Dynamic Power Management (DPM) with sleep opportunity for web servers has been observed in [7], [8] to
model in addition to DVS. To maximize the sleep efficiency, we reduce the energy consumption by applying Dynamic Voltage

proposePower S| eep, a smart power-saving scheme by carefully . : o :
choosing an execution speed for the server with DVS and sleep SCaling (DVS) with minimal performance impact. In [9], a

periods while putting the system in the sleep power mode with queueing theoretic model was used to predict the optimal
DPM. By modeling the system with M/G/1/PS queuing model power allocation in a variety of scenarios with DVS. An

and further significant extensions, we present how to mininie optimal speed scaling was investigated in [10] to balance

the mean power consumption of the server under the given yne mean energy consumption and mean response time under
mean response time constraint. Simulation results show thaur Processor Sharing (PS) scheduling

smart Power Sl eep scheme significantly outperforms the simple > s ] . .
power_saving scheme which adopts S|eep mode. DVS IS an eff|C|ent pOWer'SaV|ng techr"que N the SyStemS

where the static power consumption is only a small portion
of the overall power consumption. However, as shown in
[11]-[13], the static power dissipation when a server i® idl
could reach up t®0% of the peak power, and is worsened if
Power-aware design has become a prominent design isgue power waste in power delivery and cooling sub-systems
in server systems due to the rising energy utility bill. Fois counted, which could increase power consumption by
example, for a high-performance server w80 Watt power 50~100% [14]. Given the fact that average server utilization is
consumption, the annual energy cost of the server is aroumtly 20~30% in typical data centers [7], [11], [15], reducing
$214, provided that the electricity costs $0.074 per kWh. Evethe power consumption for an idle server becomes pragticall
without considering the cost of the power delivery subsyste important. To overcome the idleness of the server, corsolid
and the cooling facility, the electricity cost is signifitain tion technique is adopted in server clusters by using Mirtua
maintaining a cluster with hundreds of servers. Specificallmachines to put several servers in one machine and reduce
it has been shown that the electricity cost remains sigmificathe number of active machines. However, a large fraction of
even if the server does not always operate with the maximwervers exhibit frequent but brief bursts of activity, nraki
power consumption [1]. By 2011, data centers in U.S. agynamic consolidation and system shutdown difficult [15]eT
expected to consume arouhd0 billion kwh per year [2], in  other common approach to reducing power consumption for an
which the annual power cost is around $7.4 billion. idle server is to use Dynamic Power Management (DPM) (such
At the same time, clients are very sensitive to the servas clock gating or power gating). In other words, to reduce
performance. Delayed response to users will have negatilie power consumption when a server is idle, we can turn
effects for a hosting company including client frustrai@nd the server from the active mode to the sleep mode. However,
revenue loss. Mean response time of requests has beemmaxle transitions between the active mode and the sleep mode
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introduce significant overheads in terms of time and energy. Il. SYSTEM MODEL

In [15], a Power Nap scheme was proposed to handle the we u\s;\t/a_trllb\éflgnd DPM fc;]r the power matr_1agemenc§ :cn t?ﬁ
dominant idle time by quickly transitioning in and out of avMo Server. Wi » WE Can choose an execution speed for the
power sleep mode. Undéower Nap, the server runs at the Server (with a corresponding choice of the supply voltage)

maximum speed in executing jobs if there are jobs in quel}8, serve jobs in the queue. We_ deflne_as the ratio of the
and is immediately put into the sleep mode once the que ecution speed of the server to its maximum speed. The speed

is empty and is waken up once a new job arrives. Howevé?,t'or IS bo_undeq by a Iowe_r _bou_m_zl, €., 7 .g r< 1. Wh(_en
server is active, either it is (i) in the&nning mode while

mode transitions between the active mode and the sletg L M .
ecuting jobs, or (ii) in thédle mode at the lowest speed ratio

mode introduce a pure timing overhead for the server, whi ) . ) .
degrades the performance such as the mean response f ithout executing any job. With DPM, the server can be set

of jobs. When the server utilization is low, tHRower Nap to thesleep mode. However, there are some timing overheads

scheme is shown superior to the pure DVS scheme. The higfs%r the mode transitions between the running mode and the

the server utilization is, the more obvious the mode tramsit ep mode [15], during which the server is in thansition

overhead has an impact on the system performance. Therefmgde‘

it is necessary in the design with the sleep mode to reduceThe power consumption in our study is the system-level

the mode transition overhead as much as possible. In [18 wer, including the power consumed by the processor and_ all
one of the goals is to reduce each transition duration far f&41€" components within the server. The power consumption

mode transitions. However, due to the hardware limitatign, 9€P€Nds on the mode the server is in (running, idle, sleep, or

have no much space in this direction. Moreover, in generdjdnsition), and also the execution speed in use. In thiepap

the more inactive hardware components are in the sleep mof& adopt the power consumption model in [9]. The server has

the larger the timing overhead is required for mode traomsiti the following power modes:

Therefore, in addition to having fast mode transitions from « ldle power mode: In the idle mode, the server consumes
the hardware aspects, we would also like to consider another the static power;;

direction: reducing the mode transition frequency from the « Running power mode: In the running mode, the power

software aspects. We could jointly consider DVS to change consumptionPr(r) by the server at a speed ratids

the execution speed of the server and DPM to change the
power mode. We do not have to run the server at the maximum
speed in executing jobs or wake up the server so greedily like
Power Nap since the server might have to go to sleep again

after a short period of job execution.

Pr(r) =afr —r]" + Py, Q)

where~ > 1. The cubic rule is widely suggested in the

literature for the processor power-to-speed relationship

the running mode, i.ey = 3. However, in server farms

with DVS or for some applications, the linear rule could

be applied. The reader can find more details on this in

B

Seep power mode: In the sleep mode, the power con-

sumption by the server i85, where Ps < P;.

« Transition power mode: In the transition mode, the server
also consumes power, which is defined @s. In this
paper we assume the power consumption in the transition

In this paper, we proposBower Sl eep, a smart power-
saving scheme. To minimize the mean power consumption
while maintaining the mean response time constraint, we-car
fully choose an execution speed for the server with DVS and*®
sleep periods while putting the system in the sleep poweremod
with DPM. We will show thatPower Sl eep outperforms
Power Nap significantly, in particular when the single mode
transition overhead is large. In the study of server peréoroe, mode is equal to the one in the running mode, R —
M/G/1/PS server model has been shown by different research Pa(r) TR
studies that can model the modern web servers well [3], *7V'/

[6], [9], [10], [16]-[18]. To make the modeling and analysisThe different power modes provide the space for system
even more accurate, in this paper, we adopt the M/G/1/6§signers to design efficient power-saving schemes.

model with some significant extensions as the mode transitio The system in this work is based on the M/G/1/PS server
overhead is taken into consideration. model. We consider a Poisson job arrival with an arrival rate

A and we assume that jobs follow a generalized service time

The rest of this paper is organized as follows: Seélistribution with a given mean valuE[S] when executing
tion Il shows the system model. The design framework @t the maximum speed. We also assume all jobs in the
Power Sl eep will be described in details in Section III.queue are served with the PS scheduling algorithm, where
Section IV presents detailed power consumption and respofs> approximates very well the Round-Robin job scheduling
time analysis. The optimal design is described in Section &gorithm used in Linux. Our methodology can be applied
by showing how to minimize the mean power consumptid® other job scheduling algorithms such as First-CometFirs
under the given mean response time constraint. Section $8rved (FCFS) as well. We assume the mean job execution
presents performance evaluation over simulated platowies time E[S] = - under the maximum speed. If the server runs
will conclude the paper in Section VIL. at a speed ratie in the running mode, we havg[S] = X

T_N .



We denote exceeds)., the server needs to be put back to the idle
A power mode or the running power mode. This gives the
p= w ) server the chance to be put back to the running power
The relative server utilization with respect to the speditbra m_or(]j © p()jreca(;mously S0 that thehJ.Ob Ca;: bs served dshorrtlly
+ can be written as with reduced response time. This works better under the
long idle period of the job queué. is a very important
AE[S] = B, (3) parameter to tradeoff the gain between the sleep power
r mode and the response time.
while p is the (absolute) server utilization with respect t0 , procrastination sleep perialy: If the job arrives earlier
the maximum speed. Note that this paper considers a coarse- pefore the expiration of., the server will be procrasti-
grained model for scheduling by assuming that the execution pated in the sleep mode 6y, period so that jobs can be
time is proportional to. If the memory or /O peripheral batched together to reduce the short idle periods of the

accesses make the frequency scaling dis-match the fregluenc  jop queue. This works better under the short idle period
speeding up the CPU frequency by a factor2ofmay only of the job queue.

reduce the execution time [80%. The definitions in (2) and
(3) become invalid. Now we are able to address the concerns raised in the

beginning of this section: For C1 and C2, and j. are
Il. THE DESIGN FRAMEWORK OF Power Sl eep introduced for these purposes respectively; for C3, we will
In order to design a better power-saving strategy, we try study the effect of the value of the speed ratito the power
answer the following questions: (i) When should the serveaving design in Sections IV and V;

start to sleep? (i) When should the server be waken up?with the above pre-determined constant parameters of time

(iiif) What speed ratio can be set in the running state? Thgriods 6, J,, J.), and of speed ratio, Power Sl eep can
straightforward scheme is to set the server to sleep once Hedescribed as the following steps:

gueue is empty and is waken up upon a new job arrival and ) ) )
choose the full speed in the running state as shown in [15]) Once the queue is empty, the server intends to hold on in

This approach works but with some limitations and it is not  the idle power mode fod;, time unit;
efficient due to the following concerns: i) If a new job arrives before the expiration of th®,

C1. Thetransition from the running power mode into the sleep time un.it, the server wiII. immediately serve the new job.
power mode might be too costly. If the idle-queue duration OtherW|se_, th(_a server will be set to th? sleep power mode
(or non-idle-queue duration) is short, the server is wastin anddthfenglt ;’_V'” be _(te.nforced to stay in the sleep power
time in transition without taking enough duration of sleep., mode foro. ime unit, _ .
(or execution of jobs) i) If a new job arrives before the expiration of the time

C2. The average response time threshold would be always unit, the server will remain. in the slee_p power mode for
violated if the wake-up transition time is beyond the a procr.astlnauon sleep_ periad time unit (counteq from.
average response time threshold. All jobs after the wake- the_ arrival qf the new job). In_ other words, th? job will
up will experience at least the wake-up transition delay. yva|t fo_r 0c time units. Otherw|se, _the server will _be put
This is another big drawback of this simple approach. . in the idle power mpde agan .untll a new job arrives;

C3. The full speed might not be the best choice in saving iv) Once the server is in the running power mode, the server
power. This is well-accepted in the study of pure DVS in runs_at a con_stant speed ramcn the running power mode
the literature. If we also consider DPM, how will speed serving jobs in th_e queue until the queue become empty;
affect the power-saving design? v) Once the queue is empty, repeat Step i.

In the design oPower Sl eep, we introduce the following The above procedure will be looped as jobs come to and leave
constant parameters of time periods to overcome the abdlie queue.
raised concern by utilizing both DVS and DPM: Recall that there are timing overheads for the mode transi-
« Idle period thresholdy,: It is the minimum length of the tions between the running power mode and the sleep power
idle-queue duration before the server is put into the sleepde. We denoté, andd,, as the overheads for thsaispend
power mode, i.e., if the idle-queue duration is shortéransition from the running power mode to the sleep power
than 6y, the server remains in the idle power mode nohode and thevake-up transition from the sleep power mode
in the sleep power mode, and then goes back to thack to the running power mode respectively. In [15], it is as
running power mode for the new job arrivaly, is a sumed that these two types of transition duration are equal,
very important parameter to tradeoff the benefit of thee consider a general case. Note that each suspend transitio
sleep power mode and the cost of the transition overheemuld not be stopped once a suspend transition is initiated.
in(/out of) the sleep mode. The wake-up transition will follow the procrastination ege
« Sleep period threshold.: It is the maximum length period before serving a new job. Also note thiRawer Nap
of the period during which the server can stay in thim [15] is a special case dPower Sl eep by settingr = 1,
sleep power mode continuously. Once the sleep duratién= 6, = 0, andd. = co.



UnderPower Sl eep, we will extend the tradition M/G/1/PS
gueueing theory to consider the sleep and transition modes.
a
@ A. Extended M/G/1/PS Queue with Sarter
UnderPower Sl eep, the server will stay in four different
modes: running, transition, sleep, and idle. With sleep and
(b) transition modes, the traditional queueing theory canret b
applied directly here. Instead we adopQaeue with Sarter
—— = model [19], [20]: the server is “turned off” whenever the gee
h ’ becomes empty. When a job arrives at an empty queue, it
cannot be served immediately; rather the server requires an
(© additional amount of timd'x (called astarter) to start from
SO Sy NN ) E— T “cold” before it can serve the new first job. Jobs which arrive
— to a “hot” server (i.e., one with at least one job either inves
Se i o ;
or in the queue) will join the queue and be served in turn as

sleep  suspend wakeup idle  job arrival in a simple queueing system. Starfef underPower Sl eep
— — A includes the wake-up transition plus the procrastinatieers

period 6, and may also include the remaining portion of a
suspend transition.

Since the server has different power consumption in differ-
t%nt modes, we need to obtain the probability that the sesver i

Fig. 1. Scenarios foPower S| eep

Figure 1 illustrates the change of the power mode WA each mode (running, transition, sleep, and idle), whieh w

Power Sl eep under different scenarios, where the X-axis ig .. .
V\?eﬁne asrg, 71, s, andm; respectively. Under thQueue

the_tlme line and the Y-axis is the \_Norl_<|oad in the queue. Weith sarter model, these probabilities can be obtained with
defined; as the length of a preceding idle-queue duration f

a iob arrival: e following lemma:
) ' . ) . ~ Lemma 1: In an M/G/1 server undePower Sl eep with
(a) d; < dn: After a new job arrives, the server will immedi-giarterry, a job arrival rate), and a generalized service time

ately serve the new job; . . distribution with a given mean valug[S], we have
(b) 6, < 9; < Op+ 05+ 0O.: After a new job arrives, the server
will remain in the sleep power mode for extfa time mr = AE[S], (4)
units, and then wake up to serve; ABs + 8y)eAn
(c) §; > 6, + 9, +d.: After the server is waken-up, the server 77 = [1— AE[S]] 1+ \E[Tx] ' (5)
will stay in the idle power mode until a new job arrives. Y 28 Y
) ) . o o e "My + e 0 [1 —em ]
In Scenario (a), since the idle-queue period is short, it is 7s = [1 — AE[S]] 1+ \E[Tx] , (6)
not worth putting the server into the sleep power mode. In
mr=1—7mp — 7 — Tg. @)

Scenario (b), the new job arrives before the expiration ef th
pre-defineds. period, then we adjust the sleep period with  Proof: In order to compute the probability that the server
an extra procrastination sleep periéd In Scenario (c), the is in each mode, we focus on @cle in the server, which
idle-queue period is long, then the server will stay in the idis a time interval that begins at an instant when the queue
power mode before a new job arrives. becomes empty and ends at the first time thereafter when the
As we can see in Figure 1, if, is too short, the server queue is empty again, after at least one job has been served.
wastes time in mode transition out of sleep modegifis  We will study the time spent by the server in each mode during
too long ord. is too short, the server does not take tha cycle. Let the random variablg- have the distribution of
advantage of the long idle-queue periodjifis too long and the length of a cycle. Also let random variabl&s, T, T,
the wakeup transition overhead is big, the mean responee tighd 7; have the distributions of the lengths of time spent in
for job might be not tolerable. At the same time, the executiqunning, transition, sleep, and idle transition modes ilyae
speedr will also affect the idle-queue duration. Thereforerespectively. Then the probabilities can be written as
;:r:wé)(;?flir::gi;eigprofprlate va_lues of, 6., 6., andr is the key to  E[TH]  E[Ty]  E[Ts E[T]
y of the design dfower Sl eep. TR = , T = , g = , T = .
E[T¢] E[T¢] E[T¢] E[T¢]

IV. POWER CONSUMPTION AND RESPONSETIME In the following, we will study how to obtaifit[T¢], E[Tg],
ANALYSIS E[Tr], E[Ts], andE[T7].

Recall that our objective is to minimize the power consump- Under the Queue with Starter model, we can obtain the
tion under the mean response time constraint. First we rieed/élue of E[T¢|. We define Startefl’x in a cycleT¢ as a
perform the power consumption and response time analysistual job. StarterT’x will be the first job in a busy period
which depends on the power-saving scheme used in the ser¥&r.including T'x. Then by the relationship between the first

(8)




job and the following busy period in [21, pp. 65], [20], weRx introduced by starter. By the traditional M/G/1/PS queue

have theory [22], the mean response time of a job in an M/G/1/PS
E[Tx] + E[S] server without starters iq%. By [19], in an M/G/1/PS
E[Ts] = m 9) system with a job arrival rat&. and StarterTx, the mean

o o ) additional delay introduced by Starter is
We knowT = Tg+9;, whered; is a idle period in an ordinary

M/G/1 model, which follows the exponential distributiontiwi _ E[Tx] + 3AE[T}]
a mean value;. Therefore, the mean duration of a cycle can ElRx] = 1+ \E[Tx]
be written as

(18)

1 We summarize it in the following lemma:

%, (10) Lemma 3: In an M/G/1/PS server undelPower Sl eep
1= AE[S] with StarterT’x, a job arrival rate\, and a generalized service
We know that the probability that the server is in the runningme distribution with a given mean valug[S], the mean

mode underPower Sl eep is always equal to the server'sresponse time of a job is
server utilization\E[S], then the mean running duration in E[S]
a cycle is E[R] = T R[S

E[Tr] = AE[S]E[T¢]. (11)

E[Tc] =

+E[Rx], (19)

_ _ ~ whereE[Rx] is defined in (18).
Wheng; > 4, the system will also experience transition \wjth Lemmas 2 and 3, we obtain the mean power consump-

and sleep mode. The mean transition time is tion and mean response time. We observe that both of them
o0 Y rely on the values oE[S], E[Tx], andE[T%], which depend
E[Tr] = /5 [0 4 0] Ae™dt (12) on the values oy, 6., d., andr. In the following, we aim
" to obtain the explicit formula for each one.
— [0y + GuleN0n (13) P
The mean sleep time is B. Main Result
Sn+ds N In order to evaluate the performance of power consumption
E[Ts] = / dpAe”dt and response time und®ower Sl eep, we need to obtain
On St btS E[Tx] andE[T%] used in Lemmas 2 and 3. First we have to
+/ = Gh = b 4 6N Mt find the formula for Starte¥’x. By the definition of a starter in
5455 Queue with Starter, StarterT’y underPower Sl eep includes
e th ke-up t iti lus th tinati I i
+/ 6, + 0 et (14) ! ea\évg rﬁ:p Iran_5| |(I)ndp uhs e procrastination sfeepoplerl .
S48, 40 z y also include the remaining portion of a suspen

s s N transition, which depends on the preceding idle-queuegderi
=3¢ "[Ap + e 1 —em ] (15) 5, before a new job arrival. Based on the Figure 1, we observe

We also know thalc = Tr +Ts + T+ 17, then the mean that there are following cases:

idle time can be written as () d; < d,: After a new job arrives, the server will immedi-
ately serve the new job, and there is no starter;
E[T] = E[Tc| — E[TR] — E[Ts] — E[T7]. (16) (b 6, < &; < 6, + 55 A new job arrives during the suspend
Applying (10), (11), (13), (15), and (16) into (8), we have transition, and the length of the s_tarter6y§+ o — 51
the result in Lemma. 1. - (C) 0 +ds < 0; < Op + 05+ de: A new job arrives during the

With the probabilities in Lemma 1, we can easily obtain the €nforced sleep period., and the length of the starter is

mean power consumption as shown in the following lemma: %= + Ouw; ) ) ]
Lemma 2 In an M/G/1 server undePower Sl eep, the (d) 0n+0s+0de <d; <0 +0+0. A new job arrives during

mean power consumption of the server is the procrastination or wakeup period, and the length of
the starter i, + 0 + e — 0s;
E[P] = Pg(r)mr + Prmr + Psms + Prrr, (A7) (e) 6§; > 6, + 6 + .. A new job arrives at the idle mode, and

where Pr(r) defined in (1), andrg, wp, 77, and 7g are there is no starter.

defined in Lemma 1. We summarize it with the following formula:
Next we will investigate the response time under

Power Sl eep. Itis shown in [19] that the additional delay in

a queue introduced by a starter is independent of the respons Oz + 0o, if 0p 4+ ds < 8 < Op + 05 + de

time in the system without starters. Using this independen@X =

property, it is then easy to calculate the total response tim

the system with starters: it is simply the sum of the response 0, otherwise

time in the queue without starters plus the additional delay (20)

on+96—4;, if 6n < 63 < On+ 0

Op+0+3de—0;, ifdp+0s+06c <0 <p+0+06e



whered is defined as Recall that we assum&r = Pr(r). * Applying (3), (23)
and (25) into Lemmas 2 and 3, with further mathematical
(21) manipulation, we have the following theorem:

The preceding idle-queue peridg is the same as the idle Theorem 1 (Pover Sl eep) : In an M/G/1/PS server un-
period defined in an ordinary M/G/1 model, which followsler Pover Sl eep, the mean power consumption is

0 =054 0z + bup-

the exponential distribution with a mean valge Therefore, p P, A[0s + O]
for Tx defined in (20), its mean value and variance can bellF] = alr - TlmF +1- F] o I+ P
obtained as: Aoy + e M1 — e
s ~ [P~ Pl - 4] M=
_ —Xt
E[Tx] = /5, [On +06 — t]Ae™dt and the mean response time of a job is
S +6o+0e A2 415 4 6, ]e= 205 [1 — e—Ade
+/ [0, + O] Xe Mdt E[R] = L 207t o Fdulem Pl — e ], (35)
5+ pulr = pl o
On+6+6e . . .
+/ [Gn 40 + 0 — t]/\e_)‘tdt (22) whereé ando are defined in (21) and (28) respectively.
Sn+0s46e C. Remarks
1 1
= e N[5 — 1 X[e’”ﬁ[l — e Me] g TN Even though we focus in our study by far on the PS

(23) job scheduling police and the heavy-tailed job service time
distribution, the proposed methodology can still work ftrer
settings. We observe that in the analysis Rower Tai | ,
9 On+ds 9y the power consumption analysis is based on M/G/1 queueing
E[Tx] = [0n + 6 — t]"Ae™dt model and is independent of the underlying scheduling polic

o Sntdat0e and the job service time distribution. This will not hold fitve
+ / [62 + 0uw]?Ae~Mdt response time analysis. We need to make some corresponding
5’;+5f; 5 changes.
ntotoe For instance, if First-Come-First-Served (FCFS) is adopt
2 — At 1 1
* /5h+5 i [On + 0+ 0 —t]"Ae™dt  (24) with M/G/1/FCFS queueing theory, the mean response time
stre . . . . E[S?] .
e - 1]2 N i[l _ At of a job without starters Wlll be revised W +E[S] if
A A2 the second momerit[S?] is also known in addition td[S].
2 INNY Y In the performance evaluation, we will also consider
216y + 6w — = =1 — <]]. 25 X . '
+ /\[5 +9 )\]e [1—e I (25) two baseline power-saving scheme®ower | dl e and

Hencel + AE[Tx] andE[Tx] + %E[T)%] in Lemmas 2 and quer Nap, both of which aresp_ecial cases of Power Sl eep.
3 can be written as With Power | dl e, only DVS is adopted to change the ex-

ecution speed. The server stays in only two different modes
1+ AE[Tx] = e Mng, (26) alternatively: running and idle. Therefore, the power conp-
A A tion and the response time can be easily derived by setting
E[Tx] + §E[T)2(] = 6_’\5h[§52 + 100+ duwle " [L—e ]|, 5. — & in Theorem 1Power Nap in [15] is a special case
(27) of Power Sl eep by settingr = 1, 65, = §, = 0, andd, = oo
in Theorem 1. The formulas are shown as in the following:
Corollary 1 (Power | dl e and Power Nap): In an
og=eMh LN — 14 e s [1— e—/\ée] 4 e Ao+l (28) M/G/1/PS server underPower | dl e, the mean power

consumption is
Therefore, the probabilities defined in Lemma 1 can be

where

written as E[P] = afr — Tz]”é + Pr, (36)
TR = 37 (29) and the mean response time of a job is
T
1
B P A[0s + 0] ER] = ———. 37
. B]/\éz + e N[l — e M) (31) In an M/G/1/PS server undéPower Nap, the mean power
TS = r o ’ consumption is
= 1=mp —mr =7, (32) E[P] = Ps + [l - n]" + Py — Ps]
andE[Rx] in Lemma 3 can be written as n—[-p 1 l (38)
A62 + [51 + 6w]€_>\63[1 _ 6_)\58] )\[63 + 6w]€)‘55 + 1 9
E[Rx] = 2 . (33)

o 10ther transition power consumption model can be applieé hw.



and the mean response time of a job is achieved at the smallest possikleBy (40b), (40c) and (37),

> *
1 %[63 +6u]26M + 6, we haver > r*, where
E[R] = + = . (39) 1
1 = pl Alds + dwlers +1 r* = max{ry, —= + p}. (42)
In Corollary 1, undePower | dl e, we observe thaE[P] K _ _
is an increasing function in terms ofasy > 1, andE[R] is a Therefore, we have the following corollary on the optimal
decreasing function in terms of The necessary condition forresult:

the stability of the system is that the relative serverzaiion ~ Corollary 2 (Power 1 dl e) : In an M/G/1/PS server under
has to be less tham, i.e., » > p. Under Power Nap, both Power I dI e, the minimal power consumption under the mean

E[P] andE[R] are constant for givep. response time thresholld is E[P*] = a[r* — |4 + P; as
r* < 1, wherer* is defined in (42).
V. OPTIMAL DESIGN The mean response time threshold will always be violated

In this section, we will study the optimal design for powerasr™ > 1 or R > ﬁ The upper-bound of the feasible server
saving schem®ower Sl eep, in order to minimize the mean utilization is
power consumption under a given mean response time con- 1
straint, where we choose a mean response time threshold pu=1- Wk
The optimization problem can easily be formulated as fatiow
If r* <1andR < i the feasiblep is in [0, p,]. By denoting

Pm = |1 — LR]+ as an intermediate value of we consider

(43)

inimize E[P 40 .
m|n.|m|ze [P) . (40a) the following cases for the value &[P*]:
Subject toE(R] < F, (40D) o Asp € [0, pm), We haver* = r;, thenE[P*] = P; keeps
max{r;, p} <r < 1. (40c) constant.
* 1 *1 __
Inequality (40c) is based on the low boundiofr; <+ <1)  * AS P € [Pm:pu], We haver® = - + p, then E[P"] =
and the stability condition of a server ¢ p). alr* —n]7 % + Pr, which increases ag increases.
The optimization problem defined in (40) can in general bEherefore,E[P*] is a non-decreasing function in terms pf
solved with a Lagrangian function asr* <landR <1,

Remarks: As the“ workload in servers changes over time,
L = E[P] + XxE[R]. (41)  we have to calculate the optimal solution for (40) dynantycal

Through Lagrangian function (41), we notice that the follO reduce the on-line overhead, one reasonable approach is
lowing three problem settings are dual to each other: (§ build a look-up table so that the system only has to refer
Minimizing the power consumption subject to response tinf@ the table for selecting the suitable configuration withou
threshold (in this paper), (i) Minimizing the response ¢imViolating the constraints. The optimal configuration with
subject to power consumption budget [9], and (iii) Mininnigi 95> d¢, andd; for specifiedp and i can be calculated in an
the combination of the response time and power consumpti@#line manner, and stored in the look-up table. In genavel

[10]. Therefore, our method can be easily applied to therotHg&n assume that the mean response time threshold is specified
two problem settings. during the design time. Therefore, the look-up table onlytioa

We setg—L -0, aaTL -0, gTL -0, andgTL = 0. Together be built for different requests rates or workload charasties.
A h e T A H .
with (40b) where the optimal value will be achieved at th¥/ith the look-up table, the on-line overhead will become
boundary, we are able to obtai variables ¢, o, 6., 6., hegdligible.
and x. We denoter*, J;, 6%, and o} as the corresponding
optimal values. We summarize the main result in the follgvin
theorem: This section presents performance evaluation of the pro-
Theorem 2 (Power Sl eep) : In an M/G/1/PS server un- Posed power-saving schenRewer Sl eep with optimal de-
der Power Sl eep, the minimal power consumptiof[P*] ~Sign, in comparison with the baseline schefoser Nap [15]
under the mean response time threshfldan be achieved and Pover | dl e. The optimal design foPower | di e can
with an optimal configuration of*, &;, &%, andd*. be obtained by setting; = 4, = 0 and Ps = P used in
As most commercial computers nowadays only have digower Nap. Recall thatPower Nap in [15] is a special case
crete number of available speeds, it is also important tedgec Of Power Sl eep by settingr = 1, 65 = d, = 0, andd. = oc.
the speed for execution for such cases. By sequential searchfhe power consumption model used in the evaluation is
it is quite straightforward to extend the results in Section based on the power profile of servers in [9], which includes

VI. PERFORMANCEEVALUATION

by only considering those available speeds. two cases:
UnderPower Nap, all variables ¢, d5, d., andd,.) are fixed. o Linear-power server: v = 1, r; = 0.4, a = 100 Watt,
There is no option for optimal design. Undeower | dl e, Pr =180 Watt, and

based on (36) in Corollary I[P] is an increasing function « Cubic-power server: v = 3, r;, = 0.4, a = 455 Watt,
in terms ofr. Obviously the minimal power consumption is Pr = 150 Watt.



As Power Sl eep model requires timing overhead for mode
transition, we consider the following cases:

o 05 =6, =0.01 sec,Ps = L P, and

o 05 =6, =0.1 sec,Ps = 1P, and

o 05 =06, =0.5sec,Ps = 5P,
where the first one has higher power consumption in the slee
mode but requires faster transitions.

Our performance evaluation focuses on the power mar
agement of a web server with web applications. For fait
comparison, we adopt the application specification fronj,[15
where the mean job execution time on the server at th
maximum speed i% = 0.028 sec?. We consider two cases
by (i) fixing the mean response time constralhtind varying
the server utilizatiorp, and (ii) fixing the server utilization
p and varying the mean response time constr&inEor each

2

configuration, we report the optimal mean power consumptior

underPower Nap, Power | dl e, andPower Sl eep.

1

A. Evaluation Results by Fixing Mean Response Time Con-
straint

Figure 2 presents the optimal mean power consumption wit
respect to the varying server utilizatignunderPower Nap,
Power | dl e, and Power SI eep when the mean response
time constraint? is fixed as'® = (.28 sec. Correspondingly,
the optimald;, d5, 67, andr* for Power Sl eep are shown
in Figure 3. Note that, wheh; = §% = 0, the value ofé;
could be arbitrary, and hencé; is set to0 for such cases
when presenting Figure 3. Given the fact that average servr -,
utilization is only 20-30% in typical data centers [7], [11],
[15], in particular we also report in Table | the detailed gow
consumption improvement ¢fower Sl eep overPower Nap
and Power | dl e for a server withé, = 6, = 0.1 sec as
p = 0.20,0.25, and0.30.

We first compare the power
Power Sl eep and Power Nap.

o As shown in Figure 2Power Sl eep is always better
than Power Nap since Power Nap is a special case of
Power Sl eep. In particular, the improvement is sig-
nificant whené, and §,, are large. For instance, as
p = 025 and§; = 6, = 0.1 sec, for linear-power
servers,Power Sl eep has33.7% power reduction rate
over Power Nap; for cubic-power servers, the power
reduction rate is19.6% as shown in Table I.

However, for both linear-power and cubic-power servers,
the power consumption undBower Nap is close to that
underPower S| eep when the server utilization is either
very low (less thar.05) or very high (more tha.85).
When p is very low, the transition power consumption
dominates the mean power consumption. For such cases,
the server usually is put to the transition mode right after
serving one or two jobs. The procrastination idea behind
Power Sl eep might help, but the low utilization also

E[Px] (Watt)

1

2l

1

(Watt)

consumption unde@1
S

2In [15], the mean busy interval and idle interval for the maad web
workload are0.038 sec and).106 sec. With the traditional queueing theory,
the mean job execution time igm% = 0.028 sec.

250

<
& 100

(a) linear-power server with

(c) linear-power server with

E[Px] (Watt)

50 - = = Powerldle

- - PowerNap
—— PowerSleep

0.6 0.9
P

- = = Powerldle
- - PowerNap
—— PowerSleep

0.6 0.9
P

0

0 0.3 0 0.3

(b) cubic-power server with

ds = 0y = 0.01 sec ds = 6w = 0.01 sec
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Px] (Watt)

00

50 - - - Powerldle

- - PowerNap
—— PowerSleep

0.6 0.9
P

- - - Powerldle
-'= PowerNap
—— PowerSleep

0.6 0.9
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P
(d) cubic-power server with

ds = 6y = 0.1 sec ds = 6w = 0.1 sec
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50,
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00!

50

50

- - - Powerldle
—— PowerSleep

0.6 0.9
P

- - - Powerldle
—— PowerSleep

0 0

0 0.3 0.6 0.9 0 0.3
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(e) linear-power server with
s = 0w = 0.5 sec

(f) cubic-power server with
ds = 0w = 0.5 sec
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Power consumption comparison fr= m

Fig. 2.

implies the less probability to aggregate more jobs for
joint execution. Similarly, when the server utilization is
very high, in order to aggregate jobs for joint execution
by procrastination, one has to use a higher speed ratio
which consumes more power (especially for the cubic-
power server) for job execution. Therefore, wheris
very high, Power Sl eep performs exactly the same as
Power | dl e, as shown in Figure 2(d) fop > 0.63,
Figure 2(e) forp > 0.31, and Figure 2(f) forp > 0.44.
This is because the optimal speed ratio is very close to



TABLE |
POWER CONSUMPTION IMPROVEMENT OFPower Sl eep OVER Power Nap AND Power | dl e FOR A SERVER WITHds = &, = 0.1 SEC.

Linear-power Server Cubic-power Server
p Over Power Nap | OverPower I'dl e | Over Power Nap | OverPowerTdl e
0.20 33.9% 28.5% 50.1% 33.2%
0.25 33.7% 23.0% 49.6% 27.5%
0.30 32.7% 18.3% 48.4% 22.2%
1 and there is no space for procrastination sleep perio 5 2 3
due to the response time constraint. Therefore, as show 18 5, 18 5,
in Figures 3(d), 3(e), and 3(f), the optimal solutions 1? -5 1? Y
would setd; = 63 = 0. which shows the equivalence of v L r
Power S| eep to Power | dl e whenp is large enough. . L
« Inthe case ob, = §,, = 0.5 sec as shown in Figure 2(e) , 08
and Figure 2(f), we observe that there are no feasibli 06
solutions forPower Nap. by the design ofPower Nap, (7] S L
the response time will include one wakeup tifig = 02} T 0o Tl
0.5 sec, which is larger than the response time thresholi o — = = o = TR
R = 10 — .28 sec. Under this scenari®ower Sl eep ’ ’
can still work. (a) linear-power server with (b) cubic-power server with
. s = 0w = 0.01 sec s = 0w = 0.01 sec
Next, we compare the power consumption under
Power Sl eep andPower | dl e. . .-, 1: -
« Power Sl eep outperforms Power I dl e when the 16 Z? 16 Z?
server utilization is low as shown in Figure 2. In par- 14 . 14 L
ticular, the improvement is significant wheip and é,, 12 12
are large. For instance, as= 0.25 andds = §,, = 0.1 1 1
sec, for linear-power serverBower Sl eep has23.0% 08 08
power reduction rate ovétower | dl e; for cubic-power 06 06
servers, the power reduction rate28.5% as shown in 1 _----3 o4
Table I. Power | dl e might outperformPower S| eep T P - o2l
when the server utilization is high, such as the scenario % 03 = 06 09 % 09
in Figure 2(c) withp > 0.8 and Figure 2(d) with (c) linear-power server with (d) cubic-power server with
p > 0.55. 6s = 8w = 0.1 sec ds = 8w = 0.1 sec
« When the server utilization is lower thapn— LR =0.3, _ _
the mean power consumption undeower I'dl e is a Z" Z“
constant since the server would like to execute at the 5 .
lower boundr; of the speed ratio. The optimal solution o ol
of Power | dl e always tries to use the minimal speed to ' r
meet the mean response time constraint. When the serv
utilization is high thar0.3, the mean power consumption
underPower | dl e becomes a linear (cubic, respectively)
function for the linear-power (cubic-power, respectiyely
server. Note that the results in Figure 2 also suggests thi
power management for the server shouldPoaer | dl e , 06 0.9 06 0.9
andPower Sl eep dynamically, depending on the server (e) linear-power server with (f) cubic-power server with

utilization. §s = 8w = 0.5 sec ds = 6w = 0.5 sec

The trends in Figure 3 show that the optimal solution under
Power Sl eep have to jointly choose the speed ratio and the
procrastination sleep period such that the mean power con-
sumption in running, transition, and sleep modes is baldnce

We also conducted the performance comparison séttingé, = 0 and é. = oo. The performance difference
Power Sl eep in this manuscript and the one in the conferbetweenPower SI eepNai ve and Power SI eep depends
ence version [23]. In order to differentiate them, we renanun the sleep transition overhead (d,,) and the arrival rate.
the one in the conference version Bswer Sl eepNai ve. We have conducted a comprehensive evaluation under differe
Power Sl eepNai ve is a special case dPower Sl eep by scenarios in terms of different sleep transition overheadb

Fig. 3. Optimals}, 6%, 5%, andr* for R = 17
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250 250

200

Px] (Watt)

E[Px] (Watt)

= 100

- - -Powerldle

- - -Powerldle

50 50
- - PowerNap - - PowerNap 50 - - = Powerldle 50 - - - Powerldle
—— PowerSleepNaive —— PowerSleepNaive - = PowerNap - = PowerNap
—— PowerSleep —— PowerSleep —— PowerSleep —— PowerSleep
0 0 0 0
0 0.3 0.6 0 0.3 0.6 0.1 0.2 0.3 0.1 0.2 0.3
p P R (sec) R (sec)

(a) linear-power server with
s = 0w = 0.2 sec

Fig. 4. Power consumpt|on comparison betw@&emer Sl eepNai ve and

Power Sl eep for R = 1—0

(b) cubic-power server with
s = 0w = 0.2 sec

(a) linear-power server with
§s = 0w = 0.01 sec

250

(b) cubic-power server with
ds = 0y = 0.01 sec

250

200

different arrival rates for both linear-power and cubiceo
models. Due to the similarity, here we only show the follogvin
typical scenarios:

Px] (Watt)

= 100

e 0s = d, = 0.01 sec: In this scenario, the perfor-
mance is the same for botRower S| eepNai ve and 0 ©
Power Sl eep in either linear-power server or cubic- - - ~Powerldie - - ~Powerldie
. . . A - = PowerNap - = PowerNap
power server, which is the same as shown in Figures 2(¢ —— PowerSleep —— PowerSleep

and 2(b). Since the transition overhead is relatively small 01 02 03 01 02 03
the optimal idle period threshold iRPower Sl eep is flsee) ft(see)
set asé, = 0. Hence Power Sl eep is reduced to
Power Sl eepNai ve.

e 0; = 0, = 0.2 sec: The comparison is shown in Figure 4.
In this scenario, the transition overheads @ 0yp) IS

shorter than the mean response time constiaiat 0.28, ZOO\\ 200

but relatively large. Them), is positive, i.e., it is better _ | k
150} ~————w-=c - - -------

to keep the server in the idle power mode when the idle
queue duration is short. We observe tRatwer Sl eep

(d) cubic-power server with
s = 0y = 0.1 sec

(c) linear-power server with
§s = 0y = 0.1 sec

250 250

150]

Px] (Watt)
Px] (Watt)

outperformsPower Sl eepNai ve for the high arrival 5 100 & 100
rate.

e s = 0, = 0.5 sec: In this scenario, the transition  so 50
overheadd, = ¢,,) is larger than the mean response time - - - Powerldle - - - Powerldle
constraint? = 0.28. Power Sl eepNai ve is infeasible 0 PowerSleep 0 PowersSiee
. . . 0.1 0.2 0.3 0.1 0.2 0.3
since each job shall experience at least the wake-u R (sec) R (sec)

transition delay,, and the mean response time inevitably
exceeds the threshold. But Power Sl eep, we could

choose a propef. and put the server back from the sleep
power mode to the idle or running power mode early and
precautiously, which results in better feasibility of the
timing constraint as shown in Figures 2(e) and 2(f).

(f) cubic-power server with
ds = 0y = 0.5 sec

(e) linear-power server with
§s = 0y = 0.5 sec

Fig. 5. Power consumption comparison foe= 0.25.

_ N o time asp = 0.25. The trends for their corresponding optimal
B. Evaluation Results by Fixing Server Utilization r*, &%, 6F, and 8% are skipped here due to similarity with

Given the fact that average server utilization is onlfigure 3.
20~30% in typical data centers [7], [11], [15], we consider Asthe mean response time constrdiincreases, the power
the case that the server utilization is fixed as= 0.25. consumption decreases f@ower | dl e and Power S| eep
Figure 5 presents the mean power consumption with respecstthemes but keeps constant feower Nap. In Power Nap,
different mean response time constraiﬁtﬂnderPovver Nap, r» = 1 and§, = 0 are fixed, the response time keeps
Power | dl e, and Power Sl eep whenp = 0.25. R varies constant as the server utilization is fixed. Therefore, vaith
from R, i, t0 10% R,in, WhereR,,,:,, is the minimum response looser mean response time constraint, there is no space for
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Power Nap to reduce power consumption. FBower | dl @  [4] X. Liu, L. Sha, Y. Diao, S. Froehlich, J. L. Hellersteinnc S. Parekh,

and Power SI eep, as R increases. the optimal choice of “Online response time optimization of apache web server/IEEE
' ! . International Workshop on Quality of Service (IWQQOS), 2003, pp. 461—
r and J, takes effects on the power consumption. We also 47g

observe thaPower S| eep outperformsPower | dl e for all  [5] L. Sha, X. Liu, Y. Lu, and T. Abdelzaher, “Queueing modedsked

cases with smalb; andd,, and for cases with Iargé and network server performance control,” iReal-Time Systems Symposium,
| 5 ds. . The fund | . h 2002. RTSS 2002. 23rd |EEE, 2002, pp. 81-90.
argeods andoy. e fundamental reason Is same as the On@] X. Liu, J. Heo, L. Sha, and X. Zhu, “Queueing-model-basethptive

explained in the previous subsection. control of multi-tiered web applications|EEE Transactions on Network
and Service Management, vol. 5, no. 3, pp. 157-167, September 2008.
VIl. CONCLUSION [7] P. Bohrer, E. Elnozahy, T. Keller, M. Kistler, C. Lefurgg. McDowell,

and R. Rajamony, “The case for power management in web sgrver
This paper explores how to minimize the mean power corw‘- Power Aware Computing, pp. 261-289, 2002.

. ] . ?1] V. Sharma, A. Thomas, T. F. Abdelzaher, K. Skadron, andu "Power-
sumption in a server under the mean response time constraint ayare QoS management in web servers,E&E International Real-

for reducing the power cost. We proposedwer S| eep, a Time Systems Symposium, 2003.

_ ; ; ; A. Gandhi, M. Harchol-Balter, R. Das, and C. Lefurgy, “@pal power
smart power-saving schemes, which applies both DVS and Allocation in server farms.” CM SGMETRICS, 2000,

DPM to put the serverto a |OW-[_)0W€I’ sleep mo_de- By ?dopt"ﬂﬁ)] A. Wierman, L. L. H. Andrew, and A. Tang, “Power-awareesgl scaling
the extended M/G/1/PS queuing model for job arrival and in processor sharing systems,” iEEE INFOCOM, 2009.

; iAi ; i{41] L. Barroso and U. Holzle, “The case for energy-projmoral computing,”
execution, we present how to jointly decide the executidht Computer, vol. 40, no. 12, pp. 3337, 2007,

s_peed for jOb§ a_nd th(‘?‘ s!eep period such that the mean I&SPONE X. Fan, W. Weber, and L. Barroso, “Power provisioning dawarehouse-
time constraint is satisfied and the mean power consumption sized computer,” irinternational symposium on Computer architecture,

L - - : 2007.
is _m_|n|m|zed. Simulation results revea! the effect!venasd #3] C. Lefurgy, X. Wang, and M. Ware, “Server-level powemtml” in
efficiency of the proposed schemes with comparisons to tWO' |nternational Conference on Autonomic Computing, 2007.

baseline schemd2ower Nap andPower | dl e. [14] J. Moore, J. Chase, P. Ranganathan, and R. Sharma, rijlaidhedul-

; ; ; ing” cool”: temperature-aware workload placement in daaters,” in
The focus of this paper is on one server. For systems with USENIX Annual Technical Conference, 2005.

multiple homogeneous servers, our approaches in this papef p. meisner, B. T. Gold, and T. F. Wenisch, “Powernapmefiating
can be extended to decide the number of servers to evenly server idle power,” irinternational conference on Architectural support

; ; ; for programming languages and operating systems, 2009.
assign jobs (workload). When the number of activated ssrv?{s] L. Wang and V. Lu, “Efficient Power Management of Heterngous

is small, there might not exist a feasible solution to meet th ~ soft Real-Time Clusters,” iReal-Time Systems Symposium, 2008, 2008,
mean response time constraint or the execution speeds are pp. 323-332.

; ; s Jii7] X. Liu, J. Heo, L. Sha, and X. Zhu, “Adaptive Control of MiiTiered
too large so that the mean power consumption is t0o hldﬁ' Web Applications Using Queueing Predictor,” IEEE/IFIP Network

On the other hand, when the number of activated servers is operations and Management Symposium, 2006.
large, the activated servers might waste too much power f&8] J. Heo, D. Henriksson, X. Liu, and T. Abdelzaher, “Inating Adaptive

P ; i at ; Components: An Emerging Challenge in Performance-Adagiystems
mode transitions since the server utilization might be tv | and a Server Farm Case-Study” IEEE International Real-Time

Therefore, we have to activate a proper number of servers and gtems Symposium, 2007.
evenly distribute the server utilization. Moreover it is@lnot [19] H. Levy and L. Kleinrock, “A queue with starter and a geewith vaca-

el ; ; tions: delay analysis by decompositiorQperations Research, vol. 34,
difficult to extend the schemes and approaches in this paper t no. 3, pp. 426436, 1986.
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