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#### Abstract

The precision of proportion estimation with binary filtering of Raman spectrum mixture is analyzed when the number of binary filters is equal to the number of present species and when the measurements are corrupted with Poisson photon noise. It is shown that the Cramer-Rao bound provides a useful methodology to analyze the performance of such an approach and in particular when the binary filters are orthogonal. It is demonstrated that a simple linear mean square error estimation method is efficient (i.e. has a variance equal to the Cramer-Rao Bound). Evolutions of the Cramer-Rao bound are analyzed when the measuring times are optimized or when the considered proportion for binary filter synthesis are not optimized. Two strategies for the appropriate choice of this considered proportion are also analyzed for the binary filter synthesis. © 2017 Optical Society of America
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## 1. INTRODUCTION AND BACKGROUND

## A. Introduction

Spontaneous Raman spectroscopy allows one to probe a chemically heterogeneous system with high molecular specificity. In its most general implementation, Raman inelastically scattered light is collected and spectrally dispersed on sensitive array detectors (e.g. charge-coupled device, CCD). As the Raman cross section is relatively weak, this methodology requires typically long acquisition times to overcome noise associated with detection hardware. To overcome these limits, new strategies have been recently implemented, mostly focused on spectrally multiplexed measurements that may enable faster or shot-noise limited performance [1-6]. Nevertheless, these "full spectrum" multiplexing methodologies still acquire data which might be not necessary for certain applications, such as in sorting chemical species whose Raman spectra are known.

An alternative approach based on compressive detection has been proposed recently $[4,7-10]$ when the measured spectra is a linear combination of elementary spectrum of different species. In this methodology, proportion of known species can be estimated from few measurements (at least as many measurements as the number of species). In this framework, each measurement is performed using programmable binary spectral filters
and a single channel detector for each filter. The speed may thus surpass array detectors (i.e. CCD) with lower acquisition times or noise level for chemical species quantitative analysis, hence enabling faster image acquisition using the spontaneous Raman process.

In this article, we consider the problem of retrieving unknown proportions from a mixture of known species from compressed spectra that are obtained with measuring the intensity through optical binary filters. It is assumed that the mixed spectrum is a linear combination of elementary known spectra with unknown coefficients $z_{i}$ (see for example [4, 7-11] and references herein). The goal is thus to investigate precisely the performance of the compressed Raman method in comparison to full Raman techniques (i.e. raster scanning the grating of a spectrometer or using a CCD detector) when measuring such kinds of mixed spectra. Issues of practical implementation of optical filtering of Raman spectra have been discussed in particular in $[1,2,4-7,9]$ and the purpose of this paper is to investigate theoretical information properties of the compressed Raman technique, without analyzing technological limitations, but with introducing fundamental physical limits such as photon noise. This approach allows one to analyse the information properties of both the full and the compressed Raman methods, when only the fundamental photon noise is taken into account.

This study is thus independent of particular implementation limits such as hardware-related noise sources. However, generalizing the results in the presence of additive electronic noise and of background noise is easy as discussed in an appendix. For that problem, we analyze the ultimate precision described by the Cramer-Rao lower bound (CRB). Analyzing the CRB has the advantage of being independent of the choice of the unbiased estimation algorithm that processes the number of photons measured with each binary filter. Although the general expression of the CRB can be applied when the number of filters is larger than the number of known species with unknown proportion, two particular cases are precisely investigated. Indeed, a particular attention is provided to situations for which the number of filters is equal to the number of known species. It is demonstrated that, in that case, a simple linear mean square error estimation method [7-10] is efficient (i.e. has a variance equal to the Cramer-Rao Bound). Estimation performance is also analyzed with Orthogonal Binary Filters (OBF) that constitute a subset of Binary Filters (BF) [7-10] and that are defined so that for each frequency at most one filter is equal to 1 . Although practically difficult, the OBF method allows one to implement the filters in parallel when the measuring times for each binary filter are equal. In that case, it is possible to precisely compare the obtained precision with the standard Full Spectral Raman (FSR) method. The usefulness of the CRB for proportion estimation based on full Raman spectra has been illustrated in [11] and its comparison with the CRB obtained with OBF allows one to quantify the efficiency of this last technique. Bounds on the Cramer-Rao bound with BF techniques are then analyzed as well as strategies for the choice of the considered proportions for the binary filters synthesis. These results show that a simple methodology can be implemented to optimize binary filters for each particular application.

In order to analyze the information performance of the BF and OBF approaches and to avoid bias due to any imperfect experimental condition, the study is performed with numerical simulations. The numerical results are obtained with the considered spectrum examples but the proposed analysis provides a general methodology for other application examples or experimental conditions.

In subsection 1.B the compressed Raman technique and the noise model is summarized. Then, in Section 2, the CramerRao bound (CRB) is determined for compressed Raman technique and the optimization method for binary filter synthesis is presented as well as numerical simulation results for different types of spectra. Then, the efficiency of a simple linear method analogous to the one introduced in [7-10] is demonstrated when the number of binary filters is equal to the number of elementary species. This assumption of equality of the number of binary filters and of the number of elementary species is thus considered in the following of the paper. The advantage of optimizing measuring times for each binary filter is then investigated and bounds on the CRB are provided. Section 3 is devoted to the comparison of the compressed Raman technique with the full Raman approach. Since the binary filters are generated for particular proportion values, the robustness of the technique to the choice of these values is also discussed using the CRB of both the compressed and full Raman techniques. The influence of the particular proportions used for the binary filters design is discussed in section 4 . Conclusion and perspectives are provided in section 5 and mathematical proofs and extensions are developed in the appendices.

## B. Background

Let $N_{\tau}(v)$ denote the number of photons measured with a full Raman process in the frequency bandwidth $\left[v-\delta_{v} / 2, v+\delta_{v} / 2\right]$ with acquisition time $\tau$. The statistical average value $\left\langle N_{\tau}(v)\right\rangle$ of this number of photons can be written $\left\langle N_{\tau}(v)\right\rangle=\tau S(v)$ where $S(v)$ is proportional to the integral of the Raman spectrum for frequencies between $v-\delta_{v} / 2$ and $v+\delta_{v} / 2$. The measurements are performed for $K$ sampled frequencies $v_{k}$ with $k=1, . ., K$ so that $v_{k+1}-v_{k} \geq \delta_{v}$. The average total measured number of photons is thus $\mathcal{N}_{\tau}=\sum_{k=1}^{K}\left\langle N_{\tau}\left(v_{k}\right)\right\rangle$. The spectrum $S(v)$ is assumed to be a linear combination of $Q$ known spectra $S_{i}(v)$ so that

$$
\begin{equation*}
S(v)=\sum_{i=1}^{Q} z_{i} S_{i}(v) \tag{1}
\end{equation*}
$$

where the coefficients $z_{i}$ can be considered as proportion coefficients that are unknown. It will be also assumed that $S_{i}(v) \geq 0$. This is a natural assumption if $S_{i}(v)$ is a spectral density but it would not have been the case if only the linear combination $S(v)=\sum_{i=1}^{Q} z_{i} S_{i}(v)$ is constrained to represent spectral densities. The $z_{i}$ coefficients are proportional to the proportion of photons emitted by species number $i$. This equation is thus based on the assumption that the mixing of species does not modify the emission spectra $S_{i}(v)$ in the range of concentration variation that are considered for the estimation. Let $\mathcal{Z}$ denote the variation domain of the $z_{i}$ and $z_{i}^{\text {sup }}$ denote the maximal values of $z_{i}$ in $\mathcal{Z}$. Let us introduce $z_{i}=z_{i}^{\prime} z_{i}^{\text {sup }}$ then clearly $z_{i}^{\prime} \leq 1$ and Eq. (1) can thus be written

$$
\begin{equation*}
S(v)=\sum_{i=1}^{Q} z_{i}^{\prime} z_{i}^{\text {sup }} S_{i}(v)=\sum_{i=1}^{Q} z_{i}^{\prime} S_{i}^{\prime}(v) \tag{2}
\end{equation*}
$$

with the constraint that $0 \leq z_{i}^{\prime} \leq 1$. Thus, assuming that proper normalization has been performed, it will be considered below that $0 \leq z_{i} \leq 1 \quad \forall i=1, . ., Q$. Furthermore, the constraint $\sum_{i=1}^{Q} z_{i}=1$ will also sometimes be considered. The set of $z$ (with $z=\left(z_{1}, z_{2}, \ldots, z_{Q}\right)^{T}$ where ${ }^{T}$ denote the transpose operation) that satisfy $0 \leq z_{i} \leq 1 \forall i=1, . ., Q$ and $\sum_{i=1}^{Q} z_{i}=1$ will be noted $\mathcal{T}$ in the following. This condition will be used below for some numerical simulations in section 3.D and for some theoretical and numerical results in section 4 . It is also interesting to notice that, with this model, one of the elementary spectra can be a background spectrum.

It has been shown [7-10] that linear function of the proportion $z_{i}$, can be estimated when the intensity is not measured for each $v_{k}$ but through $M$ binary filters $F_{m}(v)(m=1, \ldots, M)$ with $M \geq Q$. Binary filters, defined so that $F_{m}(v)=0$ or 1 , are used for optical implementation simplicity reasons and their optimality has been discussed in [7, 8].

The measured number of photons $n_{m}$ through filter number $m$ is a random variable and, with standard Raman emission, its probability law can be assumed to be a Poisson distribution when the measurements are limited by photon noise. In that case, the probability to observe $n_{m}$ photons is:

$$
\begin{equation*}
P_{m}\left(n_{m}\right)=e^{-\mu_{m}} \frac{\mu_{m}^{n_{m}}}{n_{m}!} \tag{3}
\end{equation*}
$$

where $a!=1 \times 2 \times \ldots \times a$ and $\mu_{m}=\left\langle n_{m}\right\rangle$, and thus:

$$
\begin{equation*}
\mu_{m}=\tau_{m} \sum_{k=1}^{K} F_{m}\left(v_{k}\right) S\left(v_{k}\right) \tag{4}
\end{equation*}
$$

where $\tau_{m}$ is the measuring time for filter $\mathbf{F}_{m}=$ $\left(F_{m}\left(v_{1}\right), F_{m}\left(v_{2}\right), \ldots, F_{m}\left(v_{K}\right)\right)^{T}$. Using Eq. (1) into Eq. (4) leads to [4, 7]:

$$
\begin{equation*}
\mu_{m}=\sum_{i=1}^{Q} G_{m i} z_{i} \tag{5}
\end{equation*}
$$

with $G_{m i}=\tau_{m} g_{m i}$ and $g_{m i}=\sum_{k=1}^{K} F_{m}\left(v_{k}\right) S_{i}\left(v_{k}\right)$. Introducing the matrix $\mathbf{G}$ so that $[\mathbf{G}]_{m i}=G_{m i}$, Eq. (5) can be written

$$
\begin{equation*}
\mu=\mathrm{G} z \tag{6}
\end{equation*}
$$

where $\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{M}\right)^{T}$. Eq. (6) suggests that $z$ can be estimated from $\mu$ if $\mathbf{G}^{T} \mathbf{G}$ is non singular [4, 7].

## 2. CRAMER-RAO BOUND

## A. Cramer-Rao bound with binary filters

A standard statistical approach consists in looking at unbiased estimations with minimal variance [12]. If $\widehat{\boldsymbol{z}}=\left(\widehat{z}_{1}, \widehat{z}_{2}, \ldots, \widehat{z}_{Q}\right)^{T}$ is an estimation of $\boldsymbol{z}$, then this estimator is unbiased if $\langle\widehat{\boldsymbol{z}}\rangle=\boldsymbol{z}$. The precision of an unbiased estimator can be characterized by its covariance matrix $\Gamma=\left\langle\delta \widehat{\boldsymbol{z}} \delta \widehat{\boldsymbol{z}}^{T}\right\rangle$ with $\delta \widehat{\boldsymbol{z}}=\widehat{\boldsymbol{z}}-\langle\boldsymbol{z}\rangle$. The $M$ filters $F_{m}(v)$ can thus be determined in order to optimize a figure of merit deduced from $\Gamma$ such as the mean square error of $\widehat{z}$ obtained with a linear function of the measures $n_{m}$ [7-9]. Complementary information can be obtained with analyzing the CRB. Such an approach has been developed in [11] for standard Raman spectroscopy perturbed with Poisson noise. It is shown in the following that it can be helpful for binary compressed Raman spectrum. Indeed, for any unbiased estimator:

$$
\begin{equation*}
\left\langle\delta \bar{z}_{i}^{2}\right\rangle=[\boldsymbol{\Gamma}]_{i i} \geq\left[\mathbf{I}_{\mathbf{F}}^{-1}\right]_{i i}=[\mathbf{Y}]_{i i} \tag{7}
\end{equation*}
$$

where $\mathbf{Y}$ is the CRB matrix, $\mathbf{I}_{\mathbf{F}}$ is the Fisher matrix, which is obtained with $\left[\mathbf{I}_{\mathbf{F}}\right]_{i j}=-\left\langle\partial_{z_{i}} \partial_{z_{j}} \ell(\boldsymbol{n})\right\rangle$, and where $\ell(\boldsymbol{n})$ is the $\log$-likelihood and $\boldsymbol{n}=\left(n_{1}, n_{2}, \ldots, n_{M}\right)^{T}$.

If the measures $n_{m}$ are statistically independent, then $\ell(\boldsymbol{n})=$ $\sum_{m=1}^{M} \log \left[P_{m}\left(n_{m}\right)\right]$. The following property is easy to show.

Property 1: The Cramer-Rao bound (CRB) matrix with binary filters is

$$
\begin{equation*}
\mathbf{Y}_{i j}=\left[\mathbf{I}_{\mathbf{F}}{ }^{-1}\right]_{i j} \tag{8}
\end{equation*}
$$

with the information matrix:

$$
\begin{equation*}
\left[\mathbf{I}_{\mathbf{F}}\right]_{i j}=\sum_{m=1}^{M} \frac{G_{m i} G_{m j}}{\mu_{m}}=\sum_{m=1}^{M} \frac{\tau_{m} g_{m i} g_{m j}}{\sum_{\ell=1}^{Q} g_{m \ell} z_{\ell}} \tag{9}
\end{equation*}
$$

The proof is analog to the one developed in [11] and is not detailed here. This property shows that the precision is a function of $\tau_{m}, z_{i}$ and of $g_{m i}$ and thus of the binary filters $\mathbf{F}_{m}$.

## B. Description of the considered examples

In the following the results are illustrated with three examples. For these examples, it is assumed that $M=Q=3$ with measuring times $\tau_{m}$ for each filter equal to $\tau$ (i.e. independent of the filter). These examples are considered since they show different correlation coefficients and different intensity ratios between the spectra. Furthermore, $\tau$ is adjusted so that $\tau \sum_{k=1}^{K} S_{i}\left(v_{k}\right)=\alpha_{i}$ with $\alpha_{i}$ values reported in Table 1. The spectra of the first example, have been generated such that $S_{i}\left(v_{k}\right)=\left|g_{i, k}\right|^{5}$ where the $g_{i, k}(i \in[1,3], k \in[1,50])$ are identically distributed and statistically independent realizations of


Fig. 1. Noiseless version of the considered Raman spectra. (a): numerical synthesis on 50 frequency channels of three random spectra (see text for details). (b): Considered models for Raman spectra of Chloroform and Dimethyl sulfoxide (DMSO) acquired on 511 frequency's channels. In this last case, a constant Raman spectrum is added in order to introduce possible background noise. (c) : analogous to (a) but with different spectra (see text for details).
zero mean real Gaussian random variables and normalized so that $\tau \sum_{k=1}^{K} S_{i}\left(v_{k}\right)=\alpha_{i}$ with $K=50$. A noiseless example of such spectra is shown in Fig.1.a. The second example (Fig.1.b) corresponds to the considered models (i.e. noiseless) for Raman spectra of Chloroform and Dimethyl sulfoxide (DMSO) acquired on 511 frequency channels. These spectra are sampled on $K=511$ frequencies and a constant background is also

| Ex of | Fig.1.a | Fig.1.b | Fig.1.c |
| :--- | :--- | :--- | :--- |
| $\alpha_{1}$ | 3000. | 1456.3 | 3000. |
| $\alpha_{2}$ | 3000. | 5904.89 | 15000. |
| $\alpha_{3}$ | 3000. | 1638.81 | 75000. |
| $r_{12}$ | 0.0396 | 0.4882 | 0.5602 |
| $r_{23}$ | 0.1656 | 0.3191 | 0.6536 |
| $r_{13}$ | 0.0106 | 0.4074 | 0.6065 |

Table 1. Values of $\alpha_{i}=\tau \sum_{k=1}^{K} S_{i}\left(v_{k}\right)$ for spectra of Fig. 1. Correlation coefficients correspond to $r_{i j}=$ $\sum_{k=1}^{K}\left[S_{i}\left(v_{k}\right) S_{j}\left(v_{k}\right)\right] / \sqrt{\left(\sum_{k=1}^{K} S_{i}\left(v_{k}\right)^{2}\right)\left(\sum_{k=1}^{K} S_{j}\left(v_{k}\right)^{2}\right)}$.
present in order to introduce possible background noise.
The third example is generated as for the first example but with spectra $S_{i}\left(v_{k}\right)=\left|g_{i, k}\right|$ (see Fig.1.c) normalized so that $\tau \sum_{k=1}^{K} S_{i}\left(v_{k}\right)=\alpha_{i}$ with values reported Table 1. Examples of Figs. 1.a and 1.c have only $K=50$ frequencies to simulate low variation with the frequency channel observed with most real spectra, but the methodology can be applied with any $K$ value larger than $Q$ and $M$. The normalized correlation values between the spectra are also reported in table 1. They show that the considered examples of Figs. 1.a, 1.b and 1.c also correspond to different overlap between the spectra.

## C. Numerical simulation results

The set $\mathbf{F}$ of the $M$ filters $\mathbf{F}_{m}$ can be determined by minimizing a scalar quantity deduced from $\mathbf{Y}$. Analyzing the trace $\mathcal{E}_{t r}=\operatorname{tr}[\mathbf{Y}]$ of the CRB matrix is interesting since, for unbiased estimators, $\mathcal{E}_{t r}$ is a bound of the minimal value of the mean square error (i.e. of $\operatorname{tr}[\boldsymbol{\Gamma}]$ ). The set $\mathbf{F}$ can be obtained with a simple numerical optimization technique that consists in choosing randomly an $m$ value and a $k$ value and changing the value $F_{m}\left(v_{k}\right)$ into $1-F_{m}\left(v_{k}\right)$ if $\mathcal{E}_{t r}$ is decreased. The process can then be iterated a fixed number of trials. Such a simple approach does not guarantee optimality properties and the convergence can correspond to local minima.

Results of convergence with 50 different random initial conditions for the binary filters of the spectra of Fig. 1 are shown in Figs.2, 3 and 4. For these numerical experiments the set $\mathbf{F}$ have been obtained when the proportion coefficients $z_{i}$ are equal to $1 / 3$. The influence of such an arbitrary choice will be discussed in a following section. The number of iterations for each random initialization is $910^{3}$ for the example of Fig.1.a and Fig.1.c and is $910^{4}$ for the example of Fig.1.b. It can be observed that the optimization process does not always lead to the same criterion values and thus to the same filters. An important gain for the CRB can nevertheless be seen after filter optimization in comparison to the values before optimization. Convergence problems for some trials lead to higher CRBs than the minimal value. It can thus be appropriate with such a simple optimization process to perform several optimizations with different initial values and to select the best solution. More sophisticated optimization algorithms could be implemented $[7,8]$ to improve the convergence properties of the method if necessary. However, such a possibility will not be analyzed in this paper since, in the following, it will be imposed that the binary filters
are orthogonal.


Fig. 2. Results for spectra of Fig. 1.a.
Left: decimal logarithm value of the optimized criterion $\mathcal{E}_{t r}$ obtained for 50 different random initial conditions with BF determined for $z_{i}=1 / 3$.
Right: Normalized values of the obtained CRB determined with 50 different initial conditions with $\rho_{i i}(n)=\mathrm{Y}_{i i}(n) / \overline{\mathrm{Y}_{i i}}$ and $\rho_{T}(n)=\frac{1}{3} \sum_{i=1}^{3} \rho_{i i}(n)$, where $\overline{\mathrm{Y}_{i i}}=\frac{1}{50} \sum_{n=1}^{50} \mathrm{Y}_{i i}(n)$ and where $\mathrm{Y}_{i i}(n)$ is the obtained value for trial number $n$.


Fig. 3. Same as Fig. 2 but for spectra of Fig. 1.b.


Fig. 4. Same as Fig. 2 but for spectra of Fig. 1.c.

## D. Particular case of $M=Q$

The particular case for which the number of filters $M$ is equal to the number of known species $Q$ is specially interesting. Indeed, not only it corresponds to the minimal number of needed filters to perform the estimation, but also it allows one to obtain several useful properties. In particular, Property 1 can be simplified in that case into the following corollary.

Corollary 1: When $M=Q$ and if $\mathbf{G}$ is not singular, then

$$
\begin{equation*}
\mathbf{Y}=\mathbf{G}^{-1} \boldsymbol{\Lambda}\left[\mathbf{G}^{T}\right]^{-1} \tag{10}
\end{equation*}
$$

where the diagonal matrix $\boldsymbol{\Lambda}$ is defined so that $[\boldsymbol{\Lambda}]_{m m}=\mu_{m}$. This equation can be developed, which leads to the following corollary that will be helpful in the following.

Corollary 2: When $M=Q$ and when $G$ is non-singular, the CRB $Y_{i i}$ can be written

$$
\begin{equation*}
\mathrm{Y}_{i i}=\sum_{n=1}^{Q} \sum_{m=1}^{Q} \eta_{i m n} \frac{z_{n}}{\tau_{m}} \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
\eta_{i m n}=b_{i m}^{2} g_{m n} \geq 0 \tag{12}
\end{equation*}
$$

where $\boldsymbol{b}=g^{-1}$ with $[\boldsymbol{g}]_{m n}=g_{m n}$ and $[\boldsymbol{b}]_{i m}=b_{i m}$.

This result shows that the CRB $Y_{i i}$ is a linear function of $z_{i}$ when $M=Q$.

## E. Efficient estimator when $M=Q$

It is not sure in general that an unbiased estimator with a variance equal to the CRBs exists. The pseudo-inverse solution, which is analogous to the proposed method of $[4,7,9]$, corresponds to:

$$
\begin{equation*}
\widehat{\boldsymbol{z}}_{l i n}=\left[\mathbf{G}^{T} \mathbf{G}\right]^{-1} \mathbf{G}^{T} \boldsymbol{n} \tag{13}
\end{equation*}
$$

where it is assumed that $\mathbf{G}^{T} \mathbf{G}$ is non singular. This linear method is unbiased since $\left\langle\hat{\mathbf{z}}_{\text {lin }}\right\rangle=\left[\mathbf{G}^{T} \mathbf{G}\right]^{-1} \mathbf{G}^{T} \boldsymbol{\mu}$ which, with Eq. (6), leads to $\left\langle\widehat{z}_{\text {lin }}\right\rangle=\boldsymbol{z}$.

When $M=Q$ and when $\mathbf{G}$ is non-singular the relation of Eq. (13) simplifies into $\widehat{\boldsymbol{z}}_{\text {lin }}=\mathrm{G}^{-1} \boldsymbol{n}$. Furthermore, the covariance matrix of the estimations is

$$
\begin{equation*}
\boldsymbol{\Gamma}^{(l i n)}=\left\langle\delta \widehat{\boldsymbol{z}}_{\text {lin }} \delta \widehat{\boldsymbol{z}}_{\text {lin }}^{T}\right\rangle \tag{14}
\end{equation*}
$$

where $\delta \widehat{z}_{\text {lin }}=\widehat{z}_{\text {lin }}-\left\langle\widehat{z}_{\text {lin }}\right\rangle$. Since $n_{m}$ are random Poisson variable $\left\langle\delta n_{m}^{2}\right\rangle=\left\langle n_{m}\right\rangle=\mu_{m}$, where $\delta n_{m}=n_{m}-\left\langle n_{m}\right\rangle$. With the diagonal matrix $\boldsymbol{\Lambda}$ defined above, when $M=Q$ and when $\mathbf{G}$ is non singular, the covariance matrix can be written

$$
\begin{equation*}
\boldsymbol{\Gamma}^{(l i n)}=\mathbf{G}^{-1} \boldsymbol{\Lambda}\left[\mathbf{G}^{T}\right]^{-1}=\mathbf{Y} \tag{15}
\end{equation*}
$$

which shows that this estimator is efficient (i.e. unbiased with a variance equal to the CRB). It can also be shown that it corresponds to the maximum likelihood estimator (see Appendix A). These results can be summarized in the following property.

Property 2: When $M=Q$ and when $\mathbf{G}$ is non-singular, the linear estimation method

$$
\begin{equation*}
\widehat{z}_{\text {lin }}=\mathbf{G}^{-1} n \tag{16}
\end{equation*}
$$

is efficient for the estimation of each $z_{i}$, i.e. unbiased with minimum variance. Furthermore, this solution corresponds to the maximum likelihood estimator.

Furthermore, since $\Gamma^{(l i n)}=\mathbf{Y}$, this result shows that minimizing the mean square error [7-9] is efficient with Poisson noise model for the considered application when $M=Q$. In other words, it is equivalent to design the binary filters by minimizing either the trace of the CRB matrix or the mean square error when $M=Q$.
F. Bounds with unequal measuring times when $M=Q$

It has been mentioned in $[7,8]$ that the time $\tau_{m}$ can be chosen in order to minimize the mean square error of the $z_{i}$ estimations. It is possible to obtain a bound on the possible gain that can be expected for a fixed set $\mathbf{F}$ of binary filters as shown by the following property (shown in Appendix B).

Property 3: Let $Y_{i i}^{\left(\tau_{0}\right)}$ denote the CRBs with BF method with equal measuring time $\tau_{0}=T / Q$ when $M=Q$ and $Y_{i i}^{(\bar{\tau})}$ the CRBs obtained with measuring times $\bar{\tau}=\left(\tau_{1}, . ., \tau_{Q}\right)^{T i}$ with $\sum_{i=1}^{Q} \tau_{i}=T$. Then,

$$
\begin{equation*}
\mathrm{Y}_{i i}^{(\bar{\tau})} \geq \frac{1}{Q} \mathrm{Y}_{i i}^{\left(\tau_{0}\right)} \tag{17}
\end{equation*}
$$

Thus, optimizing the measuring times cannot lead to a decrease of the CRB larger than a factor $Q$ in comparison to the result obtained with equal measuring times. In other words, the gain is bounded by a factor $Q$ but it can nevertheless be observed that if $\tau_{m} \rightarrow 0$ then $\mathrm{Y}_{i i}^{(\bar{\tau})} \rightarrow \infty$ which shows that the loss is not bounded if an inappropriate choice of the $\tau_{m}$ is done.

## G. Case of upper bounded measuring times when $M=Q$

The situation is different if the constraint corresponds only to upper bounded measuring time $\tau_{m}$. Such a situation appears if the filters are applied in parallel. Although practically difficult to implement, this situation is in principle possible with orthogonal binary filters. In that case the following property shows that no gain can be expected with $\tau_{m}$ optimization when $M=Q$.

Property 4: When $M=Q$ and when the constraint $\tau_{m} \leq \tau_{0}$ is imposed, the minimal CRB values are obtained with $\tau_{m}=\tau_{0}$.

Indeed, Corollary 2 leads to (see Appendix B)

$$
\begin{equation*}
\mathrm{Y}_{i i}^{(\bar{\tau})}=\sum_{m=1}^{Q} \frac{\beta_{i m}}{\tau_{m}} \geq \sum_{m=1}^{Q} \frac{\beta_{i m}}{\tau_{0}} \tag{18}
\end{equation*}
$$

since $\beta_{i m} \geq 0$. The minimal CRB values are thus obtained with equal measuring times $\tau_{m}=\tau_{0}$.

## H. Discussion when $M=Q$

The comparison between systems for which the binary filters are applied sequentially or in parallel is interesting. Indeed, let $T$ be the total measuring time. With $M$ BF applied sequentially the constraint is $\sum_{m=1}^{M} \tau_{m}=T$. With $M$ OBF applied in parallel the constraint is $\tau_{m} \leq T$ and the optimal solution (i.e. that minimizes the CRB) is $\tau_{m}=T$. However, $\mathrm{Y}_{i i}^{(T / Q)}=Q \mathrm{Y}_{i i}^{(T)}$ which is another illustration of the result of property 4 that there is no possible gain when OBF are applied in parallel with optimization of the measuring times. Since in the following, OBF will be assumed implemented in parallel when compared to full Raman method, the measuring times will be considered equal. However, the results obtained below do not need that the binary filters are implemented in parallel. If they are implemented sequentially, the CRB have thus simply to be multiplied by $M$ for the same total measuring time.

## 3. COMPARISON WITH FULL RAMAN METHOD

## A. Cramer-Rao bound of the full Raman method

The CRB for estimating the $z_{i}$ coefficients with full Raman methods has been determined in [11]. The most favorable situation for the full Raman technique is obtained when the noise is photon limited. In that case, the CRB is simple and leads to the following corollary.

Corollary 3: The information matrix with full Raman method is

$$
\begin{equation*}
\left[\mathbf{I}_{\mathbf{F}}{ }^{(F)}\right]_{i j}=\tau \sum_{k=1}^{K} \frac{S_{i}\left(v_{k}\right) S_{j}\left(v_{k}\right)}{S\left(v_{k}\right)} \tag{19}
\end{equation*}
$$

An extension of this result in the presence of detector noise and background noise is discussed in Appendix C. This corollary also shows that the CRB is inversely proportional to the measuring time (which is also the case for BF and OBF with equal measuring times for each filter).

## B. Orthogonal binary filters

Orthogonal binary filters (OBF) are defined so that $F_{m}\left(\nu_{k}\right)=0$ or 1 and $\sum_{m=1}^{M} F_{m}\left(v_{k}\right) \leq 1$. In other words, for each frequency $v_{k}$ only at most one of the binary filters satisfies $F_{m}\left(v_{k}\right)=1$. Although difficult to realize, such OBF allows one to perform the measurements with BF in parallel.

The BF optimization technique can be adapted to design the set $\mathbf{F}$ of the OBF. For each randomly chosen $k$, a new set of the $M$ values $F_{m}\left(v_{k}\right)$ that satisfies $F_{m}\left(v_{k}\right)=0$ or 1 and $\sum_{m=1}^{M} F_{m}\left(v_{k}\right) \leq$ 1 is chosen randomly. This new set of values is accepted if $\mathcal{E}_{t r}$ is decreased. Results of convergence with 50 different random initial OBF for the spectra of Fig. 1 are shown in Figs.5, 6 and 7. The number of iterations for each random initialization is $910^{3}$ for the example of Fig.1.a and Fig.1.c and is $910^{4}$ for the example of Fig.1.b. It is interesting to notice on these examples that OBF do not lead to an important increase of the CRB in comparison to the ones of the BF.



Fig. 5. Same as Fig. 2 but with OBF.


Fig. 6. Same as Fig. 3 but with OBF.


Fig. 7. Same as Fig. 4 but with OBF.

## C. Comparison of orthogonal binary filters with full Raman method

When the measuring times for each filter are equal, it is possible to compare the OBF method to the full spectral Raman measurements (FSR). Indeed, when the filters are orthogonal the probability law of $n_{m}$ with $m=1, . ., M$ is equal to the one of $n_{m}^{\prime}=\sum_{k=1}^{K} F_{m}\left(v_{k}\right) N_{\tau}\left(v_{k}\right)$ where $N_{\tau}\left(v_{k}\right)$ is the number of photons that would have been obtained with the FSR approach. In other words, the $n_{m}^{\prime}$ determined with a numerical binary filtering of photons detected with a full Raman approach are independent if the binary filters are orthogonal. Thus, orthogonality of the filters assures that the $n_{m}^{\prime}$ are statistically independent and the CRB with either the $n_{m}$ or the $n_{m}^{\prime}$ are still given by Eq. (9). From an information theory point of view, the OBF approach is thus equivalent to perform the estimation on the binary numerically filtered signal obtained after the photons have been detected with a full Raman approach (FSR). OBF are then a subset of possible algorithms with FSR, and thus, the CRBs with OBF cannot be smaller than the ones with FSR. These considerations lead to the following property.

Property 5: Let $Y_{i i}^{\left(F, \tau_{0}\right)}$ denote the CRB with Full Raman measurements with measuring time $\tau_{0}$ and $Y_{i i}^{\left(\tau_{0}\right)}$ the optimal CRBs obtained with OBF with equal measuring times $\tau_{0}$, the CRBs satisfy

$$
\begin{equation*}
\mathrm{Y}_{i i}^{\left(\tau_{0}\right)} \geq \mathrm{Y}_{i i}^{\left(F, \tau_{0}\right)} \tag{20}
\end{equation*}
$$

Obviously this property implies that $\mathcal{E}_{t r}=\sum_{i=1}^{Q} \mathrm{Y}_{i i}^{\left(\tau_{0}\right)} \geq$ $\mathcal{E}_{t r}^{(F)}=\sum_{i=1}^{Q} \mathrm{Y}_{i i}^{\left(F, \tau_{0}\right)}$. It is interesting to emphasize that this property is not shown for non orthogonal binary filters. Indeed, in that latter case (i.e. with BF), the random values $n_{m}$ with $m=1, . ., M$, obtained with the binary filters are statistically independent since they result from independent Poisson measurements. However, the random variables $n_{m}^{\prime}=$ $\sum_{k=1}^{K} F_{m}\left(v_{k}\right) N_{\tau}\left(v_{k}\right)$, where $N_{\tau}\left(v_{k}\right)$ is the number of photons that would have been obtained with the FSR approach, are not statically independent if the values $F_{m}\left(v_{k}\right)$ are non zero for several $m$ values.

## D. Robustness to the chosen proportion for OBF synthesis

In the above examples the BF or OBF have been determined by minimizing $\mathcal{E}_{t r}$ when the proportions are $z_{i}^{(d)}=1 / 3$. Since, the proportion values are unknown, it is interesting to analyze the robustness of the estimation method when the actual proportions $z_{i}$ are different to $z_{i}^{(d)}$. The CRB of the Full Spectrum Raman (FSR), which can be easily determined for each $z_{i}$ possible values, is useful for that purpose. The CRBs obtained
with OBF and with FSR and the ratios of their square-roots are shown in Figs. 8 and 9 as a function of $z_{1}$ and $z_{2}$ (assuming $\left.z_{3}=1-z_{1}-z_{2}\right)$ for both examples of Fig.1.a and Fig.1.b. It can be seen for these examples that these ratios are close to 1 , although differences appear on the boundary of the triangle. Thus, with examples of Figs. 1.a and 1.b, designing OBF with $\mathcal{E}_{t r}$ calculated for $z_{i}^{(d)}=1 / 3$ does not lead to an important loss of performance for a large set of $z_{i}$ values. Obviously, these examples are not representative of all the possible situations as shown with Fig. 10 that reports an analogous analysis for example of Fig.1.c. It clearly appears that the loss of performance is higher than for the previous examples but it is still small since it is of the order of $50 \%$ (for the standard deviation). For this example the number of measured photons is larger than for examples of Figs. 1.a and 1.b but the CRBs are still of the order $10^{-2}$. Higher losses can probably appear for other examples and the proposed methodology allows one to precisely quantify them.


Fig. 8. Results for spectra of Fig.1.a.
Left: CRB obtained with orthogonal binary filters (OBF) designed for $z_{i}^{(d)}=1 / 3$ and with the full Raman spectrum as a function of $z_{1}$ and $z_{2}\left(z_{3}=1-z_{1}-z_{2}\right)$.
Right: Ratio of the square-root of the CRB obtained with orthogonal binary filters (OBF) designed for $z_{i}^{(d)}=1 / 3$ with the square-root of the CRB using the full Raman spectrum as a function of $z_{1}$ and $z_{2}$.

It has to be noticed that the comparison has been done assuming that the $M$ measurements with OBFs are performed in


Fig. 9. The same as for Fig. 8 but for spectra of Fig.1.b.
parallel. If the measurements are performed sequentially, equivalent CRBs are obtained only if the total measuring time for OBF is $M$ times the one of FSR.

With this assumption of parallel measurements, several remarks can be mentioned when the CRBs for OBF and for the full Raman method are approximately equal. Indeed, in that case, using only few binary combinations of the Raman spectrum does not degrade significantly the precision in retrieving the proportions $z_{i}$. Firstly, minimizing the sum of the CRBs (or equivalently the mean square error) for OBF optimization is approximately efficient to minimize the CRB for each species although they can be different for each species. Secondly, using more OBF than the number of species will not decrease significantly the CRB. Thirdly, specializing the OBF for each $z_{i}$ value may not be necessary for a large set of $z_{i}$ values.

However, there is no proof that the CRBs for OBF and for the full Raman method are always approximately equal and it is not the case as shown with the example of Fig.1.c. It is thus interesting to analyze more precisely the influence of the choice of the proportion $z_{i}^{(d)}$ considered for the OBF synthesis.


Fig. 10. The same as for Fig. 8 but for spectra of Fig.1.c.

## 4. INFLUENCE OF THE CONSIDERED PROPORTION FOR OBF DESIGN

## A. Problem

In the above analyses, the proportion $z$ for which the BF (or OBF) filters have been designed was chosen a priori. In the following, two approaches are considered in order to optimize this choice. With the first one, the mean average value of the criterion in the set $\mathcal{T}$ (i.e. so that $\sum_{i=1}^{Q} z_{i}=1$ with $z_{i} \geq 0$ ) is minimized when the probability density function of the $z_{i}$ satisfies symmetry properties. The second approach is a minimax technique that consists in minimizing the maximal value in $\mathcal{T}$. Although the results presented below are developed for BF when $M=Q$ they will be illustrated for OBF with the same hypothesis.

Eq. 11 of corollary 2 can be written $\mathrm{Y}_{i i}=\sum_{n=1}^{Q} \gamma_{i n} z_{n}$ with $\gamma_{i n}=\sum_{m=1}^{Q} \frac{b_{i n}^{2} g_{m n}}{\tau_{m}} \geq 0$. Let $\mathbf{F}(\boldsymbol{x})$ be the set of BF $\mathbf{F}_{m}$ that minimizes $\mathcal{E}_{t r}$ for proportion $x$. Then, mentioning explicitly the proportion $x$ for which the BF have been optimized and the proportion $z$ for which the BF are used, the CRB can be written

$$
\begin{equation*}
\mathrm{Y}_{i i}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))=\sum_{n=1}^{Q} \gamma_{i n}(\boldsymbol{x}) z_{n} \tag{21}
\end{equation*}
$$

Furthermore, $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))=\sum_{i=1}^{Q} \mathrm{Y}_{i i}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))$ and thus

$$
\begin{equation*}
\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))=\sum_{n=1}^{Q} z_{n} \mathcal{E}_{n}(\boldsymbol{x}) \tag{22}
\end{equation*}
$$

where $\mathcal{E}_{n}(\boldsymbol{x})=\sum_{i=1}^{Q} \gamma_{i n}(\boldsymbol{x})$. This result clearly shows that $\mathcal{E}_{t r}(\boldsymbol{z}, \mathrm{~F}(x))$ is a linear function of $\boldsymbol{z}$, which allows one to show several properties.

## $B$. Minimizing the mean value of the mean square error

When the BF are synthesized for $z_{i}=1 / Q$ the CRB of the estimation of $z_{i}$ is bounded in $\mathcal{D}$, where $\mathcal{D}$ is the set of $z$ values that satisfy $0 \leq z_{i} \leq 1$, as shown by the following property (see Appendix D).

Property 6: When $M=Q$ and when $g$ is non-singular, the CRB for $\mathcal{D}$ satisfies

$$
\begin{equation*}
Y_{i i}\left(\boldsymbol{z}, \mathbf{F}\left(\boldsymbol{x}_{Q}\right)\right) \leq Q Y_{i i}\left(\boldsymbol{x}_{Q}, \mathbf{F}\left(\boldsymbol{x}_{Q}\right)\right) \tag{23}
\end{equation*}
$$

where $x_{Q}=(1 / Q, \ldots, 1 / Q)^{T}$.

Thus choosing equal proportions $x_{Q}$ for filter synthesis may lead in $\mathcal{D}$ to an increase of the CRB bounded by a factor $Q$.

When no a priori information is available on the $z_{i}$ values, it can be interesting to consider a probability density function (pdf) of the $z_{i}$ in $\mathcal{T}$ that is invariant by the permutation of the $z_{i}$. In that case the following property can be shown (see Appendix E).

Property 7: When $M=Q$ and when $g$ is non-singular, the average value of $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))$ over $\boldsymbol{z}$ in $\mathcal{T}$ with a probability density function of $z$ invariant by permutation of the $z_{i}$, is equal to its value for $z_{i}=1 / Q$.

With such symmetrical pdf, determining BF or OBF for $z_{i}=$ $1 / Q$ is equivalent to minimize the mean value of the CRB in $\mathcal{T}$. However, if the constraint $\sum_{i=1}^{Q} z_{i}=1$ is not satisfied this property will generally not be valid.

## C. Minimizing the maximal value of the mean square error

Minimizing the average value of $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))$ is not the only possible strategy. For example it can be interesting to develop methods that minimize the maximal value of $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(x))$ for $\boldsymbol{z} \in \mathcal{T}$. Such a minimax strategy does necessary lead to the solution $z_{i}=1 / Q$. The minimax solution (i.e. the value of $x$ that minimizes the maximal value of $\mathcal{E}_{t r}(\boldsymbol{z}, \mathrm{~F}(\boldsymbol{x}))$ for $\left.\boldsymbol{z} \in \mathcal{T}\right)$ is dependent of the considered problem and thus of spectra $S_{i}\left(v_{k}\right)$.

The minimax algorithm is simple to implement with the properties shown above. Indeed, Eq. 22 leads to

$$
\begin{equation*}
\max _{\boldsymbol{z} \in \mathcal{T}} \mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))=\max _{n} \mathcal{E}_{n}(\boldsymbol{x}) \tag{24}
\end{equation*}
$$

Thus for each $x$ values, the set $\mathbf{F}(\boldsymbol{x})$ that minimizes $\mathcal{E}_{t r}(\boldsymbol{x}, \mathbf{F})$ can be determined with the method described in the previous section. The values $\mathcal{E}_{n}(\boldsymbol{x})$ are thus obtained for each tested $\boldsymbol{x}$ value and it is straightforward to get $\max _{n} \mathcal{E}_{n}(\boldsymbol{x})$. Both values $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{z}))$ and $\max _{\boldsymbol{x} \in \mathcal{T}} \mathcal{E}_{t r}(\boldsymbol{x}, \mathbf{F}(\boldsymbol{z}))$ are shown in Fig. 11 for the considered examples of this article for OBF synthesis. For that purpose the $z_{i}$ are sampled on 21 values between 0.003333 .. and 0.993333....

These results show that designing OBF for one proportion may not be a robust approach. Indeed, if the filter is designed for proportion $x_{d}$, the value of the optimized criterion $\mathcal{E}_{t r}\left(\boldsymbol{x}_{d}, \mathbf{F}\left(\boldsymbol{x}_{d}\right)\right)$ can be small in comparison to its maximal value in $\mathcal{T}$. It can also be seen on the considered examples, that $\max _{\boldsymbol{z} \in \mathcal{T}} \mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))$ is minimal for proportion $x$ near the one that maximizes $\mathcal{E}_{t r}(\boldsymbol{x}, \mathbf{F}(\boldsymbol{x}))$.

The above analysis is based on the assumption that $z \in \mathcal{T}$ that allows one to get simple representations and algorithms. However, $\sum_{i=1}^{Q} z_{i}=1$ may not be satisfied for some species mixing. The minimax strategy could nevertheless be adapted to more complex situations with a numerical search of the maximal value of $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))$.


Fig. 11. Lower surfaces: $\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{z}))$ and upper surfaces: $\max _{\boldsymbol{x} \in \mathcal{T}} \mathcal{E}_{t r}(\boldsymbol{x}, \mathbf{F}(\boldsymbol{z}))$.
First Line: example of fig1.a.
Second Line: example of fig1.b.
Third Line: example of fig1.c.

## 5. CONCLUSION AND PERSPECTIVES

In conclusion, binary filtering of Raman spectra and Full Raman spectrum method have been compared for proportion estimation of mixing of several species [4, 7] when the measured spectrum is a linear function of the elementary species. A particular attention has also been devoted to the case for which the number of filters is equal to the number of unknown species and to the mixing of three species. Furthermore, the analysis
has also been conducted for orthogonal binary filters, which allows one to perform the measurements in parallel. Bounds on the Cramer-Rao bounds have been provided when the measuring times are optimized or when the considered proportions for binary filter synthesis are not optimized. For parallel implementation, it is not relevant to optimize the measuring times but analyzing the considered proportions for binary filter synthesis can be important. Two strategies for an appropriate choice of this considered proportions have been analyzed for the binary filter synthesis. In particular, the analysis of a minimax strategy has shown that non robust solutions can be obtained when these proportions are not chosen carefully. The methodology described in this article has been illustrated with several particular examples, but it can be easily applied to each new mixing of species with known Raman spectra.

Several perspectives exist to this work. Numerical analysis should be performed for mixing of more than three species since it can be expected that, for a fixed number of Raman spectrum frequencies, the efficiency of binary filtering can decrease [7] and more sophisticated filter optimization algorithms may be required [8]. Other criterion than the ones optimized in this paper could also be considered. More interesting, for both a theoretical and experimental point of view, would be the generalization of the analysis to situations for which the relation between the total spectrum and the elementary spectra is not a linear function. The CRB is an interesting concept to investigate such situations. However, the most interesting perspective is probably to implement the proposed method experimentally for practical applications with a precision close to the CramerRao Bound. In particular, since estimation of the proportion coefficients $z_{i}$ is only based on the inversion of the matrix $\mathbf{G}$ that can be measured in situ, simple calibration techniques could be implemented.
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## A. APPENDIX A.

The maximum likelihood estimate of $\mu_{m}$ is $\widehat{\mu}_{m}=n_{m}$. Thus due to the invariance property of the maximum likelihood estimation [12], the maximum likelihood estimation $\widehat{z}_{i}$ of $z_{i}$ satisfies $\sum_{i} G_{m i} \widehat{z}_{i}=\widehat{\mu}_{m}$.

## B. APPENDIX B.

Corollary 2 leads to $\mathrm{Y}_{i i}^{(\bar{\tau})}=\sum_{m=1}^{Q} \frac{\beta_{i m}}{\tau_{m}}$ with $\beta_{i m}=$ $b_{i m}^{2}\left(\sum_{n=1}^{Q} g_{m n} z_{n}\right)$. Thus $\beta_{i m} \geq 0$ and

$$
\begin{equation*}
\mathrm{Y}_{i i}^{(\tau)}=\sum_{m=1}^{Q} \frac{\beta_{i m}}{\tau_{0}} \frac{\tau_{0}}{\tau_{m}} \geq \sum_{m=1}^{Q} \frac{\beta_{i m}}{\tau_{0}} \min _{m}\left[\frac{\tau_{0}}{\tau_{m}}\right] \tag{25}
\end{equation*}
$$

However $\mathrm{Y}_{i i}^{\left(\tau_{0}\right)}=\sum_{m=1}^{Q} \frac{\beta_{i m}}{\tau_{0}}$ and $\min _{m}\left[\frac{\tau_{0}}{\tau_{m}}\right] \geq \frac{1}{Q}$ and thus

$$
\begin{equation*}
\mathrm{Y}_{i i}^{(\bar{\tau})} \geq \frac{1}{Q} \mathrm{Y}_{i i}^{\left(\tau_{0}\right)} \tag{26}
\end{equation*}
$$

## C. APPENDIX C.

Detector and background noise can also be taken into account. Since detector noise is generally described with an additive Gaussian probability density function of zero mean while background noise can be considered as Poisson distributed, several approximations can be considered to determine an approximation of the CRB (see also [11]). At sufficiently high flux, Poisson distribution can be approximated with a Gaussian distribution with variance equal to its mean which leads to

$$
\begin{align*}
P(n(v))= & \frac{1}{\sqrt{2 \pi\left(\sigma_{d}^{2}(v)+B(v)+S(v)\right)}} \\
& \times \exp \left(-\frac{[n(v)-B(v)-S(v)]^{2}}{2\left[\sigma_{d}^{2}(v)+B(v)+S(v)\right]}\right) \tag{27}
\end{align*}
$$

where $\sigma_{d}^{2}(v)$ is the spectral density power of the additive noise and $B(v)$ is a background noise spectrum. Assuming $\sigma_{d}^{2}\left(v_{k}\right)+$ $B\left(v_{k}\right)+S\left(v_{k}\right) \gg 1$ leads to the information matrix:

$$
\begin{equation*}
\left[\mathbf{I}_{\mathbf{F}}{ }^{(F)}\right]_{i j} \simeq \tau \sum_{k=1}^{K} \frac{S_{i}\left(v_{k}\right) S_{j}\left(v_{k}\right)}{\sigma_{d}^{2}\left(v_{k}\right)+B\left(v_{k}\right)+S\left(v_{k}\right)} \tag{28}
\end{equation*}
$$

This expression is identical to Eq. (19) when $\sigma_{d}^{2}(v)=B(v)=$ 0 . This approach can also be applied to compressed measurements which, when $M=Q$ and when $G$ is non singular, leads to the covariance matrix

$$
\begin{equation*}
\boldsymbol{\Gamma}^{(l i n)}=\mathbf{G}^{-1} \boldsymbol{\Lambda}_{B, d}\left[\mathbf{G}^{T}\right]^{-1} \tag{29}
\end{equation*}
$$

where $\Lambda_{B, d}$ is the diagonal matrix with diagonal elements $\left[\boldsymbol{\Lambda}_{B, d}\right]_{m m}=\mu_{m}+\tau_{m} \sum_{k=1}^{K} F_{m}\left(v_{k}\right) B\left(v_{k}\right)+\sigma_{m}^{2}$ where $\sigma_{m}^{2}$ is the variance of the detector additive noise of the measurement with filter $\mathbf{F}_{m}$.

## D. APPENDIX D.

It has been shown that $Y_{i i}\left(\boldsymbol{z}, \mathbf{F}\left(\boldsymbol{x}_{Q}\right)\right)=\sum_{n=1}^{Q} \gamma_{i n}\left(\boldsymbol{x}_{Q}\right) z_{n}$ with $\gamma_{i n}\left(\boldsymbol{x}_{Q}\right)=\sum_{m=1}^{Q} \frac{b_{i m}^{2} g_{m n}}{\tau_{m}} \geq 0$. Thus, in $\mathcal{D}$, the CRB satisfies $\mathrm{Y}_{i i}\left(\boldsymbol{z}, \mathbf{F}\left(\boldsymbol{x}_{Q}\right)\right) \leq \sum_{n=1}^{Q} \gamma_{i n}\left(\boldsymbol{x}_{Q}\right)$. Furthermore, $\mathrm{Y}_{i i}\left(\boldsymbol{x}_{Q}, \mathbf{F}\left(\boldsymbol{x}_{Q}\right)\right)=$ $\frac{1}{Q} \sum_{n=1}^{Q} \gamma_{i n}\left(x_{Q}\right)$ that leads to the result of property 6 .

## E. APPENDIX E.

Let us consider a probability density function $P(z)$ that is invariant to $z_{i}$ permutations. Thus $P(\boldsymbol{z})=P\left(\boldsymbol{z}^{\prime}\right)$, where $\boldsymbol{z}^{\prime}$ is obtained by permutation of the $z_{i}$ coordinates of $z$. Eq. 22 leads to the average value

$$
\begin{equation*}
\overline{\mathcal{E}_{t r}(\boldsymbol{z}, \mathbf{F}(\boldsymbol{x}))}=\sum_{n=1}^{Q} \mathcal{E}_{n}(\boldsymbol{x}) \int \ldots \int z_{n} P(\boldsymbol{z}) \prod_{j=1}^{Q} d z_{j} \tag{30}
\end{equation*}
$$

Since $P(z)$ is assumed invariant to $z_{i}$ permutations, $\int \ldots \int z_{n} P(z) \prod_{j=1}^{Q} d z_{j}=a$, which is independent of $n$. Furthermore, $\sum_{n=1}^{Q} z_{n}=1$ implies $\overline{\sum_{n=1}^{Q} z_{n}}=1=Q a$ and thus $a=1 / Q$, which ends the proof.
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