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Abstract

Web stores, where buyers place orders over the Internet, have emerged to become a prevalent sales channel. In this research,

we developed neural network models, which are known for their capability of modeling noncompensatory decision processes,

to predict and explain consumer choice between web and traditional stores. We conducted an empirical survey for the study.

Specifically, in the survey, the purchases of six distinct products from web stores were contrasted with the corresponding

purchases from traditional stores. The respondents’ perceived attribute performance was then used to predict the customers’

channel choice between web and traditional stores. We have provided statistical evidence that neural networks significantly

outperform logistic regression models for most of the surveyed products in terms of the predicting power. To gain more insights

from the models, we have identified the factors that have significant impact on customers’ channel attitude through sensitivity

analyses on the neural networks. The results indicate that the influential factors are different across product categories. The

findings of the study offer a number of implications for channel management.

D 2004 Elsevier B.V. All rights reserved.

Keywords: Neural networks; Logit modeling; E-commerce; Choice process; Consumer behavior
1. Introduction

The Internet is changing the way firms market and

distribute their products to customers. Despite the fact

that Internet bubble in 2002 was accompanied by the
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shutdown of many Internet companies, sales over the

Internet have continued to increase. According to

Forrester Research [5], online sales in the United

States grew 51% to approximately US$26 billion just

in the third quarter of 2003. Seemingly, web stores,

where buyers place orders over the Internet, have

emerged to become a prevalent sales channel. While

more and more companies are engaging in online

sales, there are speculations of an uncertain future of

e-commerce due to the fact that the total amount of
41 (2006) 514–531
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online sales is still a small portion of total retail sales.

According to the U.S. Census Bureau [32], online

sales accounted for only 1.6% of all retail sales in

2003. Will web stores prevail in future?

Apparently, the success of a web store as a

viable sales channel is dependent upon whether it

helps to attain a significant amount of potential

customers who are willing to make purchases

online. Therefore, understanding consumers’ attitude

toward web stores appears crucial in the business-to-

consumer (B2C) e-business context. The questions

are: What are the predictors of consumers’ online

buying behavior? Are we able to accurately predict

and explain consumers’ channel choice between

web and traditional stores? As indicated by Chiang

et al. [6], the answers to the questions provide

significant implications for firms who want to

expand their market potential by tapping into

customer segments that otherwise would not buy,

or for suppliers who are strategically contemplating

multi-channel distributions.

Although there are some recent papers (e.g., Refs.

[2,14]) that provide insights into customers’ channel

choice through analytical models and game theories,

most studies seeking to address the above questions

are based on empirical surveys and statistical

analyses. For example, Liang and Huang [23] tried

to explain the acceptance of online buying using

consumer perceptions of transaction-costs associated

with shopping, uncertainty and asset. The authors

provided evidence that, in general, customers prefer

traditional markets to the web stores and different

products have different customer acceptance levels

on the electronic market. Szymanski and Hise [30]

measured bsatisfactionQ with the Internet-shopping

experience in a study of antecedents of e-satisfac-

tion. They found that greater satisfaction with online

shopping is positively correlated with consumer

perceptions of the convenience, product offerings,

product information, site design and financial secur-

ity of web stores relative to traditional stores.

Degeratu et al. [7] studied the decisions of individ-

uals to use Peapod online grocery shopping. They

gathered a sample of Peapod online buyers and a

matching sample of individuals who did their

grocery shopping in traditional supermarkets. As

part of their broader study of brand preferences, their

random utility model specified an indirect utility
function for online versus offline shopping that

depended only on the income of individuals. Bell-

man et al. [4] analyzed the responses of over 8000

participants in the Wharton Virtual Test Market who

completed an initial survey about online buying and

attitudes. Their logistic regression model indicated

that online experience (i.e., web browsing) was the

dominant predictor of whether or not a respondent

had ever bought anything online. Kwak et al. [22]

surveyed chatroom participants via email to discover

whether these consumers had bought any of nine

products online. They showed that four broad

independent constructs (attitudes toward the Internet,

experience with the Internet, demographics, and

personality type) could explain Internet purchases

of those products with logistic regressions.

All of the above empirical studies are forms of

what Urban and Hauser [33] called bpreference
regressionsQ and they all share the same a priori

assumption that the process of consumers’ channel

evaluation is linear compensatory. Specifically, those

models assume that any shortfall in one channel

attribute (e.g., immediate possession of a product)

can be compensated by enhancements of other

channel attributes (e.g., price). Although linear

compensatory models, which can be easily esti-

mated by statistical methods (such as analysis of

variance procedures, logistic regression, and dis-

criminant analysis), are widely used to predict

consumer behavior for their ability to imitate

consumer choice processes, challenges regarding

their reliability have been levied by many research

studies. It has been demonstrated that consumers

might judge alternatives based on only one or a few

attributes, and therefore the process of evaluation

might not always be compensatory [18,24]. For

instance, in the case of channel choice, the

consumers’ concern may just be immediate pos-

session of a product. This concern may not be

compensated by the enhancement of other channel

attributes, such as price (consumers do not mind

paying more to possess a product immediately from

another channel). Johnson et al. [18] suggested that

compensatory statistical models may not be able to

capture noncompensatory decision rules and, con-

sequently, may be unreliable.

To the best of our knowledge, there are no

research studies that have used noncompensatory
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models to explain consumers’ channel choice

between traditional and web stores. Against this

backdrop, this paper is motivated by the intention of

making a contribution to this important line of

inquiry. Specifically, we develop neural network

models, which are known for their capability of

modeling noncompensatory decision processes, to

address the following research questions: Do non-

compensatory choice models using neural networks

perform better than logit choice models in predicting

consumers’ channel choice between web and tradi-

tional stores? If so, based on the noncompensatory

choice models, what are the main predictors of

customers’ online buying behavior?

Overview of neural networks for noncompensatory

decision processes

Artificial neural networks are computer models

used to emulate the human pattern recognition

function through a similar parallel processing struc-

ture of multiple inputs. They learn the intrinsic nature

of a pattern or process from sample data. A neural

network consists of a set of fundamental processing

elements (called nodes or neurons) that are distributed

in a few hierarchic layers. Most neural networks

contain at least three normal types of layers–input,

hidden and output. The layer of input normally

receives the data either from input files or directly

from electronic sensors in real-time applications. The

output layer generates information or conclusions.

Between these two layers can be a number of hidden

layers. In most networks, after each neuron in a

hidden layer receives inputs from all of the neurons in

a layer above it, typically an input layer, the values are

added through applied weights and converted to an

output value by a node activation function. Then, the

result is passed to all of the neurons in the layer below

it, providing a feed-forward path to the output layer.

The weights of connections between two neurons in

two adjacent layers are adjusted through an iterative

training process where training samples are presented

to the network. They are used to store knowledge and

make it available for future use. Characterized by the

pattern of connections between neurons, the method

of determining weights on connections, and a node

activation function, a neural network is designed to

capture causal relationships among dependent and
independent variables in a given sample data set.

Unlike parametric models used in statistical techni-

ques, neural networks do not require any restrictive a

priori assumptions about the relationship among

independent and dependent variables. In addition,

they are adaptive and can respond to structural

changes in the data generation process in ways that

parametric models cannot.

Neural networks have been heavily used to model

business problems in support of finance and market-

ing decision-making [25,34]. In most of those

applications, neural networks outperformed traditional

compensatory models such as discriminant and

regression analysis [10,16,36]. In this study, we

derived similar results in a different context. Based

on the data that we collected through an empirical

survey, we found that, in general, the noncompensa-

tory neural network models outperform the compen-

satory logit choice models in terms of accuracy in

predicting consumers’ channel choice between web

and traditional stores.

The remainder of this paper is organized as

follows. In the next section, we outline the empirical

survey procedures and present the demographic data

of the survey respondents. Then, we explain channel

attributes and product categories used in the survey

and report preliminary survey outcome. The logit

choice models that are used to establish a perform-

ance benchmark are then introduced in the section

that goes after, and it is followed by the section that

presents the neural network models of consumer

channel choice. Later, we report the results of our

investigation and discuss some managerial implica-

tions. The paper is concluded with a summary of the

findings in this study.
2. Survey procedures and demography of

respondents

In order to collect data for our study, we

conducted an empirical survey. The survey proce-

dures are illustrated in Fig. 1. We first recruited 38

MBA students and 30 undergraduate students at 2

midwestern universities to participate in the pretest.

The MBA students were asked to answer the

preliminary survey questions created based on the

questionnaire designed by Liang and Huang [23],
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while the undergraduate students were asked to

provide qualitative open-ended suggestions and com-

ments regarding the preliminary survey questionnaire

and the research topic.

Based on the quantitative and qualitative feedback

from the pretest, we modified and revised the

questionnaire for the formal survey (see Appendix

A for the formal survey questions). We then con-

structed a website and made the survey questions

available online. We recruited MBA and undergrad-

uate students from a large midwestern university to

participate in the survey. Those students were

motivated to participate in the survey by the incentive

of earning extra credits for a course that they were

taking. Moreover, additional extra credits were

available if they invited their non-student adult family
Table 1

Demographic comparisons of the survey respondents

Students

(78%)

Non-students

(22%)

Total

(100%)

Age range

(N=224)

N=175 N=49 N=224

20–29 64%

Female 58% 49% 56% 30–39 17%

Experienced 85% 88% 86% 40–49 6%

Mean age 27

(S.D.=7)

43

(S.D.=13)

30

(S.D.=11)

50 and

above

13%
members or friends to participate in the web-based

survey. Note that, in order to increase the data

credibility, those non-student adults who participated

in the survey were asked to provide their contact

information for reference.

The respondents to the research survey consisted of

224 college students (78%) and non-student adults

(22%). Table 1 displays the demographic comparisons

of the respondents. Fifty-six percent of the subjects

were female, while 44% were male. Eighty-six

percent of the subjects indicated that they had actual

experience of buying some products or services from

web stores. It is interesting to see that the proportion

of non-student adults who had web-shopping experi-

ence is higher than that of students. The mean age of

the subjects was 30 years old. Sixty-four percent were

20–29 of age, 17% were 30–39, 6% were 40–49 and

13% were over 49 years old.
3. Channel attributes and product categories in the

survey

3.1. Channel attributes

A number of factors can be important in

delineating whether consumers will have a positive



W. Kevin Chiang et al. / Decision Support Systems 41 (2006) 514–531518
attitude toward a shopping channel. For example,

one might like to shop in a particular store because

of wider brand selection and product variety. Some

customers may expect rich product information

available in shopping stores. The following qual-

itative feedback from our survey respondents is

illustrative:

bI like to shop on the web because I have a bigger selection

at my desk. I do not have to go anywhere to find what I

want. Sometimes I can even find something I could never

find in a regular store.Q

bI like to be able to go online to find out how the products

have been reviewed. You can’t do that in a regular store.Q

bThe convenience factor is a plus, you can shop anytime,

day or night.Q

Some customers might avoid buying from a

particular channel because of some concerns such as

the security of transactions, post-purchase service and

the uncertainty about getting the right products, as

indicated by the respondents:

bI don’t like return charges associated with web merchan-

dise returns and sometimes shipping charges are expensive.Q

bI’m a little leery of paying with my credit card on the

web, because I don’t feel confident enough that it is safe to

do so. I would probably order more things from the web if

more locations would let you either pay by money order,

cashiers check or by regular check.Q

bReturning items can be a hassle. Also the added cost of

shipping and handling makes me think twice about buying

online unless I can absolutely not find that item anywhere

else.Q

Past studies have combined existing theoretical

frameworks to investigate the factors that lead to

customers’ channel preference (e.g., Refs. [8,20,23]).

There are many theoretical frameworks in the IS

literature, such as the technology acceptance

model, flow theory and transaction cost analysis

(TCA), that can be used for explaining of online

consumer behavior. In this study, we focus on the

economic factors to assess customers’ attitude
toward web stores shopping. In particular, with

TCA [37] as our theoretical foundation, we

obtained a list of 18 attributes that may affect a

customer’s decision to purchase from web stores

for the survey (see Fig. 2).

TCA assumes that participants in a transaction

relationship may seek their self-interest. Based on

this assumption, we argue that shoppers will

purchase products through a channel whose charac-

teristics tend to minimize the transaction costs

incurred due to product features and shoppers’

endowments [27,29]. The transaction costs perceived

by customers may involve multiple factors related to

the transaction process, which, according to the

Consumer Mercantile Model [19], can be summar-

ized into three phases—pre-purchase interaction,

purchase consummation and post-purchase interac-

tion. Specifically, the transaction costs considered in

our survey to assess customers’ attitude toward web

stores shopping include:

! Search cost (attributes 3, 15): cost perceived in

relation to finding relevant products or service

information in a transaction process.

! Comparison cost (attribute 14): cost perceived in

relation to comparing alternatives based on the

attributes of products in a transaction process.

! Examination cost (attribute 4): cost perceived in

relation to examining products to be purchased

in a transaction process, such as fitting shoes

on.

! Opportunity cost (attributes 1, 2): cost perceived

in relation to buying a product with a higher

price.

! Payment cost (attribute 7): cost perceived in

relation to ordering and paying for a product in a

transaction process.

! Delivery cost (attributes 5, 17): product shipping

cost incurred by a customer and/or the cost

perceived when waiting for the product delivery.

! Post-service cost (attributes 10, 11): cost perceived
after receiving a product, such as maintenance and

exchange-refund policy for returns.

According to TCA, transaction cost may be

affected by some factors such as buncertaintyQ and

basset specificityQ. The former refers to the risk of

receiving unexpected outcomes in a transaction
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process (attribute 6), while the latter refers to the

investments made to support transactions (attributes 8,

9, 12, 13, 16, 18).

3.2. Product categories

A web sales channel is capable of accommodating

many different kinds of products. However, due to

the nature of web stores, not all products are equal

on the web. One dimension on which products are

different is the ability of consumers to ascertain the

quality of a product in cyberspace [11]. In addition,

some products such as shoes have special needs of

physical trial before being purchased. This kind of

physical examination of products normally cannot be

done online, as echoed from one of our survey

respondents:

bI probably will never buy shoes online. They are very

personal and I have a problem with shoes comfort.

Sometimes I have to go to about thirty stores before I

find shoes that fit right and are complimentary to my sort

of style.Q

Apparently, not all products are suitable for sale at

web stores. The following statements from our
respondents also provide initial evidence that different

products have different customer acceptance levels at

web stores:
bI would never buy any consumable products, such as

toothpaste or food online. I would say of anything I buy

books online the most because it is easy to find what you

want.Q

bThe only thing I have purchased on the web is owers. That

was because the person I was buying them for lived in

another state. If she had not, I would have purchased them in

person.Q

bWhether the good is perishable or not will affect my

judgment.Q

Recognizing that different products may have

different customers’ acceptance levels at web stores,

we selected six products as representatives in our

survey questionnaire. These six products were selected

via a replication/extension of the survey used by Liang

and Huang [23], where they used the following five

products: dbookT, dshoesT, dtoothpasteT, dmicrowaveT



Table 2

Six products used in the survey and their characteristics

Product Characteristics of the selected product

Book Information product

Shoes The product with special needs of physical trial

Toothpaste Consumptive and convenient product bought

without much thinking

DVD player Durable product with relatively higher cost and

requiring maintenance

Flowers The product that may be bought with temporal

consideration

Food items Perishable product

Table 3

Attribute performance

Channel attribute (i) Performance of w

Book Shoes

1. Prices Mean 4.665 4.248

S.D. 1.074 0.949

2. Special sales, rebates, coupons Mean 4.489 4.105

S.D. 1.199 1.291

3. Easy to find product information Mean 4.336 3.855

S.D. 1.433 1.532

4. Physical examination of products Mean 4.955 2.504

S.D. 1.648 1.502

5. Immediate possession of products Mean 4.154 3.723

S.D. 1.510 1.479

6. Uncertainty about getting the right item Mean 4.390 2.689

S.D. 1.552 1.238

7. Accepts all forms of payment Mean 4.399 4.288

S.D. 1.606 1.653

8. Helpfulness of salespeople Mean 3.186 3.014

S.D. 1.549 1.693

9. Brand selection and variety Mean 5.331 4.591

S.D. 1.214 1.360

10. Post-purchase service Mean 3.623 3.171

S.D. 1.396 1.287

11. Exchange-refund policy for returns Mean 2.992 2.697

S.D. 0.954 0.840

12. Quality of the merchandise Mean 4.453 4.207

S.D. 1.014 0.900

13. Product found is in stock Mean 4.466 4.251

S.D. 1.254 1.196

14. Ability to compare products Mean 4.299 3.443

S.D. 1.313 1.347

15. Speed of selection and purchase Mean 3.798 3.865

S.D. 1.610 1.385

16. Interesting social or family experience Mean 2.629 2.347

S.D. 1.118 0.902

17. Charges for shipping and handling Mean 2.551 2.326

S.D. 1.126 1.065

18. Easy browsing for products Mean 5.142 4.142

S.D. 1.111 1.222

All missing values in the survey are replaced by the corresponding series
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and dflowersT. Since microwave is not a very popular

online product, we changed it to dDVD playerT. In
addition, we added dfood itemsT as a representative of
perishable products. These six products and their

characteristics are listed in Table 2.

3.3. The preliminary survey outcome

In our study, the perceived performance of web

stores on each attribute was measured in a relative

sense with simple scales using the perceived per-
eb stores on attribute i for product j (Xij
Web)

Toothpaste DVD Flowers Food Overall

3.945 4.414 3.788 3.832 4.149

0.738 1.036 1.173 0.958 0.713

3.446 4.731 4.204 3.758 4.122

1.260 1.257 1.177 1.202 0.889

4.842 3.457 4.112 4.239 4.140

1.550 1.611 1.430 1.424 1.018

4.986 3.222 3.550 3.296 3.752

1.693 1.585 1.597 1.686 1.044

3.664 3.882 3.288 2.977 3.615

1.735 1.428 1.532 1.403 1.152

4.464 3.108 3.013 3.122 3.464

1.598 1.273 1.351 1.448 0.951

4.311 4.195 4.305 4.199 4.283

1.637 1.657 1.564 1.603 1.531

2.959 3.264 3.153 3.050 3.104

1.528 1.713 1.614 1.534 1.476

4.117 4.913 4.590 4.184 4.621

1.146 1.180 1.209 1.217 0.956

3.715 2.855 3.216 3.225 3.301

1.406 1.248 1.401 1.351 1.101

3.029 2.420 2.322 2.569 2.672

1.002 0.946 0.943 0.952 0.761

4.131 4.302 4.004 3.887 4.164

0.779 0.875 0.959 0.848 0.708

4.565 4.170 4.277 4.265 4.332

1.139 1.232 1.249 1.232 1.052

3.747 4.122 3.725 3.554 3.815

1.159 1.494 1.440 1.324 0.979

4.199 3.614 3.803 4.023 3.884

1.419 1.447 1.493 1.334 1.087

2.502 2.622 2.669 2.510 2.547

1.080 1.093 1.090 1.026 0.934

2.666 2.184 2.295 2.470 2.416

1.346 1.291 1.185 1.197 0.908

4.181 4.538 4.381 4.038 4.403

1.109 1.141 1.181 1.073 0.893

mean.
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formance of the traditional retail on each attribute

as the benchmark. Specifically, to measure con-

sumers’ perception of each channel attribute for

each product, we used questions like bCompared

with traditional stores, how much of a problem is

the lack of physical examination of products when

buying the following items from web stores?Q (See

the survey questions in Appendix A for details.)

Respondents were asked to indicate their perception

of each attribute for web stores on a seven-point

ordinal scale. The mid-level score of 4 indicates

that the perception is indifferent between web stores

and traditional stores. Table 3 shows the average

performance of each attribute and each product

obtained from our survey subjects. For product j, if

web stores were perceived to have a higher level of

attribute i than traditional stores, then Xij
WebN4. On the

other hand, if web stores were perceived to deliver a

lower level of attribute i than traditional stores, then

Xij
Webb4.

In addition to measuring consumers’ perceptions

of attribute performance on web stores, we also

assessed a behavioral response regarding consumer

patronage. Our survey asked bCompared with

buying in traditional stores, how likely are you to

buy the following items from a web store?Q
Response options ranged from 1=absolutely yes to

6=absolutely no. Based on a median split of the

data, the behavioral response variable was then

converted to a binary variable with 1 representing

a bweb store shopperQ and 0 representing a

btraditional store shopper.Q Note that, in reality,

customers may buy the same products from different

channels at different times. Therefore, a web (tradi-

tional) store shopper can be interpreted as a shopper

with a higher propensity to shop from a web

(traditional) store.
4. The logit model of consumer channel choice

Using the concept of the Fishbein multiattribute

attitude model [12,13], the consumer’s intention of

purchasing a product from web stores is viewed as a

linear compensatory function of beliefs about the

attributes possessed by the channel weighted by the

importance of each attribute. The relative utility of a

consumer purchasing product j from a web store is
defined as:

Uj ¼ UWeb
j � UTR

j ð1Þ

¼
X

i

bix
Web
ij �

X

i

bi4 ð2Þ

¼
X

i

biXij; ð3Þ

where Uj
Web=utility of a consumer purchasing

product j from web stores; Uj
TR=utility of a

consumer purchasing product j from traditional

stores; xij
Web=perceived performance of web stores

on attribute i for product j; Xij=xij
Web�4=relative

performance of web stores on attribute i for product

j; bi=importance weight the customer attaches to

attribute i.

Note that the value 4 in the model is the midpoint

of the scale corresponding to traditional stores. The

logit model given below allows the estimation of the

importance weights for the linear compensatory

function of channel attributes,

Yj ¼
eU

Web
j

eU
Web
j þ eU

TR
j

¼ 1

1þ e�Uj
; ð4Þ

where Yj, whose value falls between 0 and 1, is

interpreted as the probability that web stores will be

chosen by a consumer when buying product j. This

likelihood function can be used to estimate coeffi-

cients comprising Uj (i.e., bi, the importance weight

of each channel attribute).
5. The neural network model of consumer channel

choice

As mentioned before, one primary objective of

this research is to compare the predictive power of

neural networks with that of logistic regression

models. While there exist a variety of neural

networks such as back-propagation (BP) networks

and self-organizing networks, based on the nature of

the problem and characteristics of the data, we chose

BP networks for predicting consumers’ channel

choice in this study.
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5.1. Fundamentals of back-propagation (BP) neural

networks

The BP network is the most commonly used

artificial neural network in a variety of applications

[3]. A BP network is a supervised learning network,

aiming to learn to map an input vector to a desired

output vector (see Fig. 3). The network learns from a

training data collection, which includes a set of inputs

and corresponding desired outputs. Training is an

iterative process of minimizing the difference between

actual output of the network and the desired output.
Fig. 3. The back-propaga
The training inputs are applied to the input layer of the

network. The difference between the actual output at

the final layer and the desired output is calculated and

back-propagated to the previous layer(s). Then, the

connection weights are adjusted using the Delta rule

(also called the least mean square rule) in such a way

as to reduce the observed output error. This process

proceeds to the previous layer(s) until the input layer

is reached [28]. Fig. 3(a) illustrates a three-layer BP

network, wherein each input pattern is a vector that

consists of m attributes (labeled as x1, x2, . . ., xm) and
each output vector consists of n classes (labeled as o1,
tion (BP) network.
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o2, . . ., on). There are l nodes in the hidden layer. Wji

denotes the weight value of the connection between

the ith node in the input layer and jth node in the

hidden layer, while Wkj denotes the weight value of

the connection between the jth node in the hidden

layer and the kth node in the output layer.

5.2. Network topology and variable selection

During the construction of a neural network, the

number of layers and the number of processing

elements per layer are important decisions. There is

no quantifiable, standard solution to the layout of

networks for any particular application except some

general rules picked up over time and followed by

most researchers and engineers. Based on the data

characteristics and objective of this research, we

have created six separate BP networks, one for

each individual product. Originally, in each BP

network, the input layer consisted of 18 nodes,

each corresponding to 1 of the channel attributes.

The output layer had a single node with two

values representing the consumer’s choice (either

Web (1) or traditional (0) stores). The survey

responses regarding consumer patronage behavior

were encoded as the desired outputs for network

training. Another initial task was to select the

number of hidden layers. Many studies have

reported no improvement of neural network per-

formance with more than one hidden layer [17]. It

was confirmed in several trial sessions during our

evaluation that compared the performance of each

BP network with one and two hidden layers, the

additional hidden layer did not increase the

classification accuracy for any product. As a result,

each BP network in our study had only one hidden

layer.

Once the number of hidden layer was identified,

we must determine the number of nodes in the hidden

layer. A larger number of hidden nodes may increase

training performance, but at the expense of general-

ization and computation cost. Once again, there are no

theoretical guidelines for such selection [17]. There-

fore, we experimented with different numbers of

hidden-layer nodes (within the range between 1 and

12) in each product network. The performance

comparison revealed that the networks of toothpaste,

ower, food and shoes performed the best (in terms of
achieving the highest predictive accuracy with the

minimum number of hidden-layer nodes) when there

were four nodes in the hidden layer, while the

networks of DVD players and books performed the

best when there were three nodes in the hidden layer.

In each network, we adopted one of the most

commonly used activation functions–the Sigmoid

activation function [39]:

F sumj

� �
¼ 1

1þ exp � sumj

� � ; ð5Þ

where sumj is a scalar product of an input vector and

weights to the node j in either the hidden or output

layer (see an example in Fig. 3(b)).

5.3. The procedure of network training

We used an iterative approach to training the BP

network for each of the six products. The networks

were initialized with all the channel attributes under

investigation as input nodes and the optimal number

of nodes in the hidden layer (as discussed earlier) of

each network. After these networks were trained

(during which separate validation data sets were

applied), we conducted sensitivity analyses, aiming

to identify the input variables that have significant

impact on consumers’ choice. The input variables

found to be insignificant were removed from the

original networks, and then the training process was

repeated on the pruned networks. Finally, the trained

network models were tested on separate testing data

sets to assess their predictive accuracy. The entire

procedure is illustrated in Fig. 4.

A sensitivity analysis is used to measure the

response of the network to the perturbation of network

parameters [9]. Inputs and weights are two critical

parameters that usually introduce perturbations to the

network [38]. A sensitivity analysis provides a gross

indicator of key factors via measuring the effect of

altering the value of an input variable (e.g., channel

attribute) on the output value (e.g., patronage behav-

ior) [31]. In our study, the channel attributes that have

little or no impact on the prediction of patronage

behavior will produce low sensitivity values. Such

attributes are considered insignificant and should be

removed from a network. A reduction in the number

of input variables directly decreases the total number



Fig. 4. The procedure of network pruning.
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of feedforward and backward propagation calcula-

tions. Such optimization offers advantages in terms of

simpler networks, faster training and better general-

ization ability to avoid overfitting due to the oversized

network [26]. Furthermore, pruning a network by

removing insignificant input nodes may increase the

predictive accuracy [15].

In this study, the first order derivatives of the

output units with respect to input units [9] were

employed for sensitivity analysis. Thus, the sensitivity

of an output ok (k=1, 2, . . ., n) with respect to an input
variable xi (i=1, . . ., m) was measured by

Bok

Bxi
¼

Xl

j¼1

Bok

Byj

Byj

Bxi
ð6Þ

Bok

Bxi
¼

Xl

j¼1

WkjFV sumkð Þ
� �

WjiFV sumj

� �� �
ð7Þ

where yj=output of hidden node j ( j=1, 2, . . ., l);

Wji=weight of the connection between the hidden
node j and the input node i; Wkj=weight of the

connection between the output node k and the hidden

node j.

Since both hidden and output layers applied the

sigmoidal activation function, we proceeded with the

following transformation (subscripts k and j were

ignored for simplification):

FV sumð Þ ¼ F sumð Þ 1� F sumð Þ½ �: ð8Þ

Consequently, a change in Bok/Bxi due to a

perturbation Dxi implies a change in F(sum). Given

the same perturbation to xi, higher sensitivity is

achieved when the change in FV(sum) is larger.
6. Results and implications

6.1. Comparison of predictive performance: ANN vs.

logistic regression

The performance of neural networks was evaluated

based on the predictive accuracy, namely the percent-
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age of testing data whose actual outputs of networks

were the same as desired ones. The results revealed that

the pruned networks, which included fewer input

variables than the original ones, performed just as well

as or even better than the original networks across all

product types.

To compare the performance of the neural network

approach with that of the logistic regression approach,

we applied a standard five-fold cross-validation

method to each neural network and logistic regression

model, and averaged the predictive accuracy of 15

cross-validation runs. This kind of cross-validation

method is commonly used to ensure full and thorough

training of classification models [35]. It worked as

follows: the data were divided into five randomly

selected, disjoint subsets of (approximately) equal

size. Each subset was in turn used as the testing set

while a classification model was trained using the

other four subsets. Therefore, in each cross validation

run, a model was trained and tested five times using

different training and testing sets and a mean value of

predictive accuracy of five tests was obtained. The

process was repeated 15 times for each model by

randomly reshuffling the data.

The means and standard deviations of predictive

accuracies in 15 five-fold cross-validation runs for

neural network and logistic regression models are

shown in Table 4. Clearly, the neural network

method demonstrates a superior ability to predict

the consumer’s channel choice between traditional

and web stores. To provide statistical evidence, we

performed a series of paired t tests. As shown in

Table 4, we can conclude that, at the 0.01 signifi-

cance level, the neural network method produced a

better performance across all types of products

except for shoes.

There are different pros and cons of linear logistic

regression and neural network models. Logistic re-
Table 4

Predictive accuracy of neural networks and logistic regression

Book Shoes Toothpaste

Neural

network

Logistic

regression

Neural

network

Logistic

regression

Neural

network

Logistic

regression

Mean 77.2% 75.0% 75.1% 74.9% 82.7% 80.1%

S.D. 1.3% 1.3% 1.8% 1.2% 1.8% 1.2%

p-value 0.00006 0.37847 0.00004
gression yields a linear regression equation with co-

efficients for each significantly associated covariate.

This equation allows one to make inferences regarding

variable contribution to the model. In addition to pre-

dicting the outcome, the models can help explain the

prediction. However, linear logistic regression is

inappropriate for 0–1 dependent variables (like the

classification problem in this research). For neural

networks, their optimization process resembles the

minimizing of the error term in that of standard re-

gression. The difference lies in that neural networks

consider linear, non-linear and pattern recognition

relationships in the input data and conduct the

optimization process automatically. Although there

are some limitations with neural networks, such as

over-fitting problem and difficulty of interpreting

neural network results (bblack-boxQ), neural networks
use a unique algorithm in such a way that the

technology does not have a problem with multi-

collinearity, which can cause major errors in standard

regression analysis [21].

6.2. The drivers of consumers’ channel attitude

What are the drivers of consumers’ channel

attitude? In this section, we apply neural network

models to investigate the factors that affect consum-

ers’ channel choice. We chose to further examine the

problem using neural network models instead of linear

logistic regression models for the following two

reasons. First, the result of our study indicated that

noncompensatory choice models using neural net-

works outperform compensatory logit choice models

in predicting consumers’ channel choice. This argu-

ment points to a potential flow of using compensatory

models to explain predictors of customers’ online

buying behavior due to their weaker predictive power.

Second, the data in our study revealed a multi-
DVD Flowers Food

Neural

network

Logistic

regression

Neural

network

Logistic

regression

Neural

network

Logistic

regression

72.3% 69.7% 76.5% 73.3% 80.6% 76.2%

2.0% 1.4% 1.7% 1.4% 0.7% 1.5%

0.00015 0.00000 0.00000
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collinearity problem among the predictor variables.

Therefore, as mentioned in the previous section, using

linear logistic regression models to explain predictors

will cause major errors.

In contrast with a single constant importance

weight of each channel attribute in traditional linear

compensatory choice models, the importance weight

of each channel attribute in neural network models

can be further decomposed into multiple weights

corresponding to a range of input levels. Moreover,

such weights may differ from one level to another in

magnitude. In other words, due to the non-compen-

satory nature of network models, the change in the

output as a result of a change in an input may not be

a constant. In our survey, for example, a response to

each question was encoded into an integer value

ranging from 1 to 7. Therefore, sensitivity of the

output to an input can be assessed at each of the

seven response levels in network models, which

usually results in different weights for the same input

variable at different input levels. Take books as an

example: the sensitivity values of consumers’ patron-

age behavior to a store attribute i (i=1, 2, . . ., 18) at
a response level s (s=1, 2, . . ., 7) are displayed in

Table 5.
Table 5

Sensitivity of output with respect to channel attributes for books

Channel attribute (i) Input level (s)

1 2

1. Prices 0.000 0.246

2. Special sales, rebates, coupons 0.000 0.000

3. Easy to find product information 0.379 0.020

4. Physical examination of products 0.230 0.010

5. Immediate possession of products 0.000 0.000

6. Uncertainty about getting the right item 0.028 0.331

7. Accepts all forms of payment 0.000 0.195

8. Helpfulness of salespeople 0.332 0.624

9. Brand selection and variety 0.000 0.000

10. Post-purchase service 0.000 0.000

11. Exchange-refund policy for returns 0.000 0.000

12. Quality of the merchandise 0.000 0.000

13. Product found is in stock 0.010 0.619

14. Ability to compare products 0.000 0.000

15. Speed of selection and purchase 0.000 0.050

16. Interesting social or family experience 0.000 0.000

17. Charges for shipping and handling 0.000 0.000

18. Easy browsing for products 0.000 0.191

(1) 0.000 indicates that the value is too small to be displayed.

(2) All the values are normalized to the range between 0 and 1.
It is evident from Table 5 that sensitivity of each

channel attribute varies across seven input levels. The

differential explanatory power of neural network

models in terms of relative weights is absent in

traditional logit models. For example, the different

weights on attribute 1, bpricesQ, indicate that lowering
book prices is most effective to attract consumers who

perceive that the prices of books in web stores are at

least 30%higher than those in traditional stores (level 7;

see questionnaire item 1 in Appendix A). In other

words, price cut may not always be attractive to every

consumer since s/he may have different perception of

book prices in web stores.

In order to examine the overall importance of a

particular store attribute to consumers’ patronage

behavior and help us prune neural networks and

reduce prediction errors (as mentioned earlier), we

obtained mean values of the sensitivities across all

input levels for each input variable using the present

knowledge about consumers’ perceptions of each

channel attribute given in Table 3. Based on the

derived sensitivity values, we removed those input

attributes with sensitivity values smaller than 0.2. The

process was repeated for each initially trained neural

network separately. The results are cross-tabulated in
3 4 5 6 7

0.457 0.337 0.033 0.041 0.543

0.010 0.753 0.508 0.040 0.000

0.379 0.000 0.163 0.000 0.000

0.032 0.320 0.000 0.307 0.000

0.010 0.119 0.024 0.463 0.000

0.229 0.092 0.032 0.267 0.000

0.902 0.472 0.035 0.738 0.000

0.010 0.160 0.000 0.000 0.071

0.041 0.119 0.092 0.207 0.166

0.429 0.141 0.000 0.056 0.000

0.000 0.000 0.856 0.385 0.000

0.000 0.456 0.268 0.047 0.022

0.701 0.000 0.227 0.000 0.000

0.000 0.122 0.144 0.491 0.000

0.024 0.151 0.122 0.321 0.198

0.000 0.017 0.538 0.503 0.014

0.014 0.435 0.369 0.022 0.000

0.567 0.022 0.000 0.033 0.000
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Table 6. Consumers’ patronage frequency is more

sensitive to the channel attributes with higher sensi-

tivity. When buying flowers, for example, Table 6

shows that consumers’ channel choice is more

significantly affected by channel attributes 4, 7, 9,

10, 13 and 14.

We made a couple of insightful observations from

Table 6. First, the channel attributes that strongly

influence consumers’ attitude toward channel choice

vary across product types. For example, patronage

frequency is relatively sensitive to attribute 3, beasy
to find product informationQ, for majority of the six

products, whereas attribute 17, bcharges for shipping
and handlingQ, does not appear to be a major factor

influencing consumers’ choice of any of the prod-

ucts. Second, among the selected attributes, there

exists a great variability in terms of the degree of

sensitivity. This offers significant managerial impli-

cations. Compared with improving store attributes

with smaller sensitivity values, the same amount of

improvement in attributes with relatively larger

values is expected to produce a greater impact on

consumers’ patronage behavior. The success of

consumer product retailers is determined by the

degree to which their strengths and weaknesses

match the capabilities required to build competitive
Table 6

Attributes affecting consumers’ channel choice based on sensitivity analy

Channel attribute (i) Product category ( j)

Books Shoes

1. Prices 0.277 0.648

2. Special sales, rebates, coupons 0.254

3. Easy to find product information 0.466 0.532

4. Physical examination of products 0.331

5. Immediate possession of products 0.287

6. Uncertainty about getting the right item 0.302 0.357

7. Accepts all forms of payment

8. Helpfulness of salespeople

9. Brand selection and variety

10. Post-purchase service 0.310 0.201

11. Exchange-refund policy for returns 0.489 0.312

12. Quality of the merchandise

13. Product found is in stock 0.378

14. Ability to compare products 0.449 0.209

15. Speed of selection and purchase 0.268

16. Interesting social or family experience 0.332

17. Charges for shipping and handling

18. Easy browsing for products

All the values are normalized to the range between 0 and 1.
advantage [1]. Therefore, in view of cost-effective-

ness, stores selling different types of products should

focus on appropriate attributes when promoting their

business. For example, food stores should provide

mechanisms to allow consumers to easily compare

different food items, and book stores should make it

easier for consumers to find relevant book informa-

tion. Many online retailers that sell books (e.g.,

Amazon) have built-in mechanisms to help consum-

ers get right items, including providing editorial

reviews and previous customers’ book ratings from

previous customers, recommending other books on

related topics based on other customers’ online

purchasing behavior and displaying a hierarchical

directory of relevant subjects.
7. Concluding remarks

In this paper, we developed neural networks and

logistic regression models to predict and explain

consumers’ choice between web and traditional

stores. In order to identify new predictors of

customers’ online buying behavior, we conducted an

empirical survey for the study. Specifically, in the

survey, purchases from web stores were contrasted
ses

Toothpaste DVD player Flowers Food items

0.414

0.671 0.223 0.691

0.304 0.248

0.278

0.220 0.363

0.406

0.287 0.243 0.369

0.223 0.303

0.267 0.305

0.210 0.253

0.275

0.235 0.829

0.342 0.434

0.275 0.546



Scale

repeated

for items

2–16, 18

Absolutely

low

Very

low

Low About

the

same

High Very

high

Absolutely

high

Books 5 5 5 5 5 5 5

Shoes 5 5 5 5 5 5 5

Toothpaste 5 5 5 5 5 5 5

DVD

player

5 5 5 5 5 5 5

Flowers 5 5 5 5 5 5 5

Food 5 5 5 5 5 5 5

30%

lower

20%

lower

10%

lower

About the

same

10%

higher

20%

higher

30%

higher
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with purchases from traditional stores for six distinct

product categories. The respondents’ perceived attrib-

ute performance was then used to predict customers’

channel choice between web and traditional stores.

We have provided statistical evidence that neural

networks significantly outperform logistic regression

models for most of the selected products in terms of

the predictive power.

To gain more insights and implications from the

models, we have identified the factors that have

significant impact on customers’ channel choice

through sensitivity analyses in the neural networks

for each of the surveyed products. The results indicate

that the influential factors are different across product

categories. The findings of the study help us under-

stand the decision support needs in online marketing

and customer relationship management. For example,

the improvement on some store characteristics may

have little effect on consumer patronage for some

products, and therefore, should not be high priorities

for managerial actions. On the other hand, some

shopping behaviors are strongly influenced by other

variables that deserve more managerial attention and

improvement. As indicated by [20], important decision

support issues need to be tackled once a marketing

channel decision has been made. Understanding what

factors have the most significant impact on customers’

channel choice appears to be very critical in providing

a decision support framework for shopping store

management.

Web stores empower consumers with the ability to

make informed decisions. However, the advantages of

web stores may be dampened by their inherent

limitations and consumers’ fear of the web. In addition

to improving web stores’ service quality, educating the

public on basic skills of using the web is also

important. Traditional stores survived and will con-

tinue to survive. Findings in this study suggest that

some types of products are more favorable for shop-

ping online than others, and online consumers may

value channel attributes differently from traditional

store consumers for the same product categories.

Therefore, in order to gain more competitive advan-

tages, stores should focus on improving store attributes

that are perceived important by consumers of the

corresponding products in the corresponding channel.

On the other hand, being aware of the strength of the

opposite channel may also help managers better
position themselves and make strategic decisions for

their own stores.

We are not aware of any extant research studies

using non-compensatory models to predict and

explain consumers’ channel choice between tradi-

tional and web stores. While we believe that the

neural network models developed in this paper and

the implications of our results are important con-

tributions to the related literature, there is still scope

for further work in this area. For example, users’

personal traits, such as Internet experience, computer

skill, and cognitive style, may be used for prediction

of user online behavior. In this paper, we did not

perform further demographical analysis due to the

limitation on the data applicability. Clearly, studies

seeking to analyze channel choice based on demo-

graphic categories would be valuable to extend this

research.
Appendix A. Questionnaire items
1. Compared with buying in traditional stores,

how would you describe the list prices (not

including charges for shipping and handling)

for the following items when buying from a

web store?

items

All responses are reverse coded (except for questions 2, 8, 9, 12, 14).
2. Compared with buying in traditional stores, how

attractive are special sales, promotional rebates



No

charge

2% of

price

4% of

price

6% of

price

8% of

price

10% of

price

12% of

price

(Attribute performance is rescaled as: x(17)j
Web =(9�x)/2, where x is the

respondent’s response to the attribute (x=1, . . ., 7). If customers

perceive no shipping and handling charges at a web store (x=1),

then x(17)j
Web =4. In this case, the perception is indifferent between a

web store and a traditional store since we assume that there are no

shipping and handling charges at a retail store).
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and coupons for the following items when

buying from a web store?

3. The first step for buying merchandise is often

to collect information such as where to buy,

prices and others’ comments. Compared with

buying in traditional stores, how much time

and effort is spent in searching relevant

information when buying the following items

from web stores?

4. Sometimes people want to examine the product.

Web stores usually don’t allow potential buyers

to physically examine the product. Compared

with traditional stores, how much of a problem

is the lack of physical examination of products

when buying the following items from web

stores?

5. Web stores usually deliver the merchandise you

ordered by mail or other means, which is

different from traditional stores where you pick

up what you buy immediately after payment.

Compared with traditional stores, how much of a

problem is delayed possession of products when

buying the following items from web stores?

6. Compared to traditional stores, how much

uncertainty is involved when purchasing the

following items from web stores (e.g., the

product you receive may not be exactly what

you want)?

7. Web shopping requires that the order be placed

on the web and the item(s) be paid by credit

card or money orders. Compared with tradi-

tional stores, how much of a problem is placing

orders and paying on the web when buying the

following items from web stores?

8. Sometimes we want to ask a salesperson a

question about a product or the store before

making our purchase. Compared with buying in

traditional stores, how easy is it to obtain the

help of a salesperson or customer service

representative before buying the following

items from a web store?

9. Compared with buying in traditional stores, how

would you describe the brand selection and

variety available for the following items when

buying from a web store?

10. After receiving the merchandise, it may need

some post-purchase service. Compared with

traditional stores, how much of a problem is
post-purchase service after buying the following

items from web stores?

11. After receiving the merchandise, it may need to

be returned because it is not what you wanted.

Compared with traditional stores, how much of

a problem is returning a product when buying

the following items from web stores?

12. Compared with buying in traditional stores, how

would you describe the quality of the following

items when buying from a web store?

13. Sometimes a store runs out of a product we

want to purchase. Compared with buying in

traditional stores, how big of a problem are

stock-outs when buying the following items

from a web store?

14. After collecting information, we often want to

evaluate products based on various attributes

such as size, color, or features. Compared with

buying in traditional stores, how convenient are

product evaluations when buying each of the

following items from web stores?

15. Compared with buying in traditional stores, how

much time does it take to get online, locate,

evaluate, select and purchase a product for the

following items from a web store?

16. Compared with shopping in traditional stores,

how easy is it to have an interesting family or

social experience shopping for the following

items from a web store?

17. Traditional stores do not charge for shipping and

handling because you bring the product home

with you after purchase, but web stores sometimes

charge for shipping and handling.What percent of

the listed purchase price is typically charged for

the following items from a web store?
18. Compared with browsing in traditional stores,

how easy is it to browse for the following items

from a web store?
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