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The learning research literature has identified the complex and

multidimensional nature of learning tasks, involving not only (meta) cognitive

processes but also affective, linguistic, and behavioral contextualized aspects.

The present study aims to analyze the interactions among activated domain-

specific information, context-sensitive appraisals, and emotions, and their

impact on task engagement as well as task satisfaction and attribution of

the perceived learning outcome, using a machine learning approach. Data

was collected from 1130 vocational high-school students of both genders,

between 15 and 20 years of age. Prospective questionnaires were used to

collect information about the students’ home environment and domain-

specific variables. Motivation processes activated during the learning episode

were measured with Boekaerts’ on-line motivation questionnaire. The traces

that students left behind were also inspected (e.g., time spent, use of provided

tools, content, and technical aspects of writing). Artificial neural networks

(ANN) were used to provide information on the multiple interactions between

the measured domain-specific variables, situation-specific appraisals and

emotions, trace data, and background variables. ANN could identify with

high precision students who used a writing skill, affect, and self-regulation

strategies attribution on the basis of domain variables, appraisals, emotions,

and performance indicators. ANN detected important differences in the

factors that seem to underlie the students’ causal attributions.
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Introduction

Self-regulation plays a key role in learning and studies have
shown that the level of self-regulation exhibited by students
of varying ages is correlated with their learning performance
(Efklides, 2011). The term self-regulated learning (SRL) is
made up of three interrelated components, namely the Self,
regulation, and learning. These three components refer to three
large bodies of knowledge that together describe the cognitive
processes that make up learning; the metacognitive knowledge
and strategies that regulate the learning process, and the self-
related motivational processes that control the allocation of
resources across on-task and off-task activities during task
engagement.

Although several research groups proposed complex,
integrated models to understand and research aspects of SRL
(Boekaerts and Niemivirta, 2005; Zimmerman and Schunk,
2011; Schunk and Zimmerman, 1998), they have downplayed
the effect that cognitions and emotions have on task engagement
and on the students’ perception and interpretation of the
learning outcome (Boekaerts and Pekrun, 2016). The Dual
Processing SRL model was an attempt to fill that gap (e.g.,
Boekaerts and Niemivirta, 2005). This dynamic and situated,
holistic framework allows researchers to explore the interactions
between multiple intertwined aspects of SRL. However, the
complexity of the processes involved in SRL needs a more
robust and accurate methodological approach which has been
successful in addressing problems in education and the social
sciences (e.g., Fong et al., 2009; Kanakana and Olanrewaju, 2011;
Abu Naser, 2012; Boekaerts et al., 2012; Musso et al., 2012,
2013, 2020; Rodriguez-Hernandez et al., 2021). A machine-
learning method, artificial neural networks (ANN), has been
shown to be very effective in the study of problems consisting of
a large number of variables in complex, non-linear, and poorly
understood interactions (Cascallar et al., 2015). These ANN
are powerful classifiers which build plausible architectures to
explore the participation of variables involved in the modeling
of a problem (Neal and Wurst, 2001; White and Racine, 2001;
Detienne et al., 2003). They accomplish this by constructing
a mathematical relationship by “learning” the patterns of all
inputs from each of the individual cases used in training the
network, while more traditional approaches assume a particular
form of relationship between explanatory and outcome variables
and then use a variety of fitting procedures to adjust the values
of the parameters in the model. This methodological approach
allowed us to analyze a large number of factors without the
usual parametric constraints and helped to understand the
effect of individual differences in cognitive and self-regulation
variables on the factors being studied, taking into account all
their complex interactions.

The critical feature of Dual Processing Self-Regulated
Learning model are the non-stop cognitive appraisals and
their concomitant emotions. The model posits that cognitive
appraisals – based on activated metacognitive and motivational

beliefs in interaction with situation-specific perceptions of cues
in the environment – are triggered when students are confronted
with a learning activity. These non-stop appraisals direct and re-
direct the focus of attention in the SR system. When appraisals
and emotions are dominantly positive (e.g., students feel self-
efficacious, value the task), a learning intention is formed and
attention is directed to the learning activity itself: i.e., students
are then on the mastery pathway, meaning that working memory
(WM) capacity as well as (meta) cognitive strategies are used
to improve learning outcome and they are mindfully engaged
in the learning task. On the other hand, when appraisals
and emotions with respect to the task are mainly negative
(e.g., students experience low control, feel anxious, bored, or
irritated), attention is directed away from the task, because they
are more concerned with their well-being than with learning.
Task-irrelevant scenarios are then dominant: students are on the
wellbeing pathway. Boekaerts and Corno (2005) described two
different self-regulation strategies that students may use to get
back to the mastery pathway, namely emotion regulation and
volition. Emotion regulation may dampen the emotional arousal
and make switches to the mastery pathway more probable
(see also Boekaerts, 2011; Boekaerts and Pekrun, 2016), while
volitional strategies (also called good work habits), help students
to protect their learning intention when difficult work must be
completed, thus re-routing activities from the well-being to the
mastery pathway (Wolters et al., 2013).

Arguing that motivation is contextualized, Boekaerts
(1999, 2011) clarified that stored general and domain-specific
motivational beliefs are activated by situational cues and
brought into WM where they influence the students’ current
cognitions and feelings. For example, when a student is
faced with a new math task, prior domain knowledge will
be activated including a self-efficacy judgment and this will
give rise to a situation-specific competence appraisal. In other
words, Boekaerts (1999) differentiated between domain-specific
variables (in this study: self-efficacy) and situational appraisals
generated during a learning episode (in this study: competence
appraisal). She identified several types of appraisals, including
value appraisal, competence appraisal, perceived difficulty
appraisal, effort appraisal pre and post, perceived difficulty
appraisal, and satisfaction appraisal. Seegers and Boekaerts
(1993) hypothesized and found that situational appraisals
mediated the influence of domain-specific motivational beliefs
on students’ emotional state and on their intended task
engagement at the start of a math task. Crombach et al. (2003)
substantiated these findings. They showed that an identical
appraisal model fitted the data collected with respect to gender
and different school subjects, and that this model was stable over
a 6-month period. Hence, results with the Online Motivation
Questionnaire (Boekaerts, 2002) (OMQ) demonstrated that the
effort that students are prepared to invest in a learning activity
and their emotional state at the start of a learning episode are
largely dependent on the way they appraise the task in situ. In a
similar vein, Boekaerts et al. (2003) showed that domain-specific
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(trait-like) motivation beliefs – measured separately from the
task – interacted with their cognitive appraisals (measured
during the task) and jointly affected the students’ attribution of
the perceived learning outcome.

Beliefs about the Self in relation to specific content or
subject-matter are motivational in nature. These motivational
beliefs have been studied extensively, including the students’
basic attitudes and motives in relation to tasks in a specific
domain, their epistemic beliefs, self-efficacy judgments,
and outcome expectations, their value and interest beliefs,
attributions, goal orientation, control beliefs, and perceived
availability of social support. To date there is a vast body
of literature documenting that domain-specific motivational
beliefs are significantly linked to the level and quality of
students’ information processing and their metacognitive
strategy use (Pintrich, 2000; Volet, 2001; Hofer and Pintrich,
2002; Efklides, 2011; Pekrun and Perry, 2014) as well as to their
use of volitional strategies (Boekaerts and Corno, 2005; Wolters
et al., 2013).

Attributions refer to knowledge structures that help students
to interpret the cause of a successful or unsuccessful learning
outcome. Although we fully acknowledge the importance of
the three causal dimensions advocated by Weiner and his
colleagues (see Zimmerman and Kitsantas, 2002; Graham and
Taylor, 2014; Weiner, 2018) and we value the insights gained
from studying ability and effort attributions as part of a
student’s attributional style, we applauded Zimmerman and
Kitsantas’ (2002) contextualized approach to study students’
attributions. Since the turn of the century, researchers in
Educational Psychology have placed greater emphasis on
strategy use as a reason for success and failure in academics. They
explained that a strategy attribution differs from both an ability
(internal, stable, uncontrollable) and effort (internal, variable,
controllable) attribution in the sense that it prompts students
to reflect on the reasons why a perceived poor outcome was
not controllable and on whether this is seen as a persistent
shortcoming or as fluctuating over time. For example, Chan
and Moore (2006) clarified that students who explain failure
in terms of low ability do not seem to be aware that they used
ineffective strategies and that different strategies may exist to
achieve a better result. In a similar vein, students who use
an effort attribution (e.g., I did poorly because I did not put
in a lot of effort) may not be able to differentiate between
‘some effort,’ ‘a lot of effort,’ and ‘great effort’ and they may
not have a clue what exactly they need to do differently next
time to improve their performance. By contrast, students who
refer to a specific strategy to explain their result on a recent
exam (e.g., ‘I did poorly because I did not read the instruction
twice’; or, ‘I did well, because I checked all my answers twice
before handing in the exam’) realize that they can improve their
performance next time by choosing more effective strategies, or
by requesting help in the use of specific skills before taking the
exam.

Importantly, students who use a strategy attribution to
explain failure on an exam do not feel loss of control as do

students who use a low ability attribution or a ‘the domain is too
difficult for me’ attribution. Zimmerman and Kitsantas (2002)
and Zimmerman and Cleary (2009) reported that an attribution
to effort that explicitly involved the use of SR strategies that
the students had intended to use – and hence perceived as
controllable – is more motivating because it helps learners
to sustain perceptions of efficacy and invest effort to succeed
during periods of suboptimal performance. It also protects them
against getting entwined in negative emotion spirals as well as
from negative reactions from others (see also Wolters et al.,
2013).

Given that Weiner’s attribution theory was modeled on
the basis of trait-like measures, it captures the regularities in
students’ characteristic causal attributions and is largely blind to
the interaction of activated attributional beliefs with perceived
contextual constraints and affordances. Yet, considerable
literature from mainstream psychology has revealed that
discrete emotions, grounded in cognitive appraisals, influence
many different cognitive processes, such as content and depth of
information processing, evaluative judgments, causal thinking
and decision making (Keltner et al., 2013). This leads to the
inevitable conclusion that traditional attribution research does
not provide sufficient information on the impact of situational
appraisals and emotions on students’ causal explanation of the
learning outcome.

In this respect it was interesting to note in a recent review of
Weiner’s attribution framework that Graham (2020) described
the attribution process as a sequence that begins with a perceived
outcome which is interpreted as a success or a failure. These
cognitions may trigger outcome-dependent emotions, such as
happiness, sadness, pride, shame, regret, or guilt. Our way of
conceptualizing the attribution process is somewhat different.
Based on the Dual Processing SR model, we propose that the
attribution process begins as soon as students are faced with a
learning task. More specifically, their perception of the learning
outcome and its concomitant causal attribution begins to take
shape during the learning episode and is affected by the multiple
cognitive appraisals and emotions – and their interactions – that
take place while the learning episode is unfolding.

The present study

Research questions

Two main sets of questions were raised at the start of the
study. First, how does the quality of the internal environment
that students create in the goal setting and striving stage,
influence their causal ascription of the perceived writing
outcome? The second question pertains to the prediction
and determination of the specific contribution of motivational
variables, at the domain level and at the situation-specific level,
to students’ causal ascriptions. The third question is: can we
predict with high precision who will use/will not use a specific
attribution using neural network (ANN) models?

Frontiers in Education 03 frontiersin.org

https://doi.org/10.3389/feduc.2022.1007803
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-1007803 November 17, 2022 Time: 16:32 # 4

Boekaerts et al. 10.3389/feduc.2022.1007803

We hypothesized that students who perceive their writing
outcome as ‘good’ are more likely to endorse items that describe
specific writing skill (WS) as an explanation of their self-
perceived successful performance than students who perceive
their writing outcome as ‘poor.’ We also hypothesized that the
students’ scores on the metacognitive and motivation beliefs
scales – measured independently from the writing episode –
would interact with their appraisals and emotions during the
learning episode and would make a significant contribution
in the prediction of their attributions. More specifically, our
hypotheses were:

(1) Students who perceive their writing outcome as poor (the
poor group) will endorse less WS attribution items to
explain their writing outcome compared to students who
perceive their writing outcome as good (the good group).

(2) The poor group will also endorse less SR strategy
attributions than the good group.

(3) The poor group will endorse more affect related
attributions than the good group.

(4) The poor group will score significantly lower on reported
domain-specific beliefs (self-efficacy, metacognitive skills,
epistemic beliefs, and will be more dependent on external
regulation) than the good group.

(5) Compared with the good group, the poor group will
score significantly lower on competence, value, and effort
appraisal when starting the writing task. Also, their
scores will be significantly lower on effort, difficulty,
and satisfaction appraisal after doing the task than those
of the good group.

(6) The poor group will display significantly lower scores than
the good group on positive emotions and higher scores on
negative emotions, both pre and post letter writing.

(7) Both domain variables and context-sensitive appraisals
and emotions will contribute significantly to the prediction
of vocational students’ attribution of the perceived
writing outcome.

(8) Neural network (ANN) classificatory analysis can identify
with a high degree of accuracy students who endorse/do
not endorse a specific attribution on the basis of the
predictive weights assigned to the inputs.

(9) The pattern of these weights will expose the primary
indicators of the quality of the internal model (QIM)
that lead to an attribution to adequate/inadequate
WS, adequate/inadequate self-regulation strategies, and
experienced positive or negative affect.

Measuring the quality of the internal
affective model

In order to study the quality of the internal environment
that students create during the learning episode we modeled

the numerous factors that constitute the students’ mental
framework during a learning episode. Based on the Dual
Processing Self-Regulation Model, we hypothesized that
students have access to and activate relevant domain
information from long-term memory (e.g., the motivation
and metacognitive beliefs and strategies described in section
“Materials and methods”) and bring it into WM. This activated
information interacts with the students’ non-stop cognitive
appraisals of the task and the concomitant emotions (see
Theoretical Framework section). Based on these interactions the
students make (un)conscious decisions about their expectancies,
targets, and the type of engagement that they are willing to
commit themselves to. They also judge their progress, evaluate
the learning outcome, and make attributional judgments.

Measuring the students’ attributions in
a context-sensitive way

Drawing on Zimmerman’s empirical findings we reasoned
that the attribution items should not only be contextualized;
the items should also be formulated in the students’ own words
so that they would truly understand what they were asked to
endorse and perceive the attribution items as relevant to the
current learning activity. This would encourage them to reflect
on the concrete and functional aspects of the rather abstract
effort and ability causal judgments proposed by Weiner. Both
effort and ability are in fact umbrella terms that leave a lot of
room to be interpreted in a questionnaire. For example, effort
may be interpreted as a sign of involvement and engagement,
but also as a sign of low ability in response to perceived
difficulty, low self-efficacy, and anxiety. Hence, we revised the
attribution items of the OMQ in terms of the concrete skills
and SR strategies that the students had supposedly mastered
in the classroom (according to the teacher group [Tgroup]),
and therefore could draw on during the learning episode.
For example, we theorized that students who endorsed the
attribution item “I did poorly on this writing task, because I
cannot formulate correct sentences in Dutch” communicate three
things. First, that they are aware that this skill is relevant and
important to do the task, second that they currently (still) lack
that skill, and third that it is possible to acquire that skill.

Materials and methods

Participants

Participants in this research were 1,130 secondary vocational
school students in four schools across the Netherlands
(Females = 65.9%). The students’ age ranged from 15 to 22 years
old. Secondary vocational education is a 4-year vocationally
orientated (high school) stream providing a practical orientation
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to higher vocational studies or to vocational training. Students
followed different study programs, including commerce, care
and welfare, nursing, administration, and educational assistant.
As part of an obligatory Dutch language course, they had
received training in writing for communication. A week before
the actual study began; students were told by their native
language teacher that their class would participate in a nation-
wide writing session to assess the quality of their Dutch WSs
on-line. All students were native speakers and agreed that their
writing products would be sent automatically to the server of
the university, where researchers would examine the quality of
the writing process and product. They were informed, however,
that this was not a high-stake national assessment, that the data
would be analyzed anonymously, but that feedback would be
provided to the participating teachers at the class level so that
they could improve the writing performance of their students.

Instruments and measures

On advice from a teacher group that helped us to set up
and monitor the study (TGroup) a specific authentic learning
activity was selected for two reasons. First, students in vocational
school had been trained to write letters, such as an application
letter for a holiday job, as part of the curriculum and they
also had training in the use of metacognitive strategies to
regulate their own learning. Hence, we hypothesized that the
students would be able to mentally represent a writing activity
in WM in terms of its controllability and value (competence
and value appraisal) and would have a good idea about the
effort involved to obtain a good writing outcome. Second, a
letter writing task has a clear beginning and end so that the
OMQ could be embedded around the letter writing activity. This
would allow us to observe the unfolding learning process, record
their appraisals and emotions, and examine trace data. Because
students’ appraisals and emotions may change during the
writing episode due to increasing or decreasing task demands
or disturbing processing burdens, the OMQ measures appraisals
and emotions in the beginning of the learning episode (here:
after briefly inspecting the task and listening to the instructions),
and again at the end of the learning activity (here: just before
reporting on the quality of the writing outcome and endorsing
the different causal attributions).

Four different types of variables were measured in this study,
namely (1) background variables, (2) motivation beliefs and
metacognitive strategies, (3) on-line appraisal and emotions,
and (4) performance indicators.

Background variables
They included gender, highest education of mother/father,

perceived quality of mother’s and father’s WSs, number of
friends in school, daily writing habits (frequency of using cell
phone, emails to friends, dairy use), feeling comfortable in class,

and frequency doing homework with friends). These variables
were measured with 5-point Likert-type scales.

Motivation beliefs and metacognitive strategies
They were measured with conventional trait-type scales,

independently of the letter writing session. The scales captured
(1) students’ self-efficacy judgment, (2) goal orientation, (3)
epistemological beliefs, (4) access to and use of meta-cognitive
strategies, and (5) (in) dependence on external regulation. Since
most of these scales are context-insensitive, which leaves us
blind as to how the students interpret the items, we encouraged
students to key into familiar clusters of learning activities they
had participated in as part of the Dutch language course, such as
reading and text processing lessons, writing lessons, and Dutch
correspondence. They had to answer sets of 5-point Likert
items on-line focusing on these familiar parts of the course.
The items were translated from existing questionnaires. Self-
efficacy was assessed with the validated self-efficacy scale of the
MSLQ (Pintrich and De Groot, 1990). The scale consists of
Likert items with anchor points 1 = totally disagree, 5 = totally
agree (a high score means agreement that the variable is
present). An example item is ‘Compared to others in this class, I
expect to do well.’ Goal orientation and Metacognitive strategies
were assessed with the Goal Orientation and Learning Strategy
Survey (GOALS-S), developed and validated by Dowson and
McInerney (2004). All items were 5-point Likert scales with
1 = strongly disagree to 5 = strongly agree. The items that
assessed goal orientation split up into mastery goal orientation
(e.g., I want to understand what I learn at school), performance
orientation (e.g., I want to impress others with my performance),
well-being goal orientation (e.g., I want to get on with my
classmates) and career orientation goals (e.g., I want to get a
good job). Metacognitive strategies included elaboration (e.g., I
try to understand how the things I learn in school fit together),
planning (e.g., I always think beforehand what I want to say),
and monitoring (e.g., I often stop to see what part of my
work is not satisfactory yet). Dependency on External regulation
was measured with a subscale of Vermunt’s (1998) validated
Inventory of Learning Styles (ILS). An example item is: If I do
not understand the instructions, I wait for the teacher to explain
what I have to do). Epistemological beliefs were measured with
Schommer’s (1990) validated test. An example item is: ‘I think
that knowledge is stable.’ A high score on this scale implies that
the students view knowledge as certain, fixed, and objective.

Cognitive appraisals and emotions
After presenting the writing task and its instructions but

before starting on the task several appraisals were measured with
Boekaerts’ on-line motivation questionnaire (OMQ: Boekaerts,
2002). This fine-grained measurement technique was validated
by Boekaerts and her colleagues (see section “Introduction”)
and includes: competence appraisal (n = 4; alpha = 0.84; e.g., ‘I
can do this writing task well’), value appraisal (task attraction,
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n = 1; e.g., ‘this writing task is interesting’ and perceived utility,
n = 3; alpha = 0.79; e.g., ‘I consider this writing task relevant
for me’), and effort appraisal pre (n = 3; alpha = 0.82; e.g., ‘I
will do the writing task attentively’). At the same time their
positive emotions pre (N = 3; alpha = 0.83; e.g., I feel good, at
ease, pleasant) and negative emotions pre (n = 3; alpha = 0.69;
e.g., I feel bored, irritated, tired) as well as anxiety pre (n = 1; I
feel nervous) were assessed. At task completion, students again
reported on the same emotions [positive emotions post (n = 3;
alpha = 0.87); negative emotions post (n = 3; alpha = 0.74) and
anxiety post (n = 1), effort appraisal post (n = 1; e.g., ‘I wrote this
letter attentively’), difficulty level appraisal (n = 1, e.g., ‘I found
it hard to write this letter’), satisfaction appraisal (n = 1; e.g., ‘I
feel satisfied about the writing activity’), and outcome appraisal
(n = 1; e.g., ‘What is the quality of the letter you wrote?’: very
poor, poor, good or very good)]. Finally, they causally attributed
the perceived writing outcome (e.g., I did poorly because I did
not know what to say in the letter/I did well because I can
structure a letter well). A three-step procedure was used to
design the contextualized attribution items. We first asked the
TGroup to list the possible reasons that their students give for a
poor and good writing performance, focusing especially on their
use of WSs and self-regulation strategies. Second, we tested these
formulations with students in vocational school, asking them to
help us reformulate the items in their own words and extend
the list if they thought that important reasons for explaining
success and failure in learning outcomes were missing. Third,
we extended Boekaerts’ OMQ with these items, incorporating
them into the software program. Students who perceived their
learning outcome as ‘good’ reflected on whether they agreed or
disagreed that access and use of specific WSs, self-regulation
strategies, and/or affect-related variables were the reason why
they did well on the task. By contrast, students who perceived
their writing outcome as ‘poor’ judged whether they agreed
or disagreed that lack of specific WS, failure to use effective
Self-regulation, and/or affect-related variables were the reason
why they did not do well on the task. All appraisals, emotions,
and attributions were measured on 5-point Likert scales with
1 = strongly disagree to 5 = strongly agree. Results of the
exploratory factor analyses (EFA) of the attribution items carried
out in the present sample, resulted in a three-factor model
for both types of outcome appraisals (poor and good writing):
WSs (α = 0.82/0.85, respectively); Self-regulation Strategies
(α = 0.65/0.74), and Experienced Affect (α = 0.60/0.66). This
structure was confirmed by a confirmatory factor analysis (CFA)
providing construct validity to these ad-hoc attribution scales
(for good outcome: CFI = 0.895; NFI = 0.883; RMSEA = 0.09;
for poor outcome: CFI = 0.968; NFI = 0.965; RMSEA = 0.09).
The internal consistency of the three scales was satisfactory in

the good as well as in the poor group, even though there were
few items in the Affect and Self-regulation Strategies1.

Performance indicators
They refer to the traces left behind by the students: the time

spent writing the letter was recorded automatically in seconds
(LAG) and an automatic count of the number of times students
pushed any of the tool buttons provided the tool use score. Tools
were available for word count, dictionary use, spelling checker,
recall of instructions, recall of the newspaper article, request for
model example of a letter to the editor (N = 6; alpha = 0.71).
In order to establish levels of writing performance, two Angoff
standard setting sessions were carried out (Cizek, 2006). First,
Technical Score standards were established, followed by the
Content Score standards. Next, performance level descriptions
were written for highly competent/ competent/ and marginally
competent letter writers, separately for technical writing and
content aspects and a scoring key was designed, specifying what
should be scored as well as the attached weights. The content
score was based on whether students directed the letter at an
audience, wrote a short introduction, referred explicitly to the
article in the newspaper, mentioned the toilet seat, glue on the
seat, compensation money, and gave their opinion on whether
compensation should be given (conclusion). The number of
arguments used and the correctness of the arguments, as
well as the consistency in the direction of writing were also
scored. The technical score was based on frequency of errors
in spelling, conjugation, capitalization, punctuation, and choice
of wrong words. Two teachers volunteered to complete the
scoring sheet for all the letters. They were freed from teaching
responsibilities and trained in using the scoring key until the
inter-rater reliability was satisfactory (>0.80). Technical aspects
were summarized in Z-score Technical and content aspect in
the Z-score Content. A subset of student productions (25%)
was double rated by both teachers in order to check overall
interrater agreement (Content: Cohen’s κ = 0.69; Technical:
Cohen’s κ = 0.75). However, the original score was maintained
for the analyses.

Procedure

Ethical approval was obtained from the Research Ethics
Committee of the Leiden University. The treatment of

1 The ecological validity of our attribution measures is high because we
used a clearly defined learning activity with a definite beginning and end.
The fine-grained questions that we designed were explicitly linked to the
learning activity, thus reducing the ambiguity and vagueness that is so
typical of de-contextualized types of attribution items. As Cleary (2011)
convincingly showed the use of context and task-specific questions have
the potential to generate highly reliable and valid information, mainly
because the items measure thoughts, beliefs, and feelings that occur in
real time, therefore minimizing the effects of memory or other retrieval
problems (p. 338).
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participants was in accordance with established ethical
standards of the Ethical Principles of Psychologists and Code of
Conduct (American Psychological Association, 2017). Parents
were informed about the purpose of the study, and they gave
written consent to participate in the study.

Students took part in three separate sessions, which took
place in the computer room in their own school. Two of
these sessions are important for the present study, namely the
questionnaire session and the letter writing session. Each of
these sessions lasted a maximum of 50 min. Students logged on
to the Internet site of our research group and their responses
and activities were automatically recorded. They could log off
as soon as they were ready with the questionnaires or with the
letter and were allowed to engage quietly in other activities in the
same room. The questionnaire session consisted of completing
several on-line questionnaires, including motivation beliefs and
metacognitive strategies, and background variables. In the letter
writing session students were presented on-line with a short
article that had appeared in a local newspaper a few weeks before
the study began (127 words). They were requested to read the
story and write a letter to the editor of a local newspaper in the
space provided, explaining in their own words why they thought
the main character in the story was (or was not) eligible for
financial compensation. They were informed that they should
aim for approximately 100 words. The provided tool buttons
were also explained, and they were encouraged to use them. The
frequency of the students’ use of the different tools was recorded
automatically. As soon as the writing task was introduced, on-
line task probes appeared on screen and promptly rated the
students’ appraisals and emotions. After finishing the letter,
students appraised the result of the letter writing activity as
very poor or poor (poor learning outcome appraisal) or as
good/very good (good learning outcome appraisal). A poor
outcome appraisal immediately produced a set of negatively
formulated attribution items on screen (e.g., ‘I did poorly on
this task, because I cannot formulate correct sentences’). A good
outcome appraisal produced the equivalent set of positively
formulated items (e.g., ‘I did well on this task, because I can
formulate correct sentences’).

Analyses

One of the aims of our study was to explore how
attributions take shape during the actual writing process. More
specifically, we reasoned that the QIM that students create
during the writing process may differ fundamentally and that
this quality influences the type of attributions they make. We
measured relevant background variables, motivation beliefs and
metacognition pertaining to the language domain as well as
situation-specific variables and obtained trace data. As several
researchers have pointed out (see Cascallar et al., 2006) more

traditional techniques such as multiple regression lose a lot of
information due to multi-co-linearity and missing data.

The method chosen for the analysis was a multilayer
perceptron neural network with a backpropagation algorithm.
The aim of these ANN models is to maximize classification
accuracy and work through the data in an iterative process
until maximum accuracy is achieved, automatically modeling all
interactions among variables (49 in our study). They are very
robust general function estimators consisting of a multilayer
network composed of nonlinear units, which computes its
activation level by summing all the weighted activations it
receives and which then transforms its activation into a
response via a nonlinear transfer function, which establishes
a relationship between the inputs and the weights they are
assigned. A systematic framework proposed by Alyahyan
and Düştegör (2020) was followed in order to implement
and evaluate the models. Two development phases for each
predictive classification model were carried out: training of
the network and testing of the network that had been
developed in the testing phase. During the training phase,
the system evaluates the effect of the weight patterns on
the precision of their classification of outputs, and then,
through backpropagation, it adjusts those weights in a recursive
fashion. It makes adjustments to the weights of the inter-
correlations between the input variables in order to decrease
the error with the known outcomes. Information is passed back
through the network in many iterations, gradually changing
the weights. As training progresses, the network becomes
increasingly accurate in replicating the known outcomes. This
process is repeated many times, and the network continues
to improve its predictions until one or more of the stopping
criteria have been met. A minimum level of accuracy can be
set as stopping criterion, although additional stopping criteria
may be used as well (e.g., number of iterations, amount of
time) (Musso et al., 2012, 2013). During this training phase
several models were attempted, and several modifications of
the neural network hyperparameters were explored, such as:
learning persistence (controlling the continuation of training
after no significant change in weights), learning rate (the
rate at which the ANN “learns” by controlling the size of
weight and bias changes during learning), momentum (adds
a fraction of the previous weight update to the current one,
and is used to prevent the system from converging to a local
minimum), number of hidden layers, stopping rules (when
the network should stop “learning” to avoid over-fitting the
current sample), activation functions (which define the output
of a node given an input or set of inputs to that node or
unit), and number of nodes. This modeling process continued
until the desired levels of accuracy in the classifications were
achieved, maximizing the accuracy of the final model. Once
trained, the network can be applied, with its structure and
parameters, to future cases (validation or holdout sample)
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TABLE 1 Architecture of NN models.

Perceived poor performance Perceived good performance

Measures NN1:
Low WS
attribution/
high

NN2:
Low affect
attribution/
high

NN3:
Low SRS
attribution/
high

NN4:
High WS
attribution/
low

NN5:
High affect
attribution/
low

NN6:
High SRS
attribution/
low

Cross-entropy error
Stopping error

0.055
Maximum number
of epochs: 1209

0.025
A stopping rule of 1
consecutive step with
no decrease in error.

0.004
A stopping rule of 1
consecutive step with
no decrease in error

0.889
A stopping rule of 1
consecutive step with
no decrease in error

2.695
A stopping rule of 1
consecutive step with
no decrease in error

3.517
A stopping rule of 1
consecutive step with
no decrease in error

Learning epochs 10 10 10 10 10 10

Stopping criterion Maximum training
time: 15 min

Maximum training
time: 15 min

Maximum training
time: 15 min

Maximum training
time: 15 min

Maximum training
time: 15 min

Maximum training
time: 15 min

Number of factors 12 12 12 12 12 12

Number of covariates 40 40 40 40 40 40

Method for rescaling
covariates

Standardized
method

Standardized
method

Standardized
method

Standardized
method

Standardized
method

Standardized
method

Number of hidden layer 1 hidden layer with 7
units

1 hidden layer with 9
units

1 hidden layer with 8
units

1 hidden layer with
11 units

1 hidden layer with
10 units

1 hidden layer with 6
units

Activation function for
hidden layers

Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent

Output layer 2 units 2 units 2 units 2 units 2 units 2 units

Activation and error function
for output layer

Softmax, and the
error function the
cross-entropy

Softmax, and the
error function the
cross-entropy.

Softmax, and the
error function the
cross-entropy.

Softmax, and the
error function the
cross-entropy.

Softmax, and the
error function the
cross-entropy.

Softmax, and the
error function the
cross-entropy.

for further validation studies and program implementation
(Lippmann, 1987). As long as the basic assumptions of the
population of persons or events that the ANN used for
training is constant or varies slightly and/or gradually, it
can adapt and improve its pattern recognition algorithms
the more data it is exposed to in the implementations. The
architecture of ANN models used in this study are presented in
Table 1.

Other machine learning algorithms (i.e., random forest,
naïve Bayes, and gradient boosted trees) as well as more
traditional statistical techniques (i.e., general linear model and
logistic regression) were implemented using RapidMiner Studio
Educational 9.10.011. Thus, the evaluation metrics of the ANNs
could be compared against the other predictive methodologies.

Results

Attributions

A total of 886 students assessed their writing performance as
‘good’ (good group), and 244 assessed it as ‘poor’ (poor group).
Given students were distributed into different groups according
to their perceived writing outcome and attribution, principal
component analyses were performed, separately for the poor
and the good group. As can be seen in Tables 2, 3, three main
factors emerged in the good as well as in the poor group. The

first component grouped items that explain writing outcome
in terms of technical WSs, such as ‘I did well (poorly) because
I can (not) formulate correct sentences’ and ‘. . .because I (do
not) know how to structure a letter.’ Hence, this component
groups the six items that refer to the students’ writing ability

TABLE 2 Principal component analysis of the attribution items of
students who perceived their writing outcome as ‘poor’.

I did poorly on this task Component

1 2 3

• Because I cannot formulate correct sentences 0.815

• Because I am not familiar with writing letters 0.793

• Because I do not know how to structure a letter 0.767

Because I am poor at writing up what I want to
say

0.748

• Because I did not know what to say in my letter 0.672

• Because I could not find the right words 0.653

• Because I did not check whether everything I
wanted to say was in my letter

0.811

• Because I did not make use of the provided tools 0.806

• Because I did not check whether my letter fitted
the instructions

0.797

• Because I do not like writing letters 0.863

• Because the task was not interesting 0.772

Rotation method: Varimax with Kaiser normalization.
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TABLE 3 Principal component analysis of the attribution items of
students who perceived their writing outcome as ‘good’.

I did well on this task Component

1 2 3

• Because I can formulate correct sentences 0.808

• Because I know how to structure a letter 0.785

• Because I am familiar with writing letters 0.706

Because I could find the right words 0.691

• Because I am good at writing up < hat I want to
say

0.681

• Because I knew what to say in my letter 0.559

• Because I checked whether everything, I
wanted to say was in my letter

0.754

• Because I made use of the provided tools 0.749

• Because I checked whether my letter fitted the
instructions

0.697

• Because the task was interesting 0.850

• Because I like writing letters 0.829

Rotation method: Varimax with Kaiser normalization.

in terms of the specific rules and regulations that are needed
to write a good letter. This component was labeled WS. The
second component consist of the three items that refer to
the use of self-regulation strategies learned in class (SRS) to
structure one’s own learning process, such as ‘. . . because I
checked (did not check) the instructions’ and ‘. . . because I
made / did not make use of the tools provided.’ Finally, the
third component is made up of the two items that refer to
the affective (or mood) state the student was in during the
task, for example ‘. . .. because the task was (not) interesting’
and ‘. . . because I like (do not like) writing letters.’ This
component was labeled ‘Experienced Affect’ (Aff ). The inter-
correlations between the three attribution components were
low to modest, except for the correlation between Component
1 and Component 2, which was moderately strong for the
good and the poor group (r = 0.43/0.36 respectively). This
finding suggests that students who endorse a WS attribution
may also use an SRS attribution to explain their writing
outcome. The former attribution may be more stable than
the latter, because it groups items that represent concrete and
functional WSs that are used by the classroom teacher to
communicate about their writing ability and lost marks. A high
score on these components by students in the good group
may inform us that they attribute their writing outcome to
internal, stable, and controllable factors. On the other hand, a
high score on this component by students of the poor group
may reveal that they consider their current WSs as (still)
inadequate to write a good letter (internal, variable, controllable
attribution), whereas a low score by members of the latter
group informs us that they may be unaware that they lack these
essential skills.

Quality of the internal model

Table 4 (the left half) presents the descriptive statistics for
each one of the three attributions, and for all domain and
situation-specific variables, along with the t-tests and Chi square
tests, separately for the ‘good’ and the ‘poor’ group.

As hypothesized, students in the good groups
endorsed significantly more WS attributions (M = 19.86;
SD = 4.3/M = 9.89; SD = 9.43; t = –15.932; p < 0.001) and
SRS attributions (M = 10.14; SD = 2.36/M = 4.42; SD = 4.86;
t = –17.64; p < 0.001) than students in the poor group.
Also, in line with our expectations, the poor group endorsed
significantly more affect-related attributions (M = 5.16;
SD = 1.82/M = 7.04; SD = 1.92; t = 13.938; p < 0.001). These
findings suggest that students in the poor group are less aware
that deficiency in specific WSs and/or in specific SR strategies
may be the cause of an inadequate writing performance than
students in the good group. We conclude that hypotheses 1–3
were confirmed.

In line with hypothesis 4 – students in the poor group
score significantly lower than the good group on four important
domain variables, namely self-efficacy, metacognition, mastery
orientation, and epistemic beliefs. No significant differences
were found for external regulation. Hypotheses 5 and 6 were also
confirmed: the scores of the poor group differed significantly
from the good group in the predicted direction.

Pearson product-moment correlations between the variables
show moderate positive correlations between metacognition
and mastery orientation goals in both groups (r = 0.40/0.44)
and between metacognition and self-efficacy in the good group
(r = 0.44/0.23). Self-efficacy (measured independently from the
actual writing task) correlates only moderately with competence
appraisal (r = 0.38/0.42) and weakly with the other appraisals.
Effort appraisal before doing the task correlates moderately with
value appraisal (r = 0.45/0.49) and with effort appraisal after
doing the task (r = 0.48/0.47). Positive emotions before and
after doing the task are strongly correlated (r = 0.72/0.75) and
so are negative emotions (r = 0.60/0.59). Only in the poor
group do negative emotions before starting on the task show a
moderate inverse relationship with metacognition (r = –0.12/–
0.40). This is also the case for negative emotions experienced
after doing the task (r = –0.10/–0.40). Negative emotions
reported when starting on the writing task coincided with
a negative value appraisal (r = –0.33/–0.40), and with low
effort appraisal before (r = –0.35/–0.41) and after the task
(r = –0.25/–0.46). Noteworthy, satisfaction appraisal after doing
the task shows a positive association with positive emotions
experienced after the task in both groups (r = 0.33/0.38),
whereas negative emotions experienced after the task are not
associated with satisfaction appraisal in the poor group (r = –
0.15/0.02).

In sum, the correlations between domain variables and
appraisals and emotions assessed in situ are more pronounced
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TABLE 4 Descriptive statistics and T-tests for all variables (left half), and predictive weights of the predictor variables in the six neural networks
separately for the three good and the three poor groups (last six columns).

Variables Poor
(n = 244)
M (SD) or %

Good
(n = 886)

M (SD) or %

Test Attri.
WS

(poor)

Attri.
Aff

(poor)

Attri.
SRS

(poor)

Attri.
WS

(good)

Attri.
Aff

(good)

Attri.
SRS

(good)

Writing skills 9.89 (9.43) 19.86 (4.3) –15.93***

Self-regulation strategies 4.42 (4.86) 10.14 (2.36) –17.64***

Experienced affect 7.04 (1.92) 5.16 (1.82) 13.93***

Gender Not significant X2 = 3.21 0.9 1.6 0.2 0.4 1.3 0.5

Father’s education Not significant X2 = 1.13 1.8 1.4 1.5 1.2 1.6 1.4

Father’s quality Dutch writing Not significant X2 = 3.12 1.3 1.4 1.8 0.4 1.4 0.9

Mother’s education Not significant X2 = 4.27 1.3 1.5 1.1 1.5 1.9 1.5

Mother’s quality Dutch writing Not significant X2 = 3.88 0.9 1.8 0.5 0.9 1.1 1.1

Number real friends 4.65 (1.54) 4.69 (1.59) t = –0.293 2.2 1.3 1.2 1.7 1.4 1.1

Like school No: 13.6%
Yes: 86.4%

No: 7.5%
Yes: 92.5%

X2 = 7.59** 0.8 0.8 0.9 0.6 1.1 1.0

Feeling comfortable class Not significant X2 = 3.36 0.8 1.2 1.0 0.8 1.1

Doing homework with friends No: 43.2%
Yes: 56.8%

No: 34.7%
Yes: 65.3%

X2 = 5.06* 1.9 1.6 0.9 0.5 0.7 0.6

Frequency use of cellphone (SMS) 3.76 (1.35) 3.78 (1.28) t = –0.197 1.7 1.8 2.0 1.3 1.7 1.3

Daily writing SMS to friends Not significant X2 = 1.35 1.1 1.2 0.4 0.4 1.0 0.5

Daily use of a diary Not significant X2 = 0.36 0.5 0.9 1.1 0.4 1.0 0.7

Value of writing 6.84 (2.39) 6.81 (2.74) t = 0.16 1.5 2.2 2.0 1.4 1.2 1.7

Self-efficacy reading 16.85 (3.42) 18.52 (3.51) t = –5.65*** 1.9 4.0 1.4 3.4 1.4 2.8

Self-efficacy writing 15.49 (3.54) 17.01 (3.28) t = –5.38*** 1.5 1.7 1.8 3.4 2.0 2.8

Self-efficacy correspondence 14.99 (3.78) 16.64 (3.69) t = –5.26*** 1.7 2.3 1.0 5.2 3.3 2.4

Metacognition reading: planning 8.52 (2.51) 8.99 (2.71) t = –2.08* 3.0 2.3 0.5 1.2 1.0 2.8

Metacognition reading: elaboration 18.48 (3.84) 20.02 (3.95) t = –4.57*** 2.2 3.3 1.5 3.0 2.6 1.7

Metacognition reading: monitoring 13.62 (3.81) 13.95 (3.91) t = –0.98 2.9 2.3 1.5 2.0 3.1 1.7

Metacognition writing 56.06 (10.39) 59.40 (9.94) t = –3.84*** 2.1 0.8 2.0 2.0 4.2 2.6

Metacognition correspondence 56.50 (11.26) 59.29 (10.76) t = –2.97** 1.3 1.2 4.8 2.6 1.8 1.6

External regulation reading 21.02 (5.80) 21.70 (6.18) t = –1.29 0.7 0.8 1.1 2.2 0.8 2.7

External regulation writing 23.61 (5.29) 24.24 (5.05) t = –1.43 1.6 1.7 0.7 2.9 1.4 1.4

External regulation correspondence 23.91 (5.50) 24.89 (5.60) t = –2.06* 1.6 3.1 4.3 1.7 1.7 1.6

Mastery goal 29.97 (4.79) 31.18 (3.79) t = –3.11** 4.0 1.2 6.6 4.2 3.2 3.6

Performance goal 10.11 (2.31) 10.59 (2.19) t = –2.54* 2.9 1.5 2.2 3.3 2.2 2.3

Career goals 11.90 (2.49) 12.33 (2.20) –2.07* 2.7 1.8 0.9 1.9 1.6 1.6

Well-being goals 12.82 (2.28) 13.12 (2.00) t = –1.60 1.2 1.4 2.1 1.7 2.2 2.3

Epistemological beliefs 27.51 (6.40) 26.21 (6.00) t = 2.42* 5.6 1.9 2.3 1.6 1.1 2.1

Appraisal competence 11.03 (2.99) 12.98 (2.97) t = –9.01*** 2.2 3.4 3.8 5.1 4.5 2.8

Appraisal value 6.32 (2.41) 7.20 (2.54) t = –4.82*** 0.9 1.9 3.9 2.3 4.4 2.0

Appraisal effort 9.53 (2.75) 11.18 (2.54) t = –8.80*** 1.2 1.4 1.4 1.1 3.1 1.2

I put a lot of effort in this writing task 3.02 (1.15) 3.47 (1.07) t = –5.72*** 1.7 1.4 3.6 1.3 1.6 1.1

Positive emotions – pre 9.59 (3.10) 11.03 (2.71) t = –6.55*** 1.2 2.2 0.8 1.7 1.8 2.2

Negative emotions – pre 9.37 (3.00) 8.24 (2.97) t = 5.27*** 4.4 1.7 1.8 1.4 2.0 2.4

Anxiety – pre 2.05 (1.06) 1.82 (1.06) t = 2.87** 0.9 1.0 2.2 2.2 2.1 1.3

Tired – pre 3.37 (1.32) 3.16 (1.27) t = 2.27* 1.7 1.3 1.2 1.9 2.6 2.0

Irritated – pre 2.81 (1.30) 2.28 (1.25) t = 5.80*** 1.3 1.1 1.3 1.4 1.2 1.2

(Continued)
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TABLE 4 (Continued)

Predictor Poor
(n = 244)
M (SD) or %

Good
(n = 886)

M (SD) or %

Test Attri.
WS

(poor)

Attri.
Aff

(poor)

Attri.
SRS

(poor)

Attri.
WS

(good)

Attri.
Aff

(good)

Attri.
SRS

(good)

Bored – pre 3.19 (1.30) 2.80 (1.27) t = 4.26*** 4.3 1.7 2.6 1.3 1.8 1.2

Positive emotions – post 8.83 (4.27) 12.73 (3.08) t = –9.03*** 2.3 2.0 2.4 1.3 1.1 1.0

Negative emotions – post 9.34 (3.14) 7.65 (3.05) t = 7.55*** 2.5 2.2 0.6 1.5 1.6 1.4

Anxiety – post 2.06 (1.10) 1.71 (.97) t = 4.54*** 1.7 1.0 1.7 3.1 1.2 1.7

Tired – post 3.33 (1.25) 2.87 (1.28) t = 5.02*** 1.2 1.9 2.3 1.2 1.4 1.5

Irritated – post 2.83 (1.35) 2.18 (1.18) t = 6.90*** 2.2 1.8 2.2 2.1 1.4 2.5

Bored – post 3.19 (1.32) 2.61 (1.30) t = 6.05*** 3.1 2.5 1.7 1.2 0.9 1.1

Effort appraisal post 2.72 (1.14) 3.55 (0.97) t = –10.39*** 2.0 2.9 1.1 1.8 2.5 3.4

Difficulty appraisal 3.07 (1.13) 2.30 (1.02) t = 10.29*** 1.5 5.0 2.7 3.6 1.9 1.2

Satisfaction Appraisal 2.70 (.99) 3.75 (0.82) t = –15.22*** 3.0 1.6 2.6 3.6 3.7 2.8

Tool use 10.55 (8.60) 11.99 (8.06) t = –2.39* 0.7 1.5 1.5 2.2 1.8 5.4

Time spent writing 5.64 (1.11) 6.06 (0.71) t = –5.67*** 2.5 3.1 1.4 1.8 4.4 6.1

Z technical score –0.11 (0.99) 0.029 (1.00) t = –1.75 2.3 3.8 7.1 1.3 1.4 3.1

Z content score –0.24 (1.01) 0.057 (0.99) t = –3.78*** 1.8 2.7 1.9 1.5 2.1 1.5

M, mean; SD, standard deviation; Attri. WS, attribution writing skills; Attri. Aff, attribution affect; Attri. SRS, attribution self-regulation strategies. *p < 0.05; **p < 0.01; ***p < 0.001.
Bold values are statistically significant differences.

TABLE 5 Summary of stepwise multiple regressions predicting the three attributions for the Good (G) and the Poor (P) groups.

Variables Attribution WSg Attribution Affg Attribution SRSg Attribution WSp Attribution Affp Attribution SRSp

β β β β β NS

Highest educ. mother −0.02 −0.02 −0.01 3 0.06

Highest education father −0.02 −0.03 −0.03 0.13 0.05

Self-efficacy language 0.12* 0.13* −0.07 −0.15* −0.09

Metacognition language 0.03 0 0.18** −0.01 −0.08

Mastery goal −0.06 −0.08 0.06 0.11 −0.09

Performance goal 0.02 −0.02 0.04 0 0.02

Epistemic beliefs −0.04 0.06 0 −0.02 −0.03

Competence appraisal 0.49*** 0.09 0.12 −0.30** −0.01

Effort appraisal pre −0.01 0 0.18** 0.15* −0.1

Value appraisal 0.01 0.40*** −0.03 0.05 −0.1

E+ before task pre −0.01 −0.02 0.06 0.08 0.02

E- before task pre 0.04 0.02 0 0.12 .14*

E+ after task post 0.10* 0.00 0.11 −0.25* 0.09

E- after task post 0.02 −0.12* 0.01 0.1 0.43***

Effort appraisal post 0.06 0.03 0.22** 0.30** 0.09

Satisfaction appraisal 0.29** 0.15** 0.12 0.05 0.14*

R2 0.50** 0.28** 0.19** 0.35** 0.22**

Adj. R2 0.49** 0.27** 0.18** 0.31** 0.20**

N 876 877 876 244 242

*p < 0.05; **p < 0.01; ***p < 0.001.

in the poor group. Findings suggest that domain variables
may differentially influence the “quality of internal model” that
students in the poor and the good group create during a learning
activity, and that this may influence how they perceive the
learning outcome and explain it.

Predicting students’ causal ascription

A series of stepwise multiple regression analyses was
conducted in order to examine the independent and joint effects
of domain variables and situation-specific variables on reported
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attributions. As can be viewed from Table 5, 50% of the variance
could be explained in WSg (adj. 49%), 35% (adj. 31%) in WSp,
28% (adj. 27%) in Aff g, 22% (adj. 20%) in Aff p, and 19% (adj.
18%) in SRSg. It is important to note that as many as 11–
13 variables were excluded from the equation in the respective
models due to multicollinearity and missing data. On inspecting
the first columns, a four variable model proved to be the best
solution to explain endorsement of having adequate WSs in the
good group (WSg). Competence appraisal yielded the highest
beta (β = 0.49), followed by satisfaction appraisal (β = 0.29),
self-efficacy (β = 0.12) and presence of positive emotions during
the task (β = 0.10). On inspecting the second column, we note
again that a four-variable model best predicted the outcome.
Value appraisal yielded de highest beta (β = 0.40), followed by
satisfaction appraisal (β = 0.15), self-efficacy (β = 0.13), and
negative emotions post (β = –0.12). Only 19% (adj. 18%) of the
variance could be explained in SRSg and a four-variable model
offered the best solution, with effort appraisal post (β = 0.22) as
the best predictor, followed by effort appraisal pre (β = 0.18),
metacognitive strategies (β = 0.18), and satisfaction appraisal (β
= 0.12). Distinguishing features of the WSg attribution group are
beliefs and appraisals about competence and positive emotions.
In the Affg attribution group prominent predictors pointed to
the significance of value appraisals jointly with self-confidence
and low negative emotions. By contrast, in the SRSg attribution
group invested effort was the dominant predictor together
with access to metacognition. Hence, key words for predictive
power are for WSg ‘feeling confident’ and experiencing positive
emotions, for Affg value and absence of negative emotions,
and for SRSg willingness to engage actively into the task in
combination with having access to the relevant metacognitive
strategies.

The fourth column of Table 5 reveals that 35% of the
variance was explained in WSp with a five-variable model.
Competence appraisal (β = –0.30), effort appraisal (β = 0.30),
and positive emotions post (β = –0.25) were the prominent
predictors. Meaningful betas were noted for self-efficacy (β = –
0.15), effort appraisal pre (β = 0.15). Hence, it seems that
the same predictors are involved in WSp as in WSg, but with
opposite signs. Interestingly, effort post is also a prominent
predictor in WSp signaling that these students perceive a poor
outcome despite effort investment. Finally, notice that in the
5th column there is only one prominent predictor of Affp,
namely negative emotions reported after doing the task (β =
0.43). Noteworthy is that metacognition reached significance in
a model without negative emotions (β = –0.25). This implies
that students who have low access to metacognitive strategies
and experience negative emotions favor this type of attribution.
There were no results for SRSp, because the regression analysis
did not run. We conclude that hypothesis 7 was confirmed;
both domain variables and situation variables contributed to the
prediction of the students’ attribution in four out of six multiple
regressions.

Using artificial neural networks
methodology to predict students’
causal attributions based on multiple
indicators of the quality of the internal
model

Recall, that in the introduction, we proposed that both
the perception of the learning writing outcome and its
concomitant causal attribution come about through multiple
cognitive and affective variables that are triggered during the
learning episode. The results of the multiple regression analyses
already revealed that interactions between domain variables and
different appraisals and emotions differentially predict students’
attributions to WS, SRS, and Aff. Unfortunately, this technique
loses a lot of information due to multi-co-linearity and missing
data. Therefore, we used Neural Network methodology (ANN)
to detect different patterns in the complex interactions between
the variables. This technique is quite robust to missing data and
can automatically model a large number of inputs, in a nonlinear
way in a highly interconnected structure of variables.

Six ANNs models were developed as predictive systems,
one for each of the three causal attributions in the poor group
(ANN1, ANN2, and ANN3) and the good group (ANN4, ANN5,
and ANN6). First, a training set was randomly selected from the
data of all participants for each of the ANNs. During the training
phase, the ANN was given the score on all the predictors as well
as information on the outcome that we wished to predict (one of
the respective causal attribution models) of roughly 60–70% of
the students. In training, the ANN set out to develop a model
of parameter weights using the predictor variables that could
minimize the error with the output as specified in the model and
provided to the analysis. It utilizes the vector matrix containing
all predictor variables for each student and by recalculating
the parameter weights between the predictors in the group
who used the specific attribution; it develops a model that
minimizes the error with the expected outcome. These patterns
are modified as the data from each student is introduced into the
analysis. The model therefore “learns” to distinguish between
those patterns which characterize the group who endorsed the
respective attribution (HIGH group) as contrasted to students
who do not belong to this group (LOW group). Each ANN
contained the same input predictors, some of them collapsed
into subscales to maximize predictive classification.

Each ANN gives preliminary weights to each predictor
and its interactions and changes these weights as its training
progresses. Once the ANN model has reached a predetermined
stopping criteria (e.g., desired level of accuracy), it runs the
same model on a randomly selected sample of cases that was
not in the training set. This is the testing phase, in which the
same parameters obtained during training are applied to the
new data set, not previously used. This testing set (30–40%
of the total sample), randomly selected from the whole group
(including both Poor and Good group members) is analyzed
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using the same model obtained in training of the ANN. In
this step, though, the ANN is not supplied with information
on the students’ attribution score. It considers the full pattern
of inputs for each student and classifies the students by their
type of attribution (yes belongs to the target attribution group
or no does not belong to that group) based on the weights
given to the predictors in the final version of the training
stage. Thus, each ANN attempts to classify the whole testing
sample into a HIGH and a LOW group, indicating the degree of
certainty of each decision made for each student, only utilizing
the predictive model generated during training. Finally, the
ANN compares who belongs to each of the target groups in
the testing sample and who does not, from the data that is
known to the researchers, but not used in the testing phase. It
calculates percentages of hits and misses and computes accuracy
of classification for the target groups.

Table 6 presents several measures calculated in order to
evaluate the quality of the solutions achieved by each ANN for
the training and testing phases. Accuracy measures refer to the
percentages of correct classifications in each ‘target’ group and
the ‘other’ group (Low/High for each attribution type in the
poor performance group; High/Low for each attribution type
in the good performance group). As Table 6 shows, the six
ANN models achieved high accuracy for each of the outputs
(100% for the target groups, except for High Self-regulation
Strategies group in the good performance students that achieved
87.5% of accuracy). Therefore, all the models have excellent
“precision” and “recall” (or sensitivity) measures. Precision is

the proportion of correctly identified targets, out of all elements
identified as targets by the model. Sensitivity refers to the
proportion of correctly identified targets, out of all targets
actually presented in the set. Other quality measures are shown
in the Table 6. Specificity is the proportion of correctly identified
non-targets, out of all true-non-targets presented in the set, and
this measure also achieved excellent levels for all the ANN. The
F1-Score is the harmonic mean of Precision and Recall, taking
both false positives and false negatives into account, and it was
very good for all the models. F1 is a more comparable measure
across studies with different proportions of cases in each class.
The area under the ROC curve represents the true-positive rate
(sensitivity) plotted as a function of the false-positive rate (100 –
specificity) for different cut-off points and it can be viewed as
a measure of the overall model performance across all possible
thresholds, that is, how well it distinguishes between two groups.

Each ANN assigns weights to the predictors. The final
solution also estimates the predictive weights in the model that
results in the best classification. We examined the normalized
weights for each ANN as well as the actual predictive weights,
the latter being comparable across attributions. The actual
weights are visually represented in Table 4, separately for the
three Poor and the three Good groups. On comparing the
weights that ANN assigned to the inputs in each model, we
noted that the weights assigned to the background variables
were rather low and also that students seemed to be classified
on the basis of a different pattern of prominent predictors in
each model. In the Supplementary Appendix, we present the

TABLE 6 Measures for ANN models.

Perceived poor performance Perceived good performance

Phase Quality measures NN1: Low/
high WS

NN2: Low/
high affect

NN3: Low/
high SRS

NN4: High/
low WS

NN5: High/
low affect

NN6: High/
low SRS

Training % Students target group 50% 70.6% 66.7% 52.3% 57.3% 47.9%

% Students the rest group 50% 29.4% 33.3% 47.7% 42.7% 52.1%

Accuracy for the target group 100% 100% 100% 100% 94.1% 95.3%

Accuracy for the rest group 100% 100% 100% 100% 84.4% 92.2%

Testing % Students target group 33.3% 50% 50% 45.8% 41.2% 36.8%

% Students the rest group 66.7% 50% 50% 54.2% 58.8% 63.2%

Accuracy for the target group 100% 100% 100% 100% 100% 87.5%

Accuracy for the rest group 100% 100% 100% 100% 100% 100%

Precision TP/(TP + FP) 1 1 1 1 1 1

Sensitivity or Recall
TP/(TP + FN)

1 1 1 1 1 0.92

Specificity TN/(TN + FP) 1 1 1 1 1 1

Overall Accuracy
(TP + TN)/(TP + FP + FN + TN)

1 1 1 1 1 0.95

F1 Score (harmonic mean of
PPV and TPR)

1 1 1 1 1 0.93

2TP/(2TP + FP + FN)

Area under the curve 1 1 1 1 1 0.98
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results of the T-tests between the respective HIGH and LOW
attribution groups. For example, between the students who
perceived their writing outcome as poor and endorsed a WS
attribution (target group; N = 78) and the students that ANN1
identified as ‘does not belong to the target group’ (contrast
group; N = 64).

The quality measures of each machine learning model are
shown in Table 7. Although the values for other machine
learning algorithms classifying Low vs. High Attribution of
Good WSs are acceptable, ANN outperforms all the other
machine learning’s methods.

What do the weights that artificial
neural networks assigned to the inputs
tell us?

The values in each of the six ANNs shown in Table 4
represent the predictive weights of each variable as a percentage
of the total predictive weights of all predictors. It is worth noting
that given the effectiveness of this approach; seemingly small
percentage differences create significantly different patterns and
consequently different outcome classifications.

ANN1 determined which students belong to the first
target group (i.e., which students attributed their perceived
poor learning outcome to lack of specific WSs = WSp).
Prominent domain variables are epistemic beliefs (5.6), mastery
goal orientation (4.0), metacognitive strategies (planning: 3.0;
monitoring: 2.9), performance goal orientation (2.9), alongside
six variables measured during the actual learning episode,
namely negative emotions pre (4.4) being bored pre (4.3) and
post (3.1), satisfaction appraisal (3.0), and time spent writing
(2.5). In an attempt to further characterize the HIGH group,
we examined the results of the T-tests between the respective
HIGH and LOW groups (see Supplementary Appendix)
and found that the HIGH group scored significantly lower
than the LOW group on self-efficacy, competence appraisal,
and positive emotions (both pre and post), and significantly
higher on reported effort, difficulty appraisal, tool use, and
anxiety after completing the task. Clearly, ANN1 detected
an interesting pattern of interactions in which the students’
epistemic beliefs was the most important variable for the
prediction, in interaction with goal orientation, metacognitive
strategies, and boredom. This implies that these students’
understanding of the knowledge they learn in school is
interconnected with the goals they pursue in class and
their access to metacognitive strategies. T-tests suggest that
students in the HIGH group are aware that they have less
competence in the language domain but are nevertheless
prepared to engage actively in the learning activity as evidenced
by the significantly higher reported effort and higher tool
use.

ANN2 provided information on those predictors that best
explained the Affp attribution. As can be seen in the second
column, nine variables yielded predictive weights 2.5 and higher.
Difficulty level appraisal (5.0) was the most prominent predictor,
followed by self-efficacy reading (4.0), technical z-score
(3.8), competence appraisal (3.4), metacognitive strategies:
elaboration (3.3), dependency on external regulation (3.1) time
spent writing the letter (3.1), reported effort post (2.9), z content
score (2.7), and bored post (2.5). T-tests disclosed that students
in the HIGH group scored significantly lower than the LOW
group on metacognitive strategies (planning and monitoring),
and were more dependent on external regulation. Their mean
scores on value and effort appraisal before the task and on
effort appraisal and difficulty appraisal after the task were also
significantly lower than the contrast group, as well as their actual
tool use and anxiety score pre and post. On the other hand,
students who endorsed an Affp attribution scored significantly
higher than the LOW group on all other negative emotions
before and after the task, including on feeling tired, bored,
and irritated. ANN2 identified difficulty appraisal as the most
prominent predictor of endorsing an Affp attribution (I did
not find the task hard to do) in interaction with indicators of
native language proficiency (access to metacognitive strategies,
and technical and content z-scores), and unfavorable appraisals.
It seems odd that the HIGH group scored significantly lower
on difficulty appraisal and anxiety pre and post despite their
significantly lower scores on metacognitive strategies. This
pattern characterizes the target group as either not aware
that there is a problem with their WSs or that they were
trying to cover it up.

ANN3 addressed the prediction of a SRSp attribution (see
column 7). Results revealed that students’ level of technical
WS (7.1) and their mastery goal orientation had the highest
participation in the predictive model (6.6). Other key predictive
weights were 2 domain measures, namely metacognitive
strategies: correspondence (4.8), and dependency on external
regulation: correspondence (4.3), together with five appraisals,
mainly value (3.9), competence (3.8), effort pre (3.6), difficulty
level (2.7), and satisfaction appraisal (2.6) and one emotion:
boredom pre (2.6). Unfortunately, only one T-test reached
significance. The HIGH group differed significantly from the
LOW group on epistemic beliefs, implying that they viewed
knowledge learned in school as more stable, certain, and
absolute than students in the contrast group. The fact that none
of the other T-tests were significant makes it difficult to interpret
the results, especially since the Multiple Regression did not run
either. Awaiting further research, we conclude that technical
z-score and mastery goal orientation were certainly implicated,
in attributing the learning outcome, but we are left blind as to
how these variables interacted with the students’ appraisals and
emotions during the learning episode.

Inspection of column 8 in Table 4 shows that ANN4
identified 9 prominent weights to predict WSg, including six
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TABLE 7 Evaluation metrics for all machine learning models.

Generalized
linear model

Naive
bayes

Random
forest

Gradient
boosted trees

Logistic
regression

ANN

Attribution good WS Accuracy 79.8% 76.1% 74.4% 74.1% 72.5% 100%

Classification error 20.2% 23.9% 25.6% 25.9% 27.5% 0%

Precision 77.1% 76.0% 75.2% 71.1% 69.2% 100%

Recall 93.1% 87.1% 84.4% 91.6% 95.8% 100%

F1 score 0.84 0.81 0.79 0.80 0.80 1

Attribution good affect Accuracy 66.8% 59.1% 64.6% 66.4% 66.5% 100%

Classification error 33.2% 40.9% 35.4% 33.6% 33.5% 0%

Precision 66.2% 61.0% 64.7% 66.7% 66.4% 100%

Recall 81.4% 58.1% 69.1% 78.3% 74.7% 100%

F1 score 0.72 0.58 0.66 0.71 0.69 1

Attribution good SRS Accuracy 63.9% 62.7% 57.9% 58.9% 58.3% 95%

Classification error 36.1% 37.3% 42.1% 41.1% 41.7% 5%

Precision 62.6% 65.4% 57.3% 57.7% 57.8% 100%

Recall 88.0% 70.4% 93.5% 86.0% 89.0% 92%

F1 score 0.72 0.67 0.70 0.68 0.69 0.93

Attribution poor WS Accuracy 75.3% 60.0% 62.5% 65.0% 57.5% 100%

Classification error 24.7% 40.0% 37.5% 35.0% 42.5% 0%

Precision 83.0% 52.0% 66.0% 60.3% 62.0% 100%

Recall 71.0% 53.3% 55.0% 73.3% 55.0% 100%

F1 score 0.70 0.51 0.56 0.63 0.51 1

Attribution Poor Affect Accuracy 72.9% 55.7% 69.5% 58.0% 63.5% 100%

Classification error 27.1% 44.3% 30.5% 42.0% 36.5% 0%

Precision 78.4% 55.7% 72.5% 62.3% 74.3% 100%

Recall 73.2% 100% 75.2% 71.0% 57.7% 100%

F1 score 0.73 0.71 0.73 0.65 0.64 1

Attribution Poor SRS Accuracy 51.4% 38.6% 47.5% 50% 43.9% 100%

Classification error 48.6% 61.4% 52.5% 50% 56.1% 0%

Precision 60.0% 38.3% 51% 49.4% 47.3% 100%

Recall 40.0% 33.3% 58.3% 70.0% 66.7% 100%

F1 score 0.44 0.34 0.53 0.56 0.54 1

domain measures, namely self-efficacy reading (3.4), writing
(3.4), correspondence (5.2), mastery goal orientation (4.2),
performance goal orientation (3.3), and metacognitive strategies
(3.0). The dominant appraisals were competence appraisal (5.1),
difficulty appraisal (3.6), and satisfaction appraisal (3.6), and the
most predictive emotion was anxiety post (3.1). T-tests revealed
further that scores on self-efficacy and metacognitive strategies
were significantly higher in the HIGH group and that their
epistemic beliefs were significantly more complex, subjective,
and relative. Also, the HIGH group scored significantly higher
than the LOW group on competence and value appraisal, effort
appraisal pre and post, satisfaction appraisal as well as on
positive emotions pre and post. Interestingly, the HIGH group
showed significantly lower scores on tool use and negative
emotions, especially anxiety. Inspection of the prominent
predictive weights in combination with the results of the
T-tests suggests that students who attribute their perceived
good learning outcome to adequate WSs feel self-efficacious in

the language domain, strive for mastery, and view knowledge
learned in school as complex, subjective and relative. These
favorable domain beliefs are translated into a high competence
appraisal, feeling comfortable during the task and being satisfied
with their learning outcome.

The variables with the highest impact on the students’ Affg
attribution that ANN5 identified (see column 9) were their
competence (4.5) and value appraisal (4.4) before the task
and effort appraisals (3.1) and satisfaction appraisal post (3.7),
in combination with the time spent writing the letter (4.4).
Three domain measures were also important for ANN5, namely
metacognitive strategies (4.2), self-efficacy (3.3) and mastery
goal orientation (3.2). T-test revealed that the HIGH group
scored significantly higher than the LOW group on self-efficacy,
mastery goal orientation, and metacognitive strategies and
reported more favorable appraisals compared to students in
the contrast group, specifically significantly higher competence,
value, effort (both pre and post), and satisfaction appraisal. In
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addition, students in the HIGH group expressed higher positive
emotions and lower negative emotions before and after doing
the task. Together these results tell us that students who looked
back on a successful learning outcome and endorsed the affect-
related attribution items felt self-efficacious in the language
domain, had a mastery goal orientation, and experienced
favorable appraisals and emotions.

ANN6 identified the performance indicators as the most
prominent predictors of SRSg (see column 10). These include
the time students spent writing the letter (6.1), the tools they
used (5.4), and the level of their technical WSs (3.1). Apart
from these performance indicators, ANN6 listed the students’
score on mastery goal orientation (3.6), self-efficacy (2.8),
metacognition (2.8) as well as effort appraisal post (3.4) as
important contributing predictors. Significant T-tests informed
us further that the HIGH group scored significantly higher
than the LOW group on mastery orientation, self-efficacy, and
metacognitive strategies, positive emotions (pre and post) and
on all appraisals. They scored significantly lower than the
contrast group on all negative emotions, except anxiety pre and
post. We conclude that – similar to students in the other two
good groups, students who endorsed the SRSg attribution items
tend to adopt a mastery goal orientation, feel self-efficacious
in the language domain, and report having access to meta-
cognitive strategies, however, they are uniquely characterized by
their score on invested effort, time spent on task, and use of
the provided tools.

Predictive contribution by categories
of variables

In the previous pages we mainly focused on the predictive
power of individual variables that the respective ANNs used
to classify the students into the HIGH and LOW groups.
On analyzing the most prominent predictive weights for the
six different attribution groups, we noticed specific patterns
involving different sets of variables. To investigate these patterns
further, we examined which of the six categories of variables
outlined in the Dual Processing Self-Regulation Model carried
most predictive weights in the six ANNs (i.e. background
variables, domain variables, context-sensitive variables, and
performance indicators). We compared the sources of the
predictive weights and their value for each of the attribution
groups, separately for the good and poor groups. Results are
summarized in Table 8.

As can be seen, background variables had the greatest impact
on Affp (16.3), domain variables had the highest participation in
the predictive model of WSg (43.7), context-sensitive variables
were carrying the most predictive weight for the Aff g (40.8),
emotions played an important role in the prediction of Affp
(26.8), especially negative emotions (23.3). Finally, performance

TABLE 8 Comparative predictive weight contribution for the six
attributions by each of the categories of predictor variables.

WSp Affp SRSp WSg Affg SRSg Mean

Background
variables

15.1 16.3 12.8 10.3 15.0 11.7 13.6

Domain
variables

38.3 33.7 36.7 43.7 34.5 37.7 37.7

Situation
Variables

39.3
App
12.5

E+ 3.5
E– 23.3

38.4
17.6
4.2

16.2

39.9
19.1
3.2

17.6

39.2
18.8
3.0

17.3

40.8
21.7
2.9

16.2

34.4
13.9
3.2

16.3

38.4

Performance
indicators

7.3 11.3 11.9 6.8 9.7 16.1 10.5

100% 100% 100% 100% 100% 100% 100%

App, Appraisals; E+, Positive Emotions; E-, Negative Emotions.

indicators were a salient source to classify students into the
target group for SRSg (16.1).

Discussion

This article started with a re-conceptualization of aspects of
Weiner’s attribution theory. We theorized that the attribution
process begins as soon as students are faced with a learning
episode and hypothesized that both the perception of the
learning outcome and its concomitant causal attribution come
about through multiple cognitive and affective variables that are
triggered during the learning episode. Following the guidelines
specified in the Dual Processing Self-regulation Model, we
proposed that at the beginning of a learning episode domain
variables are activated and brought into WM. This evokes
multiple cognitive appraisals and emotions and determines
the QIM that students create at that moment in time. We
investigated the hypothesis that the quality of the variables
that are brought into WM during the learning process
contribute significantly to the prediction of vocational students’
perceived learning outcome and its attribution. We used an
authentic writing activity and recorded the students’ appraisals
and emotions during the learning episode, including their
perception of the learning outcome and their attribution of that
outcome. We found that students endorse any of three types of
attributions, namely explaining the perceived outcome in terms
of their own adequate or deficient WSs, in terms of their use
or misuse of self-regulation strategies, and / or in terms of the
presence or absence of affect-related variables. Using traditional
methodologies as well as predictive systems methodologies we
examined the effect of multiple sets of variables on these causal
attributions. As predicted, multiple regression analyses gave us
some insight into the appraisals and emotions that may play
an important role in the attribution process, but only ANN
methodology could detect important differences in the pattern
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of variables that underlies the attribution process. We will first
comment on the detected patterns in the good group.

Patterns of domain-specific
information, context-sensitive
appraisals, and emotions in the good
groups

The QIM of students in each of the good groups is
characterized by three shared domain variables, namely their
self-efficacy beliefs, mastery goal orientation and access to
metacognitive strategies and two shared appraisals, namely
a favorable competence appraisal and satisfaction appraisal.
This characterization implies that students in the three good
groups bring robust capacity beliefs in the language domain
and metacognitive strategies into WM, as well as a mastery goal
orientation (i.e., a focus on the development of competence
and improvement, Pintrich, 2005). These constructive, activated
beliefs trigger favorable competence appraisals as well as a
feeling of satisfaction, which Harter (1999) referred to with the
term ‘competence motivation.’

Apart from these shared predictors, each ANN listed
predictors that uniquely defined students in that attribution
group. Typical for good students who endorsed the WSg
attribution items is their reported difficulty appraisal, reported
anxiety post, and tool use. T-tests revealed that students who
endorsed this attribution scored significantly lower on these
three variables than the contrast group, but significantly higher
on intended and reported effort and on positive emotions pre
and post. Given the nature of the students’ QIM, we view a
WSg attribution as a causal judgment that informs us that these
students’ perception of the learning outcome is attributed to
stable, domain-dependent beliefs in the language domain and
that cues in the task environment are interpreted in accordance
with these beliefs. They are task-focused and prepared to invest
effort when the learning activity is considered ‘manageable’
(i.e., when they feel that they have the ability to use the rules
and procedures of technical writing) and the current learning
activity is embedded in positive emotions. Unfortunately, these
students may be prone to cues that signal an increase in task
difficulty and processing burdens.

Students who endorsed the Affg attribution items also
brought constructive domain beliefs to bear on the task, which
in turn evoked competence and satisfaction appraisals, together
with value and effort appraisal pre and post, all of which
influenced the amount of time spent on task. This suggests that
these students are inclined to invest time and effort into learning
activities in the language domain, provided that they truly value
and enjoy these activities and experience few negative emotions.
Unfortunately, this may imply that these students are sensitive
to cues that signal a decrease of intrinsic value of the learning
task, which may erode their task involvement.

In correspondence with the two other good groups, the QIM
of the students who endorsed the SRSg items uncovered that
their interpretation of the learning outcome is based on solid
domain beliefs in the language domain, but also that they seem
to be less affected by environmental cues that signal intrinsic
value and less disturbed by cues that signal increased difficulty
level. The distinctive pattern of predictors that emerged showed
the performance indicators in pole position, in interaction with
reported effort. These students’ mindful engagement seems to be
characterized by their active use of self-regulation strategies and
the tools provided by the teacher. Boekaerts and Corno (2005)
called this ‘effortful accomplishment due to volitional control’
and explained that volitional strategies – or good work habits –
help students to commit themselves to engage mindfully in the
learning task and protect their learning intention when difficult
work must be completed. Rozendaal et al. (2003) showed
that working attentively on learning tasks and protecting one’s
learning intention from competing action tendencies may
depend on the quality of the implementation plans that students
have access to and are willing to use. Vocational students who
had been trained to implement self-regulation strategies in a
specific domain were more motivated to use these strategies and
reported less anxiety six months after the training program (see
also Boekaerts and Rozendaal, 2006).

Patterns of domain-specific
information, context-sensitive
appraisals, and emotions in poor
groups

The Dual Processing SR model predicts that students, who
have unfavorable motivation beliefs and appraisals of a learning
activity and experience concomitant negative emotions move
onto the well-being route, mainly because the QIM that they
create fosters a concern for well-being (self-focus) rather than
for learning (task-focus). Examining the QIM of the three poor
attribution groups shows that these students are not satisfied
with their learning outcome and may blame this on controllable
or uncontrollable factors. The three poor groups seem to deal
differently with the turbulence created by the learning activity
in their self-regulation system.

The QIM of students who reported a poor writing outcome
and endorsed the WSp attribution items is characterized by the
nature of their epistemic beliefs, goal orientation, metacognition
and negative emotions reported at the end of the learning
episode. They expressed significantly lower confidence that they
could do the current task, scored lower on metacognition,
reported more anxiety, and admitted that the task had been
hard to do. They also reported higher effort investment and tool
use than the contrast group. Untrained observers may falsely
conclude that they had been more task-focused than the contrast

Frontiers in Education 17 frontiersin.org

https://doi.org/10.3389/feduc.2022.1007803
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-1007803 November 17, 2022 Time: 16:32 # 18

Boekaerts et al. 10.3389/feduc.2022.1007803

group. However, as Pekrun and Perry (2014) showed, low self-
efficacy in combination with anxiety may induce either feelings
of hopelessness or hope. Experiencing loss of control creates
hopelessness and makes students resort to defensive strategies,
such as procrastination, task avoidance, and disengagement. On
the other hand, feelings of hope will prevail when students are
uncertain about control. In the latter case they may increase
effort (Goetz et al., 2010). Boekaerts and Niemivirta (2005)
explained that students who report low self-efficacy beliefs and
experience anxiety interpret this as a danger signal or a threat
to the self and this prompts them to reallocate resources. This
may lead to an increase in effort, for example by working faster,
producing more output, or repeating answers randomly in an
attempt to prevent negative learning outcomes from occurring.
However, this increased effort is largely undirected and should
be considered as an emotion regulation strategy. Baumeister et al.
(2007) confirmed that anxiety associated with a task may shift
people’s priorities, forcing them to focus on immediate urgent
needs, namely to escape the aversive emotional state. Vermeer
et al. (2000) demonstrated that using danger control (undirected
effort) as a coping strategy to escape the aversive emotional state
produced more rather than less errors as well as rumination.
This self-focus interfered with the task and kept the level of
anxiety (i.e., the danger signal) high. Using danger control as
an emotion regulation strategy may temporarily protect these
students from teacher blame, because the perceived negative
outcome is not due to lack of effort. However, admitting that
learning activities in the language domain are not one’s strength
and that the current learning activity was too difficult for them
may also harbor some risks. If peers interpret it as a sign of low
ability it may make these students extra vulnerable for bullying
and therefore sensitive to cues in the task environment that
signal loss of face. On the other hand, a WSp attribution may
prove to be beneficial to learning, provided the students truly
believe that the teacher treats their attribution as a form of
feedback and uses it to create practice sessions that help them
acquire the rules and procedures of technical writing that they
have not yet mastered.

An Affp attribution differs fundamentally from a WSp
attribution as the pattern detected by ANN2 clearly shows.
As discussed in the result section, the QIM of the students
who attributed their perceived poor performance to low Affp is
dominated by their difficulty appraisal in combination with their
scores on self-efficacy, technical writing, and metacognition.
Dissimilar to the WSp group, the Aff p group scored significantly
lower than the contrast group on difficulty appraisal, anxiety
pre and post, effort investment, and tool use, despite their
significantly lower scores on metacognition. This suggests that
these students are either unaware that they have failing skills
in the language domain or that they were trying to cover it
up. Inspection of their QIM hints at a deliberate attempt to
withhold effort in order to avoid loss of face. Covington (2000)
labeled this emotion regulation strategy ‘self-handicapping’ and

described it as an attempt to maintain self-worth. Using this
strategy helps students to lower their level of anxiety, probably
because it allows them to externalize the source of failure. It gives
them the illusion of control over the situation.

To summarize, the different patterns between the variables
that were uncovered by ANN4–6 opened a window on the
students’ QIM and how it is related to their perceived learning
outcome and its attribution. It seems that students who can rely
on stable, domain-dependent motivation beliefs are inclined to
consider themselves competent to start the learning activity and
are willing to invest effort. Custers and Aarts (2005) showed
that goals and tasks that have been infused with positive affect
in the past automatically evoke effort directed at attaining
similar goals. In other words, students who engage in learning
activities directed by their own favorable beliefs work attentively
on learning activities that have become habitual, because of
the positive affect that they generate (routinization of mindful
engagement; Gyurak et al., 2011).

The patterns between the predictors uncovered by ANN1-
3 tell a divergent story. It appears that students in both poor
groups score significantly lower on metacognition and bring
unfavorable beliefs to bear on the learning activity, but their
appraisals and emotions differ fundamentally. Students who
attributed a poor learning outcome to failing WSs seemed to be
aware (1) that the task was difficult, and that extra effort was in
order to succeed, but (2) that their effort was not good enough
to succeed, because (3) their WSs are (still) deficient. Cleary
(2011) reported in this respect that such adaptive inferencing
led to improved strategic planning and better use of provided
instruction and tools. By contrast, students who attribute a
perceived poor outcome to Affp may also be aware that effort is
in order to avoid losing face, but they make a deliberate attempt
to withhold effort, thus misleading teacher and peers – and even
themselves – by referring to the learning task as tedious and not
worth the effort.

Implications and limitations

Although extensive research has been conducted to
examine students’ attributions and recommendations have
been formulated to change maladaptive causal attributions
into adaptive ones, little is known about the effect of
task demands and conditions – and students’ interpretation
thereof – on their attribution of learning outcomes in different
domains. Yet, we think that it is theoretically important
to investigate to what extent the mental representation that
students make of a domain and of the different types of
learning activities within that domain are linked to specific types
of attributions.

The critical question in our study was whether differences
in the QIM are reflected in students’ self-reported attributions
about the outcome of a specific learning activity. We showed
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in this article that describing students’ attributions exclusively
in terms of Weiner’s three-dimensional taxonomic space is not
doing justice to the complex message that may be encoded
in the students’ attribution of a learning outcome. We hope
that we have convinced attribution researchers that it is
necessary to contextualize attribution items so that they better
represent the labels that teachers use in class to communicate
with students about the what’s, why’s and how’s of perceived
learning outcomes. In our opinion, the main contribution of
the present study concerns the method of data collection and
the methodological tools used to analyze the data. We designed
a questionnaire that tapped into the students’ situation-specific
attributions. We also collected a wide array of data, including
background variables and metacognitive, motivational, and
behavioral variables. Apart from self-reports, which may not
reflect the actual level of motivation, we used on-line measures
of motivation and emotion, as well as objectively measured
aspects of performance, such as tool use, time spent, level of
technical WS, and fluency in letter writing. We used traditional
analyses, such as multiple regressions and the predictive systems
approach and showed that traditional, linear models encounter
difficulties when the object of the research is to study the impact
of a wide range of inputs on the outcome variable. In the
past, several researchers complained that the assumed relation
between attributions and motivation variables, such as mastery
and performance goals, remained scarce and inconclusive (see
e.g., Wolters et al., 2013). We think that the reason for these
inconclusive findings is that most of the methods of analyses
that were used lacked the power to examine the effect of
different types of variables on attributions, considering them all
simultaneously. When we analyzed our findings using multiple
regression analysis, we noted that a great number of variables
were excluded from the analyses. Our study demonstrated
convincingly that ANN analysis is a more robust method to
predict and classify different types of attributions, compared
with more traditional methodologies.

We found that ANN methodology could identify with high
precision students who used a WS, Aff, and SRS attribution
on the basis of domain variables, appraisals, emotions, and
performance indicators. Due to its overall precision and the wide
scope of variables that were considered to classify the expected
attribution, ANN detected important differences in the factors
that seem to underlie the students’ causal attributions. Granted,
our results need additional testing, but what they show us is that
students who attribute a perceived poor writing outcome to low
Affp and those who attribute it to poor WSp may have created a
different mind-set that guided their coping attempts.

The findings of this study have important pedagogical
and practical implications in secondary education. On the
one hand, it is crucial that teachers recognize the difference
between a WSp and an Affp attribution, because – As Cleary
and Zimmerman advocated – the former causal explanation
will help students to sustain perceptions of efficacy in the

domain and invest effort to succeed, when processing burdens
are (temporarily) increasing. The latter ascription may prompt
students to re-define learning activities in that domain, which
may change their motivation beliefs and chronically embed
similar learning activities in a network of negative emotions
and appraisals. On the other hand, the possibility of identifying
with high level of precision which students would have different
attribution patterns, provides an opportunity for early, positive,
and targeted pedagogical interventions.

There are also a number of limitations to this study. First
of all, the data were collected in a single measurement wave
and concerned only one learning activity. Such an approach is
not a solid basis for ruling out alternative explanations for the
observed relations. Also, the age range (students from upper
secondary education) limits the possibility of generalization.
Further empirical evidence is needed from students of different
age groups regarding their attributions of learning outcomes in
the language domain.

Conclusion

Attribution is more than an individual difference variable.
These causal judgments are an intricate part of the SR
system and should be studied in a context-sensitive way.
Conceptualizing students’ attributions as an unfolding process
that takes shape during a learning episode and is highly
influenced by contextual features provides the opportunity
to better understand students’ epistemic beliefs about effort
and ability as the cause of (un) successful learning outcomes.
Boekaerts (2006) explained that effort is a confusing concept.
For example, low effort may be interpreted as a sign of little
interest in the learning activity, as a signal of low ability, as
a reaction to perceived difficulty level of the task, low self-
efficacy, and anxiety. A system approach has the potential to
bring together large bodies of research that have the potential
to unfold these complex processes. Moreover, it is evident
that changes in the students’ perception of task demands
during a learning episode may impact on the students’ QIM
because cognitive and affective states influence each other
over time. Therefore, it is advisable that in future research
on the prediction of attributions the sequential and temporal
aspects of the students’ engagement in the learning episode are
taken into account. This would allow researchers to examine
where exactly in the learning episode attributions begin to
take shape, in close connection with contextualized cues that
students pick up during the learning episode and the SR
strategies they use to counteract the negative impact of an
anticipated poor learning outcome (for further discussion of
these types of analyses see Azevedo et al., 2011; Molenaar,
2014; Azevedo, 2015; Cleary et al., 2016; Panadero et al., 2016;
Molenaar et al., 2021). In sum, future research needs to use the
findings from this study in the design of longitudinal studies that
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can capture the dynamic aspects of self-regulation, including
unfolding attribution processes.
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