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Twitter is a virtual social network where people share their posts and opinions about the current situation, such as the coronavirus
pandemic. It is considered the most significant streaming data source for machine learning research in terms of analysis,
prediction, knowledge extraction, and opinions. Sentiment analysis is a text analysis method that has gained further significance
due to social networks’ emergence. +erefore, this paper introduces a real-time system for sentiment prediction on Twitter
streaming data for tweets about the coronavirus pandemic.+e proposed system aims to find the optimal machine learning model
that obtains the best performance for coronavirus sentiment analysis prediction and then uses it in real-time.+e proposed system
has been developed into two components: developing an offline sentiment analysis and modeling an online prediction pipeline.
+e system has two components: the offline and the online components. For the offline component of the system, the historical
tweets’ dataset was collected in duration 23/01/2020 and 01/06/2020 and filtered by #COVID-19 and #Coronavirus hashtags. Two
feature extraction methods of textual data analysis were used, n-gram and TF-ID, to extract the dataset’s essential features,
collected using coronavirus hashtags. +en, five regular machine learning algorithms were performed and compared: decision
tree, logistic regression, k-nearest neighbors, random forest, and support vector machine to select the best model for the online
prediction component. +e online prediction pipeline was developed using Twitter Streaming API, Apache Kafka, and Apache
Spark. +e experimental results indicate that the RF model using the unigram feature extraction method has achieved the best
performance, and it is used for sentiment prediction on Twitter streaming data for coronavirus.

1. Introduction

Coronavirus disease or COVID-19 is a novel virus disease that
started in the last year of 2019 [1]. +e World Health Orga-
nization (WHO), on 11th March 2020, stated the outbreak of
COVID-19 as a pandemic [2]. +e virus, surprisingly fast, has
now propagated throughout the world; and nearly 28 all the
countries are now fighting against it, trying their best to stop
the propagation of this invisible murderer as much as can be
attained [3]. As started from themost populated country in the
world, China, COVID-19 has spread and killed thousands of

people from various countries, including Italy, Spain, the USA,
Iran, and other European countries. Recently, especially during
the last half of May, while this worldwide pandemic has
persistently continued to affect the lives of millions in several
countries, several countries have no other solution but to resort
to total lockdown. Twitter, as considered one of the widely-
used social network sites, is a rapidly-growing and invasive
online platform throughwhich people can do various activities,
including creating, posting, updating, and reading limited-
length text messages known as tweets. +ese tweets form a
simple means for users to share and exchange their opinions,
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points of view, and ideas about a given topic. On the other side,
sentiment analysis (SA) is the method of recognizing and
classifying a specific text’s polarity in terms of document,
sentence, and phrase [4, 5]. Sentiment analysis is a tool based
on machine learning methodologies and one of the most
significant fields in natural language processing [6, 7]. Recently,
the world has been fighting COVID-19 for the last six months,
and most people around the world are under lockdown. Many
people have used social networks such as Twitter to express
their opinions and attitudes towards COVID-19 and share
their experiences in facing this virus.+erefore, the importance
of Twitter has increasedmore than ever, and sentiment analysis
for Twitter data has become a hot topic in data science research.
As a result, Twitter has become rich with much information/
data about people’s opinions on COVID-19, which has led
some researchers to use these data to conduct their research
studies and experiments about COVID-19. Some researchers
applied sentiment analysis to study people’s opinions about
COVID-19. For example, Samuel et al. [8] have used machine
learning classification for classifying coronavirus tweets. Also,
Ali et al. [9] have used machine learning algorithms on tweet
data about coronavirus to classify tweets into positive and
negative. On the other hand, the scale of data streaming in
social networks, such as Twitter, is increasing exponentially
[10]. Streaming data is a valuable source of data analysis which
is collected in real-time. However, real-time sentiment analysis
is considered one of the most exigent research domains which
necessitates robust tools of big data analytics like Apache Spark.
Handling streaming data using traditional preprocessing
methods is a challenge; therefore, researchers and organiza-
tions are using big data platforms such as Apache Spark [11]
and Apache Kafka [12] to process and store the streaming data.
Moreover, recent studies have been using machine learning
with big data technologies to make their experiences. For
example, Das et al. [13] have developed a real-time sentiment
system to predict stock prices’ sentiment from Twitter data.
Rath et al. [14] have also developed a real-time sentiment
analysis system based on targeted advertising. Previous studies
applied sentiment analysis techniques to study and analyze
attitudes and opinions about coronavirus using the historical
data collected from Twitter. +ere is no study oriented to
sentiment analysis in real-time during the coronavirus pan-
demic to the best of our knowledge. +erefore, this motivates
us to introduce a new real-time sentiment prediction system,
including Twitter streaming data for coronavirus pandemic.
+e proposed system results (i.e., classified predicted people’s
opinions about coronavirus) could be emitted to any data
source such as real-time reporting and dashboard, storage, and
mobile apps. +e predicted results will help healthcare orga-
nizations, medical industries, organizational psychology ex-
perts, and society monitor current and future studies.

+e paper contributions can be summarized as follows:

(1) Developing a real-time system to predict the senti-
ment for coronavirus pandemic using Twitter
streaming data

(2) Collecting tweets data about coronavirus using
#COVID-19 and #Coronavirus hashtags and then
retraining tweets data using TextBlob

(3) Applying different n-gram sizes with the TF-IDF
feature selection method

(4) Comparing five machine learning classifications to
find the optimal model used to predict coronavirus
sentiment in real-time

+e remainder of this paper is organized as follows. +e
related work is presented in Section 2. +e proposed system
of real-time sentiment prediction is introduced in Section 3.
+e experimental results are discussed in Section 4. Finally,
conclusions are presented in Section 5.

2. Related Work

Researchers have recently applied sentiment analysis and
word frequency techniques to classify people’s attitudes
from tweets. We divide the related work into the following
two categories: real-time predictive analysis for healthcare
and coronavirus pandemic sentiment analysis.

2.1. Real-Time Prediction Systems for Healthcare.
Recently, some researchers have been applying machine
learning and big data techniques on tweets data to do ex-
periments in real-time. For example, Hager et al. [15] have
introduced a real-time system to predict heart disease from
tweets streaming based on Apache Spark and Apache Kafka.
+ey have applied regular machine learning algorithms,
including DT, SVM, RF, and LR, with cross-validation and
grid search to optimize models and achieve the best per-
formance. +e researchers have found that the RF classifier
has obtained the best performance compared with the other
models, and then they have selected it to predict the heart
disease status from patients tweet in real-time. Zaki et al. [16]
have also developed a framework to collect, process, predict,
and visualize Twitter data.+ey also have a real-time analytic
model to predict Iraqi sentiment from streaming tweets
based on Apache Spark. Also, Hashim [17] has introduced a
real-time system to detect Twitter fake accounts based on
Apache Spark. He used Spark’s MLlib and developed dif-
ferent types of machine learning algorithms, including DT,
SVM, and Naı̈ve Bayes (NB). In addition, he has developed a
real-time reporting and dashboard component to visualize
the sentiment analysis results.

2.2. Coronavirus Pandemic Sentiment Analysis. Rajput et al.
[18] have used two techniques, which are word frequency
and sentiment analysis, to analyze tweet messages about the
coronavirus outbreak. +ey have used unigram, bigram, and
trigram to describe one word’s rates, two words, and three
words, respectively. In sentiment analysis, a TextBlob, i.e.,
Python package, was used to classify tweets into positive,
negative, and neutral. Recently, Bhat et al. [19] have collected
tweets using two hashtags, #COVID-19 and #Coronavirus.
+e authors have applied the sentiment analysis for Twitter
data to classify them into positive, negative, and neutral.
Also, Dubey [20] has collected tweets that are retaliated to
COVID-19 from 11/03/2020 to 31/03/2020. He has identi-
fied people’s emotions about COVID-19 from different
countries in the world. He has used NRC Lexicon to analyze
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and classify the tweets into eight emotions. Furthermore,
Manguri et al. [21] have collected tweets data about coro-
navirus for seven days from 09/04/2020 to 15/04/2020. Also,
they have used the TextBlob to classify tweets into positive,
negative, and neutral. +e results show that neutral has got
the highest percentage. Moreover, Medford et al. [22] have
extracted tweets related to COVID-19 and measured the
frequency of keywords of infection restraint practices,
treatment, and phylogenetic prejudice.

3. Real-Time Sentiment Prediction System

+e proposed system of real-time sentiment prediction
consists of two main components, which are developing an
offline sentiment analysis model and an online sentiment
prediction pipeline, as shown in Figure 1. Each component is
described in detail in the following subsections.

3.1. Developing an Offline Sentiment Analysis Model. +e
offline sentiment analysis model has been developed to train
and test the machine learning models to find the optimal
model used in the online sentiment prediction pipeline. +e
machine learning models which have been used are decision
tree (DT), support vector machine (SVM), random forest
classifier (RF), logistic regression classifier (LR), and
K-nearest neighbor (KNN). +e machine learning models
have been trained and tested using the collected tweets
dataset about coronavirus. Figure 2 depicts this component’s
primary stages/steps, including data collection, data pre-
processing, pretrained tweets, data splitting, feature ex-
traction, optimization/training models, and model
evaluation. Each stage is described as follows:

3.1.1. Data Collection. Twitter is one of the most widely-used
social platforms for people’s interaction, content posting,
sharing, and commenting on various topics people discuss,
including health issues. Nowadays, the world suffers from the
COVID-19 pandemic, and people start posting a deluge of
tweets about it. +is massive information could be a good
source, but it needs analysis in the age of the COVID-19
pandemic in its positivity and negativity. +erefore, the
sentiment analysis of Twitter streaming data plays a role in
disseminating medical information for the coronavirus
pandemic. To actualize the proposed system’s data collection
stage, Twitter APIs have been considered for ingesting
streaming data. Twitter’s Streaming APIs are categorized into
the Search API and Stream API [23]. Twitter’s Search API is
used to gather historical Twitter data offline, while Twitter’s
Stream API is used to stream real-time data through the
online phase. For the offline stage, we have collected historical
Twitter data about coronavirus in duration between 23/01/
2020 and 01/06/2020 filtered by #COVID-19 and #Corona-
virus hashtags. In doing so, we have created an authorization
connection with Twitter using Twitter Streaming API. In
particular, the OAuth authentication protocol is used to
authorize applications to access Twitter services. Twitter’s
Stream API is used to stream real-time data from Twitter,
which uses in the online phase. Examples of the collected

tweets about coronavirus pandemic using #COVID-19 and
#Coronavirus hashtags are shown in Table 1.

3.1.2. Data Preprocessing. Data preprocessing is critical in
any social network-based analysis system (i.e., sentiment
analysis of streaming Twitter data) as it directly impacts the
effectiveness of the sentiment analysis due to the data’s
complexity. According to our work, although Twitter is
considered a gold mine of data, it is regarded as one of the
noisiest data because it consists of many links, hashtags,
special symbols, emojis, and so on. +erefore, the collected
Twitter data have been preprocessed using the following
steps: noise removal, tokenization, normalization, and
stems, which are described as follows:

Noise Removal. In this phase, the useless data are re-
moved in the following steps:

(i) Lower Casing.+e lowercasing is the most effective
form of text preprocessing, which guarantees
correlation within the feature set and sparsity is-
sue. For example, CovId and CovID ought to be
converted to COVID-19.

(ii) Removal of URL’s. In this step, we have removed
irrelevant links embedded into Twitter posts.

(iii) Removal of Special Symbols. In this step, we have
removed special symbols like punctuations.

(iv) Removal of Hashtag. +e Twitter hashtag is used to
index keywords or topics on Twitter, written with a
#symbol. In this work, the essential hashtags
#COVID-19 and #Coronavirus were removed.

(v) Removal of Stop Word. +e stop words are in-
significant words in a language and useless in the
sentiment analysis, which are used for language
grammar structure. We have filtered out these stop
words, including articles, conjunctions, preposi-
tions, some pronouns, and common words such as
the, a, an, about, by, from, to, and so on.

Tokenization. Tokenization in preprocessing refers to
breaking longer strings of a text into tokens (i.e.,
smaller pieces). +ese tokens could be paragraphs that
can be further split into shorter sentences, which can
be, in turn, divided into words. For example, consider
this sentence before tokenization: “hard work pays off.”

Normalization. +e normalization step in preprocess-
ing is transforming a text into a standard form to
increase the uniformity of text preprocessing. It in-
cludes the conversion of all text to either upper or lower
case.

Stemming. After the tokenization step, the next step is
stemming. +e stemming step is changing the words
into their original form (i.e., root form to decrease the
number of word types or classes in the data). For ex-
ample, the terms “Walking,” “Walked,” and “Walker”
will be reduced to the word “walk”.

3.1.3. Pretrained Tweets. Sentiment analysis identifies the
emotions or attitudes the writer holds (i.e., Twitter handle/
user), whether these emotions/attitudes can be positive,
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Figure 1: +e architecture of the real-time sentiment prediction system.
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negative, or neutral. +erefore, we used a TextBlob [24], a
Python library, to perform sentiment analysis on data col-
lected from Twitter. As determined by the TextBlob, Text-
Blob employs the Näıve Bayes (NB) model for classification,
and it returns two properties as outputs, namely, polarity
and subjectivity. +e TextBlob contradiction means iden-
tifying sentiment orientation (positive, neutral, and nega-
tive), whereas subjectivity means expressing some personal
emotions, feelings, opinions, or beliefs. We have used the
output polarities of tweets to label the collected dataset to be
fitted in the machine learning models in the evaluation step
regarding this work.

3.1.4. Data Splitting. In this step, the resulting pretrained
dataset is split into 90% of the training dataset and 10% of the
testing dataset using a stratified method. +e training set is
used to optimize and train the machine learning models,
while the unseen test set is used to evaluate the machine
learning models.

3.1.5. Feature Extraction. One of the textual data analysis
challenges is feature extraction due to learning from the
high-dimensional data [25]. It is best to use some feature
extraction methods to convert text into a matrix (or vector)
of features. +erefore, we have applied two of the most
popular feature extraction methods on the historically
collected tweet data, namely, n-gram and TF-IDF.

N-gram modeling is a popular feature selection and
analysis method extensively used in text mining and
natural language processing. According to textual data
analysis, n-gram is used to compute a contiguous se-
quence of words with length n within a given window.
In this work, we have used the n-gram method, in-
cluding n� 1 to n� 4 (i.e., unigram, bigram, trigram,
and four-gram) to represent the context the Twitter
data.

+e term frequency-inverse document frequency (TF-
IDF) is a famous method used in evaluating the im-
portance level of a word in a document used in re-
trieving information and natural language processing.
+e goal of TF-IDF is to calculate the word frequency
within the text in a massive document corpus. +e TF-
IDF method uses the relative frequency level through
the reference document corpus, which can be con-
sidered great merit.

3.1.6. Optimization and Training Models. +e machine
learning models used are as follows: SVM [26], DT [27],
KNN [28], RF [29], and LR [30]. For every experiment, the

training set is used to optimize the hyperparameters of the
model by using the grid search technique. +e grid search
method with stratified 10-fold cross-validation (CV) has
been employed to discover the optimal hyperparameters of
ML algorithms. Finally, the resulting models were evaluated
by using the unseen test set. We have used a grid search with
stratified 10-fold cross-validation to find the optimal
hyperparameters of all models.

3.1.7. Evaluating the Models. Four standard metrics were
utilized to evaluate the models’ accuracy, precision, recall,
and F1-score, where TP is true positive, TN is true negative,
FP is false positive, and FN is a false negative given in the
following equations:

accuracy �
TP + TN

TP + TN + FP + FN
, (1)

precision �
TP

TP + FP
, (2)

recall �
TP

TP + FN
, (3)

F1-score �
2∗ precision∗ recall
precision + recall

. (4)

3.2. Online Sentiment Prediction Pipeline. +e online sen-
timent prediction pipeline component aims to predict the
sentiment analysis of the coronavirus tweets in real-time and
evaluate the proposed system’s ability to work in real-time.
To do so, it collects streaming tweets, and then it performs
real-time processing of the data that are fed to the MLmodel
to predict the sentiment analysis of the coronavirus tweets.
+e online prediction pipeline component is developed
using Twitter streaming API, a distributed message system
(i.e., Apache Kafka), and big data processing platform (i.e.,
Apache Spark). It is introduced in two steps: twitter
streaming data collection and real-time sentiment analysis
and prediction. Each step can be described as follows.

3.2.1. Twitter Streaming Data Collection. In this step, we
have used Twitter Streaming API to stream Twitter data
filtered by a #Coronavirus and #COVID-19 hashtags and
Apache Kafka to ingest data from Twitter. Twitter Streaming
API is used to retrieve data about coronavirus produced in
real-time to infer how positive, negative, or neutral the
feeling towards this pandemic is. For connecting to the API
and retrieving Twitter data, we have used a Python library

Table 1: Examples of the collected tweets about coronavirus pandemic using #COVID-19 and #Coronavirus hashtags.

Hashtags Tweet

#covid19 great job 7 corner VA store employ outside stop without mask nice explain protocol great service commun covid19

#coronaviru
103 000 dead american count trump viru coronaviru covid19 trump gop maga election2020 voteblue2020

rememberinnovemb trumpdeathtoll103k
#covid19 the kobe george floyd connect the whole world IS A stage via george floyd protest kolibri covid19
#covid19 evolut covid19 follow amaz meme igshid 5x3z8d9bmc3h
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called Tweepy. We have used a persistent HTTP connection
and a user authorization supported by OAuth protocol.

After the connection to Twitter Streaming API is
established, we have performed the developed script to
retrieve streaming tweets from 20/06/2020 to 30/06/2020
filtered by #COVID-19 and #Coronavirus hashtags. For
example, if somebody posts the following message (see
Figure 3), we will add the message to the collected streaming
dataset. +en, the real-time Twitter streaming data are
ingested on-the-fly to Kafka topic.

3.2.2. Real-Time Sentiment Analysis and Prediction. After
listing out the intersteps for the twitter streaming data
collection step, streaming data are ingested form Twitter to
Kafka’s topic. Spark streaming and machine learning ca-
pabilities are then utilized to process streaming tweets and
perform the best prediction model for sentiment analysis. In
particular, Spark streaming preprocesses the collected tweets
of coronavirus on-the-fly to convert them into vectors to be
fitted in the best machine learning model; and then the best
machine learning model realizes the corresponding senti-
ment prediction of each one in real-time. Substantially, the
intersteps for real-time sentiment analysis and prediction are
listed as follows:

(i) For the analysis step, Spark Streaming API retrieves
tweets from Kafka’s topic and performs the pre-
processing steps, including noise removing, toke-
nization, normalization, and stemming. +en, it
extracts features to send them in a vector structure to
the best model.

(ii) For the prediction step, Spark uses the best pre-
dictionmodel obtained in the offline phase to classify
each tweet’s sentiment about coronavirus into three
notable classes: positive, negative, and neutral real-
time. For example, using the retrieved tweet in
Figure 3, the proposed system can predict that the
Twitter user has negative feelings about corona
because he is afraid of being sick. +e online pre-
diction results could be emitted to any data source
such as real-time reporting and dashboard, storage,
and mobile apps.

4. Results and Discussion

In this section, the experimental evaluation of the proposed
system is presented, starting by describing the experiment
setup.

4.1. Experiment Setup. Our proposed system for real-time
sentiment analysis has been developed in Python using
Spark’s Mlib to implement machine learning models in-
cluding RF, DT, LR, SVM, and KNN. Twitter Streaming API
was used to collect data from Twitter, and Apache Kafka was
used to receiving streaming data then ingesting it into Kafka
topic. Spark streaming was used to read tweets streaming
from a Kafka topic. +e experiments have been performed
using Spark cluster version 2.6.0 which consists of one

master node and two worker nodes configured with a 20GB
of RAM, 7 cores, 100GB disk and running over Ubuntu
Linux 18.04.

+e experiments of developing the offline model aim to
find the optimal machine learning model with the highest
performance to use in the real-time prediction of the sen-
timent polarity. We examine the five machine learning
models’ performance using the collected tweets dataset,
which is about coronavirus (Twitter hashtags are #Coro-
navirus and #COVID-19) during the period between 30/01/
2020 and 01/06/2020. +e dataset is preprocessed, including
cleaning, tokenization, stop-word removing, and stemming
steps, as described in the previous sections. +en, the dataset
is pretrained into positive, negative, and neutral using
TextBlob API. +e machine learning models were first
trained with 90% of data and then tested with the remaining
10% of data. +e five machine learning classifiers were
implemented using the Scikit-learn 0.21.3 package in Python
3.7. for classification. In addition, the stratified 10-fold cross-
validation is used for hyperparameter tuning and model
training. Four standard metrics are used to evaluate the
models, including accuracy, precision, recall, and F1-score.
We used TF-IDF features extraction methods with different
sizes of n-gram from n� 1 to n� 4. +erefore, for the offline
phase, our experiments could be divided into unigram,
bigram, trigram, and four-gram with two matrix sizes: 1000
and 3000. +e following two sections discuss the collected
results of the offline phase and the online phase in detail.

4.2. Results of the Offline Phase. In this section, the results of
applying five machine learning models including cross-
validation results and testing results are described. Each
machine learningmodel performance is discussed using four
sizes of TF-IDF feature extraction including, unigram,
bigram, trigram, and four-gram, and two matrix sizes: 1000
and 3000.

4.3. Cross-Validation Results. We experimentally demon-
strate the performance of the 10-fold CV results of the five
machine learning models over the used dataset with two
different matrix sizes (i.e., 1000 and 3000). As the results
shown in Tables 2–6, for DT, KNN, LR, RF, and SVM,
respectively, the dataset using 3000 matrix size has higher
performance for all TF-IDF feature extraction methods,
including unigram, bigram, trigram, and four-gram. We
attribute this behaviour to the larger number of words
within the matrix. When the number of words is slightly
larger, the weighting metric becomes more significant,
which improves the machine learning model performance.
However, the machine learning models’ performance using
3000 matrix sizes varied based on the model and the feature

These commercials on TV with people wearing masks is kinda making me
Sick. #COVID19

· 8s

Figure 3: Real-time stream Twitter message using #COVID-19
hashtag.
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extraction method. For example, as shown in Table 2, the DT
model using unigram with 3000 matrix size has obtained the
highest performance (accuracy of 87.09%, precision of
87.14%, recall of 87.15%, and F1-score of 86.4%). However,
the worst DT model performance has been achieved using
four-gram and 1000 matrix size (accuracy of 81.32%, pre-
cision of 81.93%, recall of 81.37%, and F1-score of 81.14%).
Similar to the LR model, the highest performance has been
achieved using unigram with 3000 matrices (accuracy of
89.22%, precision of 89.36%, recall of 89.22%, and F1-score
of 89.08%) (Table 3). +e worst LR model performance has
been achieved using four-gram and 1000 matrix size (ac-
curacy of 83.47%, precision of 84.79%, recall of 83.47%, and
F1-score of 83.05%). Regarding KNN, the highest perfor-
mances have been obtained using four-gram and 300 matrix
size among other feature extraction (accuracy of 69.25%,
precision of 76.16%, recall of 69.25%, and F1-score of
66.56%) (see Table 4). Furthermore, KNN has recorded the
worst performance using unigram and 1000 matrix size
(accuracy of 65.75%, precision of 73.33%, recall of 65.75%,
and F1-score of 63.5%). As the results shown in Table 5, the
RF model has achieved the highest performance using
unigram and 3000 matrix size compared with other feature
extraction methods (accuracy of 89.56%, precision of 90.05,
recall of 89.62, and F1-score of 89.3%). However, we have
noticed that RF has recorded the lowest performance using
four-gram and 1000 matrix size (accuracy of 85.29%, pre-
cision of 86.62%, recall of 85.34%, and F1-score of 84.96%).
It can be seen in Table 6 that SVM has recorded the highest
improvements using unigram and 3000 matrix size (accu-
racy of 88.8%, precision of 89.52%, recall of 88.8%, and F1-
score of 88.54%). In comparison, the lowest performance
was obtained using the four-gram method with 100 matrix
size (accuracy of 84.56%, precision of 86.27%, recall of
84.56%, and F1-score of 84.1%).

4.4. Testing Results. In this section, we discuss the five
machine learning models’ generalization performance using
the unseen test dataset with two different matrix sizes (i.e.,
1000 and 3000). Tables 2–6 have described the testing
performance of machine learning models including DT,
KNN, LR, RF, and SVM, respectively. As shown in Table 2,
the DTmodel has reached the highest testing performances
using the bigram feature extraction method and 3000 matrix
size (accuracy of 81.13%, precision of 80.91%, recall of
81.13%, and F1-score of 80.88%). However, it has the worst
testing performances with 1000matrix size using the trigram
method (accuracy of 77.92%, precision of 77.92%, recall of
77.92%, and F1-score of 77.53%). LR has obtained consistent
testing performances with cross-validation performances. It
has achieved the highest testing performances using the
unigram method and 3000 matrix size of the dataset (ac-
curacy of 82.94%, precision of 83.01%, recall of 82.94%, and
F1-score of 82.61%), and the lowest performances were
reported using the four-gram method with 1000 matrix size
(accuracy of 80.23%, precision of 80.87%, recall of 80.32%,
and F1-score of 79.85%) (see Table 4). Although KNN re-
ported the lowest testing performances, they are consistent

with the cross-validation performances (see Table 3). For
example, KNN has obtained the highest test performances
using the four-gram method (accuracy of 64.62%, precision
of 71.04%, recall of 64.62%, and F1-score of 60.06%). For the
RF model, the highest testing performances have been ob-
tained using the unigram method with 3000 matrix size
(accuracy of 84.71%, precision of 85.8%, recall of 84.71%,
and F1-score of 84.06%) (see Table 5). Also, it can be seen
that the lowest testing performances have been reported
using the bigram method with 1000 matrix size. For the
SVM model described in Table 6, the unigram using 3000
matrix size of the dataset has achieved the highest testing
performances compared with the other feature extraction
methods (accuracy of 81.17%, precision of 83.33%, recall of
81.17%, and F1-score of 80.35%). However, it can be noticed
that the unigram method has reported the lowest testing
performances using 1000 matrix size. Significantly, LR and
KNN models have reported consistent testing performances
with cross-validation performances, while DT, RF, and SVM
models have not, even though all testing performances are
lower compared with cross-validation performances.

5. Discussion

From the results obtained in our experiments, Figures 4 and
5 depict the empirical results in the big picture for the cross-
validation performances and the testing results, respectively.
+ey are showing the performance of the best models for
each feature extraction method. To summarize the com-
pared models’ performance, we explore the average cross-
validation and the testing results of each model using dif-
ferent sizes of feature extraction methods, n-gram from n� 1
to n� 4 and two sizes of matrix 1000 and 3000. Again, it can
be noticed that all models have utilized the larger matrix size
of the dataset using 3000 matrix size of the dataset to im-
prove their results. On average, the RF model has achieved
the highest cross-validation average and the testing per-
formance average compared with other regular machine
learning models. For cross-validation results, the RF model
has reached the accuracy of 89.56%, precision of 90.05%,
recall of 89.62%, and F1-score of 89.3% using the unigram
feature extraction method. For performance testing, RF has
achieved an accuracy of 84.71%, precision of 85.8%, recall of
84.71%, and F1-score of 84.06% using the unigram method.
LR has achieved the second-best results of cross-validation
performance using the unigram method over 3000 matrix
size of the dataset (the accuracy of 82.94%, precision of
83.01%, recall of 82.94%, and F1-score of 82.61%). Also, it
has been reported to be the second-best results using the
unigram method of performance testing (the accuracy of
82.94%, precision of 83.01%, recall of 82.94%, and F1-score
of 82.61%). SVM achieved the third rank on the average of
cross-validation performance and the testing results unig-
ram.+e cross-validation results have recorded the accuracy
of 88.8%, precision of 89.52%, recall of 88.8%, and F1-score
of 88.54%, and for testing results, the accuracy of 81.17%,
precision of 83.33%, recall of 81.17%, and F1-score of 80.35%
were recorded. DTand KNN have reported the lowest cross-
validation and testing results, where DT achieved the fourth
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rank and KNN achieved the fifth rank. For cross-validation
results, DT has reported the accuracy of 87.09%, precision of
87.14%, recall of 87.15%, and F1-score of 86.4% using the
unigram method.

In contrast, KNN has reported an accuracy of 69.25%, a
precision of 76.16%, a recall of 69.25%, and an F1-score of

66.56% using the four-gram method. Similar to the testing
results, DT has reported the accuracy of 81.13%, precision of
80.91%, recall of 81.13%, and F1-score of 80.88% using the
bigram method. In comparison, KNN has reported the
accuracy of 64.62%, precision of 71.04%, recall of 64.62%,
and F1-score of 60.06% using the four-gram method.

Table 4: +e performance of the LR model.

Feature extraction method Matrix size
Testing performance Cross-validation performance

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Unigram
1000 80.82 81.22 80.82 80.38 84.54± 0.4 85.53± 0.48 84.54± 0.4 84.16± 0.43
3000 82.94 83.01 82.94 82.61 89.22± 0.4 89.36± 0.42 89.22± 0.4 89.08± 0.41

Bigram
1000 80.8 81.33 80.8 80.33 83.98± 0.31 85.11± 0.35 83.98± 0.31 83.56± 0.32
3000 82.32 82.84 82.32 81.84 88.52± 0.38 88.86± 0.43 88.52± 0.38 88.31± 0.39

Trigram
1000 80.56 81.08 80.56 80.09 83.92± 0.32 85.04± 0.39 83.92± 0.32 83.5± 0.33
3000 82.32 82.84 82.32 81.84 88.52± 0.38 88.86± 0.43 88.52± 0.38 88.31± 0.39

Four-gram
1000 80.32 80.87 80.32 79.85 83.47± 0.31 84.69± 0.33 83.47± 0.31 83.05± 0.33
3000 82.32 82.35 82.32 82.01 88.36± 0.43 88.55± 0.46 88.36± 0.43 88.18± 0.44

Table 5: +e performance of the RF model.

Feature extraction method Matrix size
Testing performance Cross-validation performance

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Unigram
1000 83.36 84.69 83.36 82.73 86.43± 0.48 87.41± 0.46 86.37± 0.49 86.02± 0.57
3000 84.71 85.8 84.71 84.06 89.56± 0.34 90.05± 0.46 89.62± 0.34 89.3± 0.48

Bigram
1000 83.05 84.41 83.05 82.38 85.79± 0.51 86.87± 0.52 85.81± 0.49 85.4± 0.61
3000 84.7 85.81 84.7 84.09 89.48± 0.36 89.79± 0.45 89.44± 0.35 89.12± 0.45

Trigram
1000 83.11 84.49 83.11 82.45 85.81± 0.46 86.93± 0.49 85.76± 0.41 85.4± 0.44
3000 84.67 85.82 84.67 84.04 89.39± 0.44 89.9± 0.35 89.48± 0.39 89.2± 0.33

Four-gram
1000 83.07 84.49 83.07 82.46 85.29± 0.51 86.62± 0.57 85.34± 0.57 84.96± 0.56
3000 84.61 85.82 84.61 84 89.41± 0.44 89.85± 0.41 89.4± 0.39 89.11± 0.41

Table 2: +e performance of the DT model.

Feature extraction method Matrix size
Testing performance Cross-validation performance

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Unigram
1000 78.91 78.91 78.91 78.48 82.85± 0.37 83.32± 0.49 82.89± 0.35 82.38± 0.56
3000 80.31 80.09 80.31 80.06 87.09± 0.75 87.14± 0.66 87.15± 0.66 86.84± 0.66

Bigram
1000 78.34 78.32 78.34 77.96 82.17± 0.22 82.72± 0.29 82.09± 0.28 81.78± 0.26
3000 81.13 80.91 81.13 80.88 85.76± 0.5 85.86± 0.45 85.86± 0.47 85.59± 0.58

Trigram
1000 77.92 77.92 77.92 77.53 82.23± 0.53 82.84± 0.52 82.25± 0.48 81.93± 0.47
3000 80.31 80.1 80.31 80.09 86.23± 0.87 86.13± 0.86 86.09± 0.81 85.98± 0.87

Four-gram
1000 77.97 77.96 77.97 77.6 81.32± 0.59 81.93± 0.43 81.37± 0.49 81.14± 0.53
3000 80.37 80.15 80.37 80.09 85.73± 0.75 85.66± 0.74 85.73± 0.82 85.45± 0.72

Table 3: +e performance of the KNN model.

Feature extraction method Matrix size
Testing performance Cross-validation performance

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Unigram
1000 62.15 69.94 62.15 58.99 65.75± 0.52 73.33± 0.65 65.75± 0.52 63.5± 0.6
3000 63.77 70.11 63.77 59.36 68.36± 0.61 74.72± 0.54 68.36± 0.61 65.7± 0.76

Bigram
1000 62.97 70.96 62.97 59.5 66.09± 0.59 73.85± 0.89 66.09± 0.59 63.74± 0.76
3000 64.49 71.02 64.49 59.96 69.13± 0.76 76.04± 0.56 69.13± 0.76 66.44± 0.97

Trigram
1000 63 70.72 63 59.57 66.08± 0.54 73.69± 0.71 66.08± 0.54 63.75± 0.65
3000 64.54 70.69 64.54 60.07 69.07± 0.75 75.61± 0.66 69.07± 0.75 66.39± 0.96

Four-gram
1000 62.93 71.24 62.93 59.53 66.09± 0.63 73.76± 0.93 66.09± 0.63 63.75± 0.8
3000 64.62 71.04 64.62 60.06 69.25± 0.82 76.16± 0.66 69.25± 0.82 66.56± 1.05
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Consequently, RF is outperforming SVM, DT, LR, and KNN
for cross-validation and testing results. Based on these re-
sults, it can be tentatively concluded that an RF classifier
using the unigram feature extraction method will be used in
the sentiment prediction model’s real-time performance.

5.1. Real-Time Performance of the Proposed System. +e
online sentiment prediction pipeline component aims to
assess the proposed system’s ability to work in real-time by
receiving tweets streaming from Twitter. In particular, it is
used to estimate the strength of the system to predict
people’s opinions from tweets in real-time. After testing and
developing an offline sentiment analysis model component,
the best developed model which is RF with unigram and
3000 sizes of feature matrix is used to predict people’s
opinions about coronavirus in real-time. +e proposed
system collects tweets from Twitter using Twitter Streaming
API then ingests it into Kafka’s topic. Spark streaming reads
tweets as streaming from Kafka’s topic and applies analysis
steps in real-time. Preprocessed tweets are sent to the best
model to predict sentiment including neutral, positive, or
negative in real-time. In our work, the real-time perfor-
mance of the system has been evaluated using 2000 tweets.
+e tweets are classified into 800 neutrals, 800 positives, and
400 negatives.

6. Conclusions

+is paper has presented a system for real-time sentiment
prediction on Twitter streaming data for coronavirus pan-
demic. +e proposed system has been developed using
Twitter Streaming API, Apache Kafka, Apache Spark, and
regular machine learning models. It consists of two com-
ponents, namely, developing an offline sentiment analysis
model and an online prediction pipeline. +e offline model
component is used to obtain the best machine learning
model, which will be used on the online sentiment pre-
diction using n-gram and TF-ID feature extraction methods.
We have evaluated five machine learning models, which are
DT, LR, KNN, RF, and SVM, using the collected dataset (i.e.,
historical streaming tweets in the period 23/01/2020 and 01/
06/2020 filtered by #COVID-19 and #Coronavirus hash-
tags). +e empirical results have proved that the RF model
using the unigram feature extraction method has achieved
the best performance compared with the other models. +e
online prediction pipeline component is used to predict the
coronavirus tweets’ sentiment polarity in real-time. It has
used the Twitter Streaming API to collect streaming tweets
about coronavirus in real-time then sends them to Kafka.
Spark streaming has analyzed the ingested tweets and for-
wards them to the best machine learning model, which is the
RF model, to predict the sentiment polarity about the

Table 6: +e performance of the SVM model.

Feature extraction method Dataset
Testing performance Cross-validation performance

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Unigram
1000 79.66 82.38 79.66 78.52 85.63± 0.48 87.03± 0.51 85.63± 0.48 85.26± 0.52
3000 81.17 83.33 81.17 80.35 88.8± 0.32 89.52± 0.37 88.8± 0.32 88.54± 0.36

Bigram
1000 79.43 82.28 79.43 78.26 85.07± 0.48 86.63± 0.53 85.07± 0.48 84.65± 0.53
3000 80.79 83.08 80.79 79.95 88.44± 0.4 89.19± 0.45 88.44± 0.4 88.15± 0.44

Trigram
1000 79.61 82.25 79.61 78.47 85.04± 0.5 86.6± 0.52 85.04± 0.5 84.62± 0.55
3000 80.78 83.07 80.78 79.93 88.43± 0.37 89.19± 0.45 88.43± 0.37 88.15± 0.42

Four-gram
1000 79.62 82.29 79.62 78.49 84.56± 0.55 86.27± 0.54 84.56± 0.55 84.14± 0.59
3000 80.5 82.8 80.5 79.67 88.33± 0.37 89.09± 0.44 88.33± 0.37 88.04± 0.42
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coronavirus in tweets in real-time. +e experimental results
show that the RFmodel using the unigram feature extraction
method has achieved the best performance.

Data Availability

+e historical tweets’ dataset was collected in duration from
23/01/2020 to 30/06/2020 from Twitter and filtered by
#COVID-19 and #Coronavirus hashtags.
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