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Abstract: Measuring and managing the financial sustainability of the borrowers is crucial to financial
institutions for their risk management. As a result, building an effective corporate financial distress
prediction model has been an important research topic for a long time. Recently, researchers are
exerting themselves to improve the accuracy of financial distress prediction models by applying
various business analytics approaches including statistical and artificial intelligence methods.
Among them, support vector machines (SVMs) are becoming popular. SVMs require only small
training samples and have little possibility of overfitting if model parameters are properly tuned.
Nonetheless, SVMs generally show high prediction accuracy since it can deal with complex nonlinear
patterns. Despite of these advantages, SVMs are often criticized because their architectural factors are
determined by heuristics, such as the parameters of a kernel function and the subsets of appropriate
features and instances. In this study, we propose globally optimized SVMs, denoted by GOSVM,
a novel hybrid SVM model designed to optimize feature selection, instance selection, and kernel
parameters altogether. This study introduces genetic algorithm (GA) in order to simultaneously
optimize multiple heterogeneous design factors of SVMs. Our study applies the proposed model
to the real-world case for predicting financial distress. Experiments show that the proposed model
significantly improves the prediction accuracy of conventional SVMs.

Keywords: financial distress prediction; support vector machines; instance selection; feature selection;
genetic algorithm

1. Introduction

The financial sustainability of a company is one of the most important factors in maintaining
the soundness of the state and society. In particular, the financial sustainability of the borrowers
directly affects the sustainability of financial institutions. Thus, measuring and managing the financial
sustainability of the borrowers has been an important role for those institutions. Financial institutions
evaluate the sustainability of the borrowers by using the corporate financial distress prediction model.
That is, the corporate financial distress prediction model plays an essential role for risk management
of the financial institutions [1,2]. As a result, corporate financial distress prediction has long been an
important research topic in finance and management literature. Financial distress prediction models
proposed in previous studies have applied various statistical and artificial intelligence techniques
like discriminant analysis (DA), logistic regression (LOGIT), decision tree (DT), case-based reasoning
(CBR), and artificial neural network (ANN) [3–8]. Among them, ANN has been one of the most
frequently used techniques because of its high prediction accuracy. However, in reality, many financial
institutions still hesitate to adopt ANN due to its inherent limitations, such as the possibility of
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overfitting, difficulty in understanding the model (i.e., black box modeling), and the requirement of
large data samples.

Under this background, support vector machines (SVMs) are being considered as an alternative to
ANN [9,10]. ANN is based on the principle of empirical risk minimization, which means it is designed
to seek to minimize misclassification error or deviation from the correct solution of each training datum.
Thus, it is easy to fall into a local optimal solution in ANN. Contrast to ANN, SVMs are based on the
principle of structural risk minimization, so it searches a decision boundary to minimize an upper
bound of the generalization error. Therefore, overfitting is unlikely to occur with SVMs. Moreover,
SVMs use only a small portion of training dataset, which is called ‘support vectors.’ For these reasons,
a number of the recent studies on corporate financial distress prediction have used SVMs or SVM-based
hybrid techniques as a classifier. Furthermore, most of them have shown that SVMs outperform other
techniques, including ANN, for predicting corporate financial distress see [9–19].

Although SVMs have many advantages, the application of SVM is not quite simple because
it requires the proper setting of some design factors. For example, selecting an appropriate kernel
function and its parameters (e.g., C, d, σ2) and selecting an appropriate feature subset in SVMs may
substantially affect the prediction performance. In addition, selecting proper instance selection (that
is, prototype selection) may also improve the classification accuracy by eliminating irrelevant and
distorting training samples. Nonetheless, these design factors were set by heuristics in most prior
studies on SVMs.

Several studies have tried to apply a ‘grid-search’ algorithm to SVMs to search for the optimal
parameters of the kernel function, but the method has been criticized because it may cause inferior
efficiency problems [20,21]. There have also been some attempts to optimize feature subset selection,
kernel parameters, or both of them. However, optimal instance subset selection has seldom been
applied to SVMs, although it has proven to be effective for improving the prediction performance of
other classifiers like CBR and ANN [8,19,22]. In particular, there have been no attempts to achieve a
totally optimized SVM model that optimizes feature selection, instance selection, and kernel parameters
all at once in the domain of financial distress prediction.

Therefore, this paper suggests a novel hybrid SVM model, which simultaneously optimizes
feature subsets, instance subsets, and kernel parameters in order to raise the prediction accuracy of
the financial distress. For the simultaneous optimization of multiple heterogeneous factors, this study
adopts genetic algorithm (GA), which has been applied by numerous prior studies as an optimization
tool [8,22–24]. To validate the effectiveness of the proposed model, this paper applies the proposed
model to a real-world case for corporate financial distress prediction and reviews the experimental
results from the application.

The rest of this paper is organized as follows. The following section briefly introduces related
works on corporate financial distress prediction and reviews two main techniques of our proposed
model—SVMs, GA, and the combination of these two techniques. Section 3 proposes our research
model, the simultaneous optimization of feature subset, instance subset, and kernel parameters via
the GA approach. The following section provides research design and experiments. In Section 5,
the experimental results and their meanings are presented. In the final section, the conclusions and
limitations of the study are presented.

2. Literature Review

We propose the combined model of two artificial intelligence techniques, SVMs and GA for
achieving effective corporate financial distress prediction. Thus, we first review prior studies on
corporate financial distress prediction and examine their limitations. Next, we examine the basic
concepts of SVMs and GA, which are the core algorithms of this study. Finally, we review previous
studies that attempted to optimize SVM and GA.
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2.1. Prior Studies on Financial Distress Prediction

Since predicting corporate financial distress is critical for risk management in companies and
financial institutions, there has been substantial research in this area by academics. Most prior studies
have tried to predict corporate financial distress using the signals of financial data or ratios. To do this,
they adopted various data-driven techniques including DA, LOGIT, DT, CBR and ANN.

For example, Altman [3] tried to predict corporate financial distress using DA. A more recent
study by Ohlson [4] used LOGIT and PROBIT to predict the financial distress. Falbo [25] proposed a
modified DA model for credit scoring in order to improve discriminatory power by reflecting trend
and stability of multiple year financial/operating ratios.

In contrast to early studies that had applied statistical techniques in corporate financial distress
prediction, modern studies started to apply artificial intelligence (AI) techniques to predict financial
distress. For example, Odom and Sharda [5] and Tam and Kiang [6] proposed ANN as a classifier
for predicting corporate financial distress. Tam [26] and Malhotra and Malhotra [27] also applied
ANN to predict bank financial distress and problem consumer loans, respectively. Several later studies
further investigated the use of AI or data mining techniques in financial distress prediction. A large
portion of these studies mainly applied ANN and tested its feasibility in predicting corporate financial
distress because of its high prediction accuracy. However, ANN has many drawbacks, including
the risk of overfitting problems, the need to determine the value of the control parameters and the
number of processing elements in the layer. In addition, training ANN generally requires a large sized
training dataset. Thus, SVMs have recently attracted increasing attention. SVMs are known to mitigate
the limitations of ANN, and numerous prior studies report that SVMs outperform ANN from the
perspective of prediction accuracy. As a result, several recent studies on predicting financial distress
have adopted SVMs as an alternative to ANN [9–12,14].

2.2. SVM and its Application to Financial Forecasting

The basic SVM concept, proposed by Vapnik [28], was designed for mitigating typical binary
(two-class) classification problems. It is based on two main ideas—(1) maximum margin classification,
and (2) nonlinear mapping of the input vectors into a high-dimensional feature space.

Basically, SVMs are designed to use a special kind of linear model for classification, which is
called ‘the maximum margin hyperplane.’ Given a training dataset, SVMs seek to find an optimal
separating hyperplane with the maximum-margin separation between the decision classes. At this
time, the training samples closest to the maximum margin hyperplane are called support vectors.
In SVMs, only support vectors are used for defining the class boundary. Thus, when the number of
training samples is not enough, SVMs are known to be more robust compared to ANN.

In order to implement nonlinear classification using a linear model, SVM adopts nonlinear
mapping of the input vectors into a higher dimension. It means that SVM transforms inputs into the
high-dimensional feature space and constructs a linear model in order to implement nonlinear class
boundaries. The function K

(
xi, xj

)
, termed ‘kernel function,’ is used for this transformation. There are

several types of kernel functions, but among them, two types are generally adopted in applications [21].
They are (1) the polynomial kernel K

(
xi, xj

)
=

(
1 + xT

i xj
)d and (2) the Gaussian radial basis function

(RBF) K
(

xi, xj
)
= exp

(
−1/σ2(xi − xj

)2
)

, where d is the degree of the polynomial kernel and σ2 is
the bandwidth of the Gaussian RBF kernel. Among these two kernel types, the Gaussian RBF is known
to be superior to the polynomial kernel in terms of accuracy and efficiency [21,29,30].

The SVM described above works properly only for the separable case, that is, the case where
the training data is linearly separable. However, in reality, the most cases are linearly inseparable.
For these non-separable cases, SVM has to adopt an additional penalty function associated with
misclassification. This leads to the use of an additional parameter C, which is the upper bound of the
Lagrange multipliers for finding the optimal hyperplane. The parameter C should be set to reflect the
knowledge of the noise on the data, but it is mostly set by heuristics since it is difficult to seize the
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distribution of noise in the data in advance [10,22,28,30]. For more details on how the SVM algorithm
works, readers may refer to Gunn [31].

SVMs have many advantages over ANN. First, the parameters of SVMs to be tuned are few.
Except for the upper bound C for the non-separable cases, and some parameters (e.g., d or σ2) contained
in the kernel functions, there are no parameters to be determined in SVMs [32]. Overfitting is also
unlikely to occur with SVMs. Overfitting lies in excessive flexibility in the decision boundary, but the
maximum hyperplane of SVMs is relatively robust and allows for little flexibility [33].

There have been some studies on applying SVMs to financial forecasting. Mukherjee et al. [34]
and Tay and Cao [35] examined the predictability of financial time-series data with SVMs. Especially,
Tay and Cao [35] showed that SVM is superior to ANN according to the several criteria including
normalized mean square error, directional symmetry and so on. Similar to Tay and Cao [35], Kim [36]
used SVMs to forecast the future direction (up or down) of the stock market index in Korea. In this
study, the author compared the performance of SVMs with that of other techniques like ANN and
CBR, and reported that SVMs showed the best prediction accuracy.

Several recent studies investigated the applicability of SVMs to corporate financial distress
prediction. Fan and Palaniswami [9] showed that SVMs outperformed other traditional techniques,
such as DA, multi-layer perceptron (MLP), and learning vector quantization (LVQ), in predicting
corporate financial distress. Shin et al. [10] empirically showed that the accuracy and generalization
performance of SVMs were better than those of ANN, as the training set size decreased. Min and
Lee [11] also showed that SVMs outperformed LOGIT, DA, and ANN in predicting corporate financial
distress. Other than these studies, Ahn et al. [24], Chen and Hsiao [21], Huang et al. [37], Wu et al. [38],
and Zhou et al. [39] also empirically validated the superiority of SVMs or SVM-based hybrid techniques
for predicting financial distress.

2.3. Genetic Algorithm (GA)

GA is known as an efficient and effective search method that attempts to simulate the biological
evolution phenomenon. It is popularly employed to find near-optimal solutions for large search
spaces [40]. With the application of genetic operations, it is designed to gradually improve the search
results. In particular, a mechanism like mutation prevents GA from falling into the local optima, and a
mechanism like crossover can reduce search time. The general evolution process of GA proceeds
as follows.

First, a set of solutions is randomly created. This set is called a population. Additionally,
each solution in the population is called a chromosome. A chromosome should be designed to
represent a solution, and it is designed in most cases as the form of a binary string.

After generating the initial population, genetic operators are applied to the population. There are
many kinds of genetic operators, but selection, crossover, and mutation are popularly used.
The selection operator selects the fittest chromosomes by evaluating the fitness value of each
chromosome. Here, the fitness value of each chromosome is calculated from a user-defined function,
called fitness function. In general, accuracy is used as a fitness function for the classification problems.
The crossover operator exchanges the genes of two parent chromosomes to obtain new offspring to
achieve better solutions. In the mutation operator, the bits that are arbitrarily selected with very low
probability are inverted. By applying these genetic operators, a new population is formed, consisting
of the fittest chromosomes as well as offspring of these chromosomes, based on the philosophy of
survival of the fittest.

The above evolution procedure that applies genetic operators and creates a new population is
repeated until the stopping conditions are satisfied [41,42].

2.4. Optimization of SVM Using GA

Until now, many researchers have proposed various ways for optimizing the design factors of
SVMs using GA. Their approaches can be classified into four categories. The first category is to apply
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GA to optimize ‘the kernel function and its parameters.’ For example, Pai and Hong [29] used GA
to optimize free parameters used in the kernel function of SVMs. In particular, they used Gaussian
RBF as the kernel function, proposed a novel SVM model that used optimized C, σ2, ε parameters
through GA.

Wu et al. [38] also proposed a GA based SVM model to optimize some parameters of SVM, C and
σ2, for obtaining the highest accuracy and generalization ability. They used a real-valued GA to
optimize two parameters of SVMs for predicting financial distress. They compared the accuracy of the
proposed model with that of other models including DA, LOGIT, PROBIT, ANN, and conventional
SVMs. The paper showed that the proposed model outperformed the other comparative models.

Chen and Hsiao [21] integrated GA and SVMs to create a model to diagnose the business crisis
of Taiwan firms by optimizing C and σ2 of SVMs. They compared the prediction performance of the
integrated GA-SVM with all available variables and that of the GA-SVM with the selected variables
from DA. The results showed that the GA-SVM with the selected variables from DA performed better
than the other models including the GA-SVM with all variables and conventional DA.

Gu et al. [43] proposed a hybrid of GA and SVM (termed ‘G-SVM’) approaches in housing price
forecasting. In their study, SVMs were proven to be a robust and competent algorithm for both
classification and regression in many applications. They also applied GA to simultaneously optimize
the parameters of SVMs and compared the results with those of the grey model. The experimental
results showed that the forecasting accuracy of the G-SVM approach was superior to that of the
grey model.

Howley and Madden [44] tried to extend the targets of optimization. Specifically, they proposed
a new GA-SVM model that the optimized kernel parameters as well as kernel function. As a result,
they could present the globally-optimized kernel function and parameters.

The second category of GA-optimization of SVM is ‘feature (subset) selection.’ Feature selection
is to select only a small subset of features that are relevant to the dependent variable. The proper
selection of the input features may enhance classification performance by characterizing each sample
more accurately [37,45]. Moreover, it reduces the space of input vectors, so it makes the classification
work more efficiently. For these reasons, studies on feature selection have been conducted for a long
time, and many of them have adopted GA as a tool for achieving optimal feature selection regardless
of their classifiers. At an early stage, feature selection using GA was mainly applied to the classifiers
like CBR or ANN. However, some recent studies have tried to optimize the feature selection of SVMs
using GA in order to solve various problems. For example, Lee and Byun [46] and Sun et al. [47]
applied this technique for identification of the images and Li et al. [23] employed it for detecting cancer.
It is also applied in gear fault detection [48], abnormal keystroke detection [49], direct marketing [50],
and stock market prediction [51].

The third category is the ‘simultaneous optimization of kernel parameters and feature subset
selection.’ Since both kernel parameters and appropriate feature selection affect the classification
performance of SVMs, it is more reasonable to optimize these factors all at once. Nonetheless, there are
only a few prior studies that tried this approach.

Kim et al. [23] applied this technique for detecting network intrusion and Jack and Nandi [52]
used this for detection of machinery faults. Zhao et al. [53] suggested that this approach can improve
protein sequence classification. Additionally, Min et al. [12] used this approach for corporate financial
distress prediction. All of them reported that the prediction performance of their proposed models are
superior to other comparative models.

Huang and Wang [20] tried several real-world datasets using GA-based simultaneous
optimization model of kernel parameters and feature selection. They found that their proposed
approach significantly improved the classification accuracy as well as decreased the number of the
input features for SVMs compared with the grid algorithm—a traditional method of performing
parameters searching.
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Huang et al. [37] tested the usability of the hybrid GA-SVM model in the context of credit scoring
area. They proposed three SVM-based modes: The first mode is to optimize the model parameters
using the grid search, the second is to calculate the F-score to select the input features, and the last
mode is to simultaneously optimize model parameters and input features using genetic algorithms.
The experimental results showed that SVMs with the GA model outperformed the other two models
for two real-world credit datasets. They concluded that the hybrid GA-SVM model achieved good
classification performance with a small feature subset.

The final category is to simultaneously optimize feature selection, instance selection, and kernel
parameters. Similar to feature selection, instance (subset) selection is the method of selecting an
appropriate subset of the training samples. It is also called ‘editing’ or ‘prototype selection’ [8]. It may
enhance the quality of prediction by avoiding the selection of noisy or distorted training samples as
support vectors. Due to its advantages, it has long been applied to various classification techniques,
including ANN [54] and CBR [55]. However, there have been few studies that introduced instance
selection using GA for SVMs. Only a few premature studies like our preliminary study [24], Tahayna
et al. [56] and Tahayna et al. [57] tried to adopt the simultaneous optimization of the design factors
in SVMs including instance selection by using GA. Especially, as far as we know, there have been no
attempts to simultaneously optimize all of the design factors in SVMs using GA in order to build a
better financial distress prediction model. From this perspective, we propose a global optimization
model that optimizes the selection of proper features, instances, and kernel parameters of SVMs using
GA for financial distress prediction.

3. Global Optimization Model of SVM using GA

As mentioned before, we propose a novel SVM model, which simultaneously optimizes feature
selection, instance selection, and kernel parameter settings by using GA. We will hereafter call our
model GOSVM, which denotes Globally Optimized SVM model. This section describes how GOSVM
works. Figure 1 represents the process that shows how GOSVM works. The detailed explanation for
each step of GOSVM is presented as follows.

Sustainability 2018, 10, x FOR PEER REVIEW  6 of 17 

for two real-world credit datasets. They concluded that the hybrid GA-SVM model achieved good 

classification performance with a small feature subset. 

The final category is to simultaneously optimize feature selection, instance selection, and kernel 

parameters. Similar to feature selection, instance (subset) selection is the method of selecting an 

appropriate subset of the training samples. It is also called ‘editing’ or ‘prototype selection’ [8]. It may 

enhance the quality of prediction by avoiding the selection of noisy or distorted training samples as 

support vectors. Due to its advantages, it has long been applied to various classification techniques, 

including ANN [54] and CBR [55]. However, there have been few studies that introduced instance 

selection using GA for SVMs. Only a few premature studies like our preliminary study [24], Tahayna 

et al. [56] and Tahayna et al. [57] tried to adopt the simultaneous optimization of the design factors 

in SVMs including instance selection by using GA. Especially, as far as we know, there have been no 

attempts to simultaneously optimize all of the design factors in SVMs using GA in order to build a 

better financial distress prediction model. From this perspective, we propose a global optimization 

model that optimizes the selection of proper features, instances, and kernel parameters of SVMs using 

GA for financial distress prediction. 

3. Global Optimization Model of SVM using GA 

As mentioned before, we propose a novel SVM model, which simultaneously optimizes feature 

selection, instance selection, and kernel parameter settings by using GA. We will hereafter call our 

model GOSVM, which denotes Globally Optimized SVM model. This section describes how GOSVM 

works. Figure 1 represents the process that shows how GOSVM works. The detailed explanation for 

each step of GOSVM is presented as follows. 

1. Design the structure of chromosomes.

2. Generate the initial population.

3. Perform the SVM process.

4. Calculate the fitness value for each chromosome.

5. Apply genetic operators.

6. Produce a new generation.

Satisfy

the stopping criteria?

7. Apply the selected parameters to hold-out cases.

Phase 1. Initiation

Phase 2. SVM training & evaluation

Phase 3. Evolution by genetic operators

Phase 4. Checking generalizability

Test

Dataset

Training

Dataset

Hold-out

Dataset

No

Yes

 

Figure 1. The procedure of Globally Optimized Support Vector Machine (GOSVM) method. Figure 1. The procedure of Globally Optimized Support Vector Machine (GOSVM) method.



Sustainability 2019, 11, 64 7 of 17

3.1. Phase 1. Initiation

The goal of the first phase is to generate the initial population of the GA search. To do this,
the structure of a chromosome should be designed first. In order to apply the genetic operators, the values
to be encoded into a chromosome should be transformed into binary strings. Each chromosome in
GOSVM has to contain all the information on feature selection, instance selection, and kernel parameter
settings. As the values of the codes for feature selection and instance selection are set to “0” or “1,”
the selection is usually easily encoded as a binary string, where “0” indicates that the feature or instance
is not selected and “1” indicates that the feature is selected. For kernel parameters, their values are
converted to binary. The bits assigned to the values of kernel parameters determine the precision level.
In this study, we assign eight bits per parameter so that, for one kernel parameter within an interval
of [a b], the encoded value x from 6-bits codes is linearly mapped to (b − a)/64x + a. Additionally,
GOSVM applies the Gaussian RBF as the kernel function because it has been proven to be the best
performing kernel function in some prior studies [21,29,30]. Tay and Cao [35] presented that the upper
bound C and the kernel parameter σ2 are important for SVM performance for the Gaussian RBF kernel
function. Thus, the chromosome of GOSVM is designed to optimize the two kernel parameters (C, σ2)
of the Gaussian RBF kernel function. Finally, the length of each chromosome becomes m + n + 12 bits,
where m is the number of features and n is the number of instances.

After finishing the design of chromosome structure, GOSVM generates the initial population.
At this point, the values of the chromosomes in the population must be assigned random values prior
to the search process.

3.2. Phase 2. SVM Training and Evaluation

In this phase, GOSVM repeatedly performs a typical SVM process according to the assigned value
of the factors in the chromosomes. Then, it evaluates the fitness value of each chromosome. The main
objective of the GA search in GOSVM is to find the optimal or near-optimal design factors that lead to
the most accurate prediction. From this perspective, we use the prediction accuracy of the test dataset
as the fitness function of GOSVM [41,58,59]. However, one can choose performance measures other
than prediction accuracy.

3.3. Phase 3. Evolution by Genetic Operators

In the third phase, GOSVM applies genetic operators, such as selection, crossover, and mutation,
to the current population based on the evaluation results produced in Phase 2. By doing this, a new
generation of the population is generated in this phase.

After the production of a new generation, Phase 2—the SVM training process with the evaluation
of the fitness values—is processed again in order to evaluate the newly generated population. The next
generation is then created in Phase 3. That is, from this point, Phases 2 and 3 are iterated until
the stopping conditions are satisfied. Once the stopping condition is satisfied, the chromosomes
representing the best fitness value in the last population is finally selected and the optimal values of
the design elements of the GOSVM (i.e., feature selection, instance selection, and kernel parameters)
are determined by the values encoded on the chromosome.

3.4. Phase 4. Checking for Generalization

The optimized design factors determined by GA generally fit well into the test data because the GA
search of GOSVM is guided by the prediction accuracy of the test dataset. However, they occasionally
show poor prediction performance when applied to an unknown dataset. The reason this phenomenon
occurs is due to the choosing of an inappropriate model, lack of observations, and overfitting to name
a few. Among them, we can deal with overfitting in practice as follows. That is, if the design factors
of GOSVM fit too well with the given test dataset, they may lose general applicability. To avoid the
danger of overfitting and check for the generalization of the determined factors, GOSVM applies the
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finally selected design factors—the optimal feature and instance subset and kernel parameters—to the
hold-out set in the last phase.

4. The Research Design and Experiments

4.1. Application Data

To empirically validate the usefulness of GOSVM, we applied it to a real-world case of predicting
the corporate financial distresses. The experimental data were provided from H commercial bank in
Korea. The data consisted of 1548 randomly chosen, heavy industry companies. Among them, 774 cases
filed for financial distress between 1999 and 2002, and the remaining 774 cases were non-bankrupt in
the same period. The data contained detail values from financial statements as well as the status of
bankruptcy or non-bankruptcy of the corresponding companies. The status of financial distress (i.e.,
the dependent variable of the experiment) was categorized as “0” or “1”. Here, “0” denoted that the
corporate was in financial distress, and “1” denoted solvent.

To create appropriate independent variables for the prediction model, we generated 162 financial
ratios from the raw values of the financial statements and used them as the candidates for independent
variables. Based on the results of statistical analyses and the expert opinion of those responsible for
approving and managing loans in the bank, we finally selected 41 financial ratios as the independent
variables. To evaluate GOSVM with the evaluation function described in the previous section, we split
the whole data into three subsets: Training, test, and hold-out datasets in the proportions of 60%
(928 companies), 20% (310 companies) and 20% (310 companies), respectively.

4.2. Comparative Models

To test the effectiveness of the proposed model, we also applied five different SVM models to our
experimental datasets. The first comparative model, labeled COSVM (COnventional SVM model),
performs the conventional approach of SVMs. COSVM uses all the available features and all available
instances. That is, there is no special process of feature subset selection or instance subset selection
here. The kernel parameters in this model were determined by varying their values manually.

The second model, labeled GSSVM (SVM model with Grid Search), is almost the same as COSVM,
except that it uses the grid search technique to determine the values of kernel parameters. Grid search
creates combinations of the possible values of the kernel parameters first. It then applies each
combination to an SVM model, and evaluates the model using cross-validation to find the best
combination. Similar to COSVM, GSSVM contains no mechanism for selecting an optimal feature
subset or an instance subset.

In the third model, GA seeks the optimal kernel parameters. We term this model KPSVM (Kernel
Parameter optimized model of SVM by GA). Similar to COSVM and GSSVM, KPSVM also does
not contain any function of feature selection or instance selection. The studies Pai and Hong [29],
Wu et al. [38], Chen and Hsiao [21], and Gu et al. [43] proposed a similar model.

The fourth model is designed to select relevant features and to determine the optimal kernel
parameters using GA. However, similar to the prior comparative models, FSSVM is also unconcerned
with instance selection. We call this model FSSVM (Feature Selection optimized model of SVM by
GA). The prior studies of Jack and Nandi [52], Zhao et al. [53], Min et al. [12], Huang and Wang [20],
Huang et al. [37], Kim et al. [60] used this approach.

The fifth comparative model is ISSVM (Instance Selection optimized model of SVM by GA).
In ISSVM, GA is used to select an appropriate instance subset, and determine the proper value of
kernel parameters. However, it differs from GOSVM since it does not consider feature subset selection.

In addition, we applied four other comparative models to the given datasets in order to examine
the prediction performances of GOSVM. They include LOGIT, DA, ANN, and CBR. For LOGIT,
we used a forward and backward selection procedure, and set the probability for stepwise entry to 5%.
For DA, we applied a stepwise method, which selected input variables based on Wilk’s λ. In addition,
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F values were used as the criterion for entry or removal of the input variables for DA. For ANN,
we adopted a standard three-layer backpropagation network (BPN) with a standard hidden layer.
The learning rate and momentum rate of the ANN were set at 10% and the sigmoid function was used
as the transfer function of the hidden and output nodes. We repeatedly experimented with changing
the number of nodes in the hidden layer to n/2, n, 3n/2, and 2n, where n is the number of the input
variables. In addition, we finally selected the number of nodes in the hidden layer which showed
the best prediction accuracy for the hold-out dataset. A total of 150 learning epochs were set as the
stopping condition of ANN. For CBR, we applied k-Nearest Neighbor (k-NN) algorithm, and selected
k that showed the best performance in the range from 1 to 10.

4.3. Experimental Settings and System Development

For all the SVM models that use GA search (that is, KPSVM, FSSVM, ISSVM and GOSVM),
the population size for the GA search was set to 200 organisms, and the crossover and mutation rates
were set to 70% and 10%. As a stopping condition, 200 generations were permitted. The experiments
for those SVM models were conducted using our proprietary experimental software designed to
perform SVM training using the design factors optimized by GA. This software was developed on a
Java platform, and the class for SVM training was based on LIBSVM, public software for SVMs [61].
Moreover, COSVM and GSSVM were done using LIBSVM. The implementation was uploaded to a
public repository, https://github.com/skylee1020/gasvm.

In the case of other comparative models such as LOGIT, DA, CBR, ANN and SVM, we used
different professional software for each model. To apply statistical models like LOGIT and DA, we used
IBM SPSS for Windows Version 19.0. The experiments of ANN were done by using Ward System’s
Neuroshell2 R4.0. Additionally, CBR was experimented using our proprietary experimental software,
which implemented k-NN algorithm using VBA (Visual Basic for Applications) of Microsoft Excel
2013. For SVM-based comparative models including COSVM and GSSVM, LIBSVM v2.5 was used.
Grid search of GSSVM was experimented using “grid.py”, a Python program included in the LIBSVM
package. The search scopes of the parameters C and g

(
= 1/σ2) in GSSVM were set to 8–128 (23–27),

and 0.0078–1 (2−7–20) respectively. In addition, the step sizes of grid searches for log2 C and log2 g in
GSSVM were set to 0.5 each.

5. Experimental Results

In this section, we compare the prediction performances of GOSVM and other comparative
models. The detailed experimental results of some comparative models including CBR, ANN and
COSVM are presented in Appendix A. Table 1 summarizes the average prediction accuracy of GOSVM
and SVM-based comparative models (COSVM, GSSVM, KPSVM, FSSVM, and ISSVM), and Table 2
summarizes the average prediction accuracy of GOSVM and conventional classification models (LOGIT,
DA, CBR and ANN). As shown in these tables, the prediction accuracy of GOSVM is the highest.

As shown in Table 1, GOSVM achieves the highest prediction accuracy for the hold-out dataset
by 5.8%, 6.1%, 3.8%, 2.9%, and 0.9% compared to COSVM, GSSVM, KPSVM, FSSVM, and ISSVM,
respectively. Though the difference of prediction accuracy between GOSVM and ISSVM is quite
marginal, the differences with other comparative SVM models are obvious. Additionally, it is
interesting that ISSVM outperforms FSSVM by 2%. That is, the selection of appropriate instances is
more important than proper selection of the input features for this dataset. This experimental result
can be interpreted as the evidence that the optimal instance selection is very important for improving
not only CBR and ANN, but also SVM. In addition, FSSVM selected 25 features (61%) of a total of 41
features, and ISSVM selected 492 samples (53%) of a total of 928 training samples. GOSVM only used
80% (33 features) of the total features, and 62% (571 samples) of the total training samples. This implies
that the optimal feature and instance selection leads to the efficiency of SVM training by reducing the
number of features and instances to be trained.

https://github.com/skylee1020/gasvm
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It is also interesting that the performance of GSSVM is poorer than that of COSVM. The grid
search as a technique for determining the optimal kernel parameters has already been criticized in
some prior studies [20,21]. The result of our study corresponds with the results from these studies.

In Table 2, GOSVM outperforms LOGIT, DA, CBR and ANN by 5.5%, 7.7%, 11.9%, and 10.0%,
respectively. Among the conventional classification models, LOGIT showed the best prediction
accuracy, but the gap between LOGIT and GOSVM is wide. Thus, we can conclude that SVM-based
models are generally better than traditional classification models, and among these SVM-based models,
the proposed model—GOSVM—is the best.

Table 1. Average prediction accuracies of the SVM-based models.

Model Train Test Hold-out
Optimal Portion of the Selected

σ2 C Features Instances

COSVM 82.7% - 74.5% 25 100 100% 100%
GSSVM 80.2% - 74.2% 22.6 32 100% 100%
KPSVM 84.8% 77.4% 76.5% 13.0 55.9 100% 100%
FSSVM 82.6% 77.8% 77.4% 8.8 93.3 61% 100%
ISSVM 84.6% 80.0% 79.4% 12.7 36.8 100% 53%

GOSVM 84.6% 80.3% 80.3% 18.3 90 80% 62%

Table 2. Average prediction accuracies of the other classification models.

Model Train Test Hold-out Remarks for Finally Selected Model

LOGIT 78.6% - 74.8% Backward conditional, The number of the selected features = 37
DA 75.0% - 72.6% Stepwise, The number of the selected features = 16
CBR - - 68.4% k of k-NN = 7
ANN 72.8% 71.9% 70.3% The number of the nodes in the hidden layer = 42

GOSVM 84.6% 80.3% 80.3% Gaussian RBF kernel, σ2 = 18.3, C = 90

To test whether or not the differences shown in Tables 1 and 2 are statistically significant, this study
used the two-sample test for proportions. With this test, we can check if there is a difference between
the two probabilities when the prediction accuracy of the left-vertical method is compared to the
right-horizontal methods [62]. Since we compared prediction accuracy that can be interpreted as
probability, applying this test to our experimental results was reasonable. In the test, the null hypothesis
was set to H0 : pi − pj = 0, while the alternative hypothesis was Ha : pi − pj > 0 where i =

1, · · · , n − 1 and j = 2, · · · , n. Here, pk denotes the classification accuracy of the kth model, and n
denotes the total number of models to be tested. Table 3 shows the Z values of the pairwise comparison
between models.

Table 3. Z values of the two-sample test for proportions.

DA CBR ANN COSVM GSSVM KPSVM FSSVM ISSVM GOSVM

LOGIT −0.639 −1.781 ** −1.260 * −0.092 −0.184 0.468 0.754 1.338 ** 1.637 **
DA −1.145 * −0.622 0.546 0.454 1.106 * 1.391 ** 1.974 ** 2.272 ***
CBR −0.523 1.690 ** 1.598 ** 2.247 *** 2.530 *** 3.108 *** 3.403 ***
ANN 1.168 * 1.076 * 1.727 ** 2.011 ** 2.591 *** 2.888 ***

COSVM −0.092 0.560 0.846 * 1.430 ** 1.729 **
GSSVM 0.652 0.938 * 1.522 ** 1.820 **
KPSVM 0.286 0.871 * 1.171 *
FSSVM 0.585 0.885 *
ISSVM 0.300

* significant at the 10% level, ** significant at the 5% level, *** significant at the 1% level.
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As shown in Table 3, GOSVM outperforms DA, CBR and ANN at the 1% statistical significance
level and LOGIT, COSVM, and GSSVM at the 5% statistical significance level. GOSVM also
outperforms all other comparative models, except for ISSVM at the 10% statistical significance level.
Thus, we may conclude that our proposed approach achieves better prediction performance as a whole.
However, ISSVM which optimizes the instance selection also shows promising prediction accuracy
that is as good as our model in practice.

To verify the results of this study further, we additionally reviewed several non-parametric
multi-pairwise statistical tests. In particular, we reviewed Diebold and Mariano [63], Derrac et al. [64],
and Fan et al. [65], but the tests presented in the references are found to be not suitable for this
study because they require ranking of the results. This was impossible because only the binary
classification values that classify the defaults and non-defaults could be calculated in this study.
Therefore, we additionally employed the McNemar test, a non-parametric statistical test that has
widely been used in the field of corporate financial distress prediction. In contrast to the two-sample
test for proportions which is parametric, McNemar test is a non-parametric statistical test used on
paired dichotomous observations to test the differences between proportions [8]. Table 4 presents
McNemar values to compare the prediction accuracies of ten models for the hold-out data. As shown in
the table, GOSVM is better than DA, CBR, ANN, COSVM and GSSVM at the 1% statistical significance
level, and better than LOGIT at the 5%, and KPSVM at the 10%. However, it does not outperform
FSSVM and ISSVM with statistical significance.

Table 4. McNemar values for the hold-out data.

DA CBR ANN COSVM GSSVM KPSVM FSSVM ISSVM GOSVM

LOGIT 1.091 2.347 3.924 ** 0.000 0.036 0.516 1.361 4.024 ** 5.020 **
DA 0.554 1.618 0.694 0.485 3.184 * 4.780 ** 8.889 *** 9.121 ***
CBR 0.347 2.215 1.891 4.836 ** 7.603 *** 9.851 *** 31.858 ***
ANN 3.904 ** 15.858 *** 7.291 *** 8.890 *** 12.375 *** 13.935 ***

COSVM 3.440 * - 2.370 6.759 *** 7.605 ***
GSSVM - - * 7.031 *** 7.200 ***
KPSVM 0.148 2.370 3.184 *
FSSVM 0.625 1.362
ISSVM 0.093

* significant at the 10% level, ** significant at the 5% level, *** significant at the 1% level.

6. Conclusions

Prediction of financial distress or bankruptcy risks by employing the appropriate model with high
accuracy has become an important research issue in the area of business analytics [1,2,66]. In this study,
we have suggested a new kind of hybrid SVM and GA model, termed GOSVM, in order to improve
the performance of the typical SVM algorithm for financial distress prediction. This paper proposed
GA as a tool for simultaneously optimizing multiple design factors such as feature selection, instance
selection, and kernel parameters. From the experiment results, we found that GOSVM, our proposed
model, outperformed SVM-based comparative models as well as conventional classification models in
terms of predicting financial distress. Additionally, we found proper instance selection might influence
the prediction performance of SVMs more than appropriate feature selection.

The major contribution of our study is that we proposed a new way for improving the performance
of SVMs and validated it empirically by applying it to the real-world financial distress dataset. Since the
misclassification cost is very huge, it is very important to improve accuracy when building the financial
distress prediction model. We expect that our proposed method will be able to contribute to the
performance enhancement of financial distress prediction models.
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Though the main idea of this study is quite technical, its main goal (i.e. proposal of the solution
for better financial distress prediction) is closely related to financial sustainability. Inaccurate credit
rating based on poor financial distress prediction can cause improper asset pricing, which threatens
the financial sustainability of our society. A representative example is the global financial crisis in
2007 to 2008. It began with a crisis in the subprime mortgage market in the U.S., which happened
due to wrong asset pricing based on inaccurate credit rating. As we saw in 2007 to 2008, poor risk
management of financial institutions may lead to the collapse of the state or society. Thus, our study
can contribute to the domain of sustainability, especially financial sustainability.

In addition, until now instance selection has received less attention than feature selection in prior
studies on SVMs. However, our experimental results imply instance selection may play a more critical
role in improving prediction performance. This can be another academic contribution of our study.
We expect that our study will lead to more future studies on the application of proper instance selection
to SVM.

The limitations of this study are as follows. First, GOSVM requires too many computational
resources to obtain optimal design factors of SVMs. Generally, GA-based optimization models have
this limitation in common because they find the optimal solution using iterations. In the case of
GOSVM, it should repeat SVM training tens of thousands of times. Although SVMs are originally a
very efficient algorithm and takes a short time for training, such iteration may cause too much time
consumption. Consequently, efforts to make the training of GOSVM more efficient should be pursued
in the future.

Second, further investigation is needed to select the optimization technique for SVM in future
studies. In this study, we just adopted GA, and did not considered other alternatives because it is
the most popular technique in our domain. However, there are various optimization techniques such
as simulated annealing (SA), tabu search (TS), and particle swarm optimization (PSO) other than
GA. Proper selection of the optimization technique may lead to better prediction accuracy. Thus,
the effectiveness of other optimization techniques should be tested in the future.

Third, the generalization of GOSVM should be tested further. Our study did not adopt
k-fold cross-validation, but it may lead to less biased (i.e. more generalized) experimental results.
Additionally, GOSVM can be applied to any type of classification problems that require accurate
prediction, though we applied it to the corporate financial distress prediction here. Thus, in the
future, we need to validate the general applicability of GOSVM further by applying it to other
classification domains.
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Appendix A. Detailed Experimental Results

(1) CBR(k-NN)

k of k-NN 1 2 3 4 5 6 7 * 8 9 10

Prediction accuracy (%) for hold-out data 60.6 56.8 63.5 62.6 67.1 66.8 68.4 * 64.5 66.8 65.2

* The best prediction accuracy.
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(2) ANN

The number of nodes in the hidden layer 21 42 * 63 84

Prediction
Accuracy

Training data 72.0% 72.8% 71.4% 72.7%
Test data 71.6% 71.9% 70.6% 71.3%

Hold-out data 69.7% 70.3% * 69.0% 68.4%

* The best prediction accuracy.

(3) COSVM

Kernel function and its parameters Train data Hold-out data

Linear function

C = 1 75.9% 74.5%
C = 10 77.6% 73.2%
C = 33 78.2% 72.3%
C = 55 78.7% 73.2%
C = 78 78.6% 72.9%
C = 100 78.8% 73.5%

Polynomial
function

C = 1

d = 1 69.7% 69.7%
d = 2 69.1% 69.7%
d = 3 65.8% 66.1%
d = 4 50.0% 50.0%
d = 5 50.0% 50.0%

C = 10

d = 1 74.2% 74.5%
d = 2 73.3% 71.3%
d = 3 70.3% 71.3%
d = 4 68.9% 70.0%
d = 5 53.2% 54.8%

C = 33

d = 1 75.1% 74.5%
d = 2 74.9% 73.5%
d = 3 72.7% 72.3%
d = 4 70.6% 71.0%
d = 5 65.5% 66.5%

C = 55

d = 1 76.3% 74.2%
d = 2 75.5% 72.9%
d = 3 73.9% 71.3%
d = 4 71.3% 71.0%
d = 5 68.9% 70.6%

C = 78

d = 1 76.6% 74.5%
d = 2 76.9% 72.6%
d = 3 75.4% 72.6%
d = 4 71.9% 70.6%
d = 5 70.3% 70.6%

C = 100

d = 1 76.7% 74.2%
d = 2 77.3% 72.3%
d = 3 75.6% 71.9%
d = 4 72.4% 70.3%
d = 5 70.4% 70.6%
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Kernel function and its parameters Train data Hold-out data

Gaussian Radial
Basis Function *

C = 1

σ2 = 1 87.2% 72.9%
σ2 = 25 72.8% 71.6%
σ2 = 50 71.0% 69.4%
σ2 = 75 70.0% 70.0%
σ2 = 100 69.6% 70.3%

C = 10

σ2 = 1 97.8% 71.3%
σ2 = 25 77.0% 73.5%
σ2 = 50 75.4% 74.2%
σ2 = 75 74.7% 74.5%
σ2 = 100 74.2% 73.5%

C = 33

σ2 = 1 99.7% 69.0%
σ2 = 25 79.4% 73.9%
σ2 = 50 77.3% 74.2%
σ2 = 75 75.9% 74.2%

σ2 = 100 75.8% 73.9%

C = 55

σ2 = 1 99.9% 68.1%
σ2 = 25 81.7% 74.5%
σ2 = 50 78.0% 73.9%
σ2 = 75 77.5% 73.9%

σ2 = 100 76.4% 73.9%

C = 78

σ2 = 1 99.9% 68.4%
σ2 = 25 82.9% 73.9%
σ2 = 50 79.5% 73.9%
σ2 = 75 77.5% 73.9%

σ2 = 100 77.0% 73.5%

C = 100 *

σ2 = 1 100.0% 67.4%
σ2 = 25 * 82.7% * 74.5% *
σ2 = 50 80.1% 74.5%
σ2 = 75 77.8% 73.9%

σ2 = 100 77.5% 74.2%

* The best prediction accuracy.
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