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Finding out when cracks become unstable is at the heart of fracture mechanics. Cracks often grow by

avalanches and when a sample fails depends on its past avalanche history. We study the prediction of sam-

ple failure in creep fracture under a constant applied stress and induced by initial flaws. Individual samples

exhibit fluctuations around a typical rheological response or creep curve. Predictions using the acoustic

emission from the intermittent crack growth are not feasible until well beyond the sample-dependent min-

imum strain rate. Using an optical speckle analysis technique, we show that predictability is possible later

because of the growth of the fracture process zone.

DOI: 10.1103/PhysRevApplied.11.024014

I. INTRODUCTION

To predict the failure of a sample seems easy at first:

establish the limiting strength of the material at hand and

measure the loads it is subjected to. When the ultimate

strength limit is exceeded the sample will fail. However,

this is not so easy for two fundamental reasons. Even in

simpler brittle materials the size effects of fracture strength

are complicated and can at best be understood in the sta-

tistical sense using extremal statistics. More generally,

the past deformation history is of importance because the

sample has complicated internal stresses, the microstruc-

ture evolves, damage accumulates, or a dominant stable

microcrack grows.

Here, we consider creep loading of material samples

with pre-existing defects as a life-time prediction prob-

lem in statistical fracture. The topic of failure prediction

is of considerable interest as a fundamental problem in the

physics of fracture, and is also an old one in such applica-

tions as the monitoring of large-scale structures (buildings)

and following the behavior of machinery components. The

crackling noises or fracture avalanches [1,2] are impor-

tant since they indicate that fracture mechanics needs to

be understood by the tools of critical phenomena [3], just

as for other intermittent processes such as fluid invasion of

porous media, plastic deformation, or dynamics of domain

walls in many condensed matter examples. The intermit-

tent advance of single cracks and the related crack-front

roughness and avalanches are important. Sometimes the
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behavior can even be quantitatively matched with predic-

tions following from a nonequilibrium depinning transition

of the crack as a front in a disordered medium with

long-range elasticity [1,4–6]. Creep is an example of a

class of deformation problems from earthquakes [7–16]

to laboratory-scale fractures, for which one wants to try

lifetime or catastrophic-event prediction [17–33].

The creep failure of a sample follows from the accel-

erating growth of a crack and can be summarized on a

case-by-case level by empirical growth laws, in analogy to

the Paris’ law in fatigue fracture. The idea is to write down

a growth rate for the crack in a given stress state and with a

material parameter that would, for example, describe plas-

tic yielding induced by the crack or the accumulation of

damage and the reduction of the material’s compliance

[34,35]. Such laws are challenged if one considers the

behavior of individual samples, whose life-times usually

vary considerably in nominally similar tests. The origins of

this breakdown lie in the intermittency of the crack growth.

The sample failure proceeds by avalanches of very differ-

ent sizes (crack-length increments), with a cutoff expected

to increase or possibly even diverge as the life time of

the material is approached. Thus the randomness is even

more pronounced than the nominal sample-to-sample vari-

ations of static strength and critical-crack size lc would

suggest. The important question we study here is from

which point in time (“tipping point”) is it possible guess

or “forecast” the sample life-time in advance. We consider

this first by monitoring the fracture by acoustic emission

(AE) and then by an optical speckle technique that looks

at the expansion of the crack and the process zone. In the

experiments we perform, the question becomes how well
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these two techniques can be tuned to give an optimal level

of predictability.

II. EXPERIMENTS

Paper samples of ordinary copy paper are prepared with

sample dimensions of 100 mm (length and width). A pre-

cut edge notch is made on each sample with a 10-mm

nominal length. The creep loading is applied by an Instron

Electropuls E1000 tensile testing machine with a load

ramp-up time of 10 s. The load level (46 N) is pretested

so that the typical empirical lifetimes tc will end up inside

a time window of 100 to 1000 s. Due to the broad distribu-

tion of tc [33], some samples do not fail and are discarded.

The data from each test consist of the sample deforma-

tion vs time and AE data to follow the microcracking. The

last available deformation point is used to define tc. AE is

detected with a piezoelectric transducer, which is attached

to the sample. The AE events in notched-paper samples

originate from the proximity of the fracture process zone to

a notch and their localization is thus very difficult to do on

a small scale and rather irrelevant on a large scale (above 1

mm). The sampling frequency is 1 MHz, and after thresh-

olding, events are formed from data (see also Ref. [26]).

From the data, event occurrence times ti and energies Ei

are extracted to form an AE event time series. The number

of events in a time interval divided by the length defines the

event rate r(t). Each sample typically produces on the order

of 103 events with the event definition (thresholding) used

here. We present results from 26 experiments. We also per-

form an independent set of optical speckle measurements

(see Sec. III C for details).

III. RESULTS

A. Sample creep response

Figure 1(a) shows the samples’ behaviors by the strain

rate ǫt for the set of experiments. At early stages (up to

10 s), the loading phase may be noticed. This is followed

by a decaying-strain rate in analogy to the Andrade pri-

mary creep (power-law behavior ǫt ∼ t−α with α ≃ 0.8).

Finally, at a sample dependent cross-over time tmin, the

creep rate reaches a minimum and then starts to increase,

as happens in the creep failure of samples without notches

[33]. Figure 1(b) shows the relation between the minimum

strain rate time tmin and the life time tc on a sample to

sample basis. It is clear that only a weak linear correla-

tion exists, and this is emphasized even more by the direct

linear fit of the tc as a function of tmin. The lack of pre-

dictability from strain rate curves is also clear considering

the variations of the inset. Figure 1(b) also shows error esti-

mates for tmin originating from the noisiness of the data and

the presence of “secondary minima,” as one can see both

in Fig. 1(a) and in more detail in its inset (Exp. 2 is an

example).

(a)

(b)

FIG. 1. (a) The strain rates ǫt measured in the experiments.
Inset: two experiments and fits of the effective medium model

to the same. (b) The failure time tc vs the time of the minimum-

strain rate tmin. Two candidate scalings for a tc proportional to tmin

are indicated. Inset: the cumulative distribution function (CDF)

of the relative difference (tc − tmin)/tc of the failure time to the
time at which the minimum-strain rate occurs.

Figure 2 illustrates from one sample in more detail the

behavior of the sample strain rate ǫt. The presence of

fluctuations is obvious, making among others the deter-

mination of the time of the minimum strain rate tmin

[33] somewhat ambiguous. To account for the general

features of the sample-level behavior, we constructed a

model of a sample following in creep bulk Andrade rhe-

ology (ǫt ∼ t−0.8 as found empirically [36]) in series with

the crack propagation zone, whose elastic compliance

decreases with the crack growth. The total sample defor-

mation is given by the weighted average of the two creep

deformation dynamics, of which comes from the faster

and faster deformation of the crack propagation zone and

the other one resulting from the decaying Andrade pri-

mary creep in the rest of the sample. The justification for

this mean-field-like model comes from the fact that in the

absence of noticeable crack growth, in the beginning of

the experiments, the samples follow a version of typical

024014-2
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FIG. 2. An example of a strain rate ǫt as a function of scaled
time t/tc. The global minimum occurs at around 0.6tc, with a

local minimum close to 0.83tc

Andrade primary creep, and later this must be of secondary

importance due to the creep growth of the crack.

We show in Fig. 3(a) a comparison of four cases, where

the growth law for the crack L(t) = L0 + �L(t) (L0 is

the initial notch size and �L the increment) is either

polynomial (second order in time), exponential, or is expo-

nential in time for the increment. Another possibility in

analogy with Santucci et al. for paper samples [24] is

�L = ξ log(1 − t/τ), which allows to search for fits to

sample-dependent behavior, including tc, by changing the

crack-growth scale ξ and timescale τ , in addition to the

relative amplitudes of Andrade and crack-zone dynamics.

We observe that the two latter procedures produce roughly

similar dynamics, and we use the last one for the two

qualitative fits presented in the inset of Fig. 1(a) for two

individual experiments.

These fits and the actual strain response ǫt of individ-

ual samples imply that establishing the lifetime from such

FIG. 3. An example of four different models for the crack-

growth dynamics together with a power-law bulk creep response

and the resulting specimen response.

FIG. 4. The probability density function of event energies for
26 experiments. A power law, P(E) ∼ E−τE with τE ≈ 1.6, fits

the data well.

macroscopic signatures will not work. Figure 1(b) illus-

trates this with a comparison of tmin to the lifetime tc: the

sample-to-sample variation of tc is large. The quantity tmin

is not easy to establish nor is it a good predictor of tc (the

inset of Fig. 1(b) shows that the cumulative relative differ-

ence between tc and tmin is substantial). After considering

the sample creep response, we are left with the question, to

which degree can the lifetime be predicted based on quanti-

ties that are derived from the growth dynamics of the crack

itself?

B. Acoustic emission

For any experiment, AE measurement provides a

method for following the fracture dynamics with high tem-

poral resolution, in particular, compared to optical means

[26,37–41]. For background information and as a check,

we compute the histogram of the AE event energies P(E)

(Fig. 4). This appears, in analogy to most other AE energy

distributions, in particular for paper, to have a power-

law shape with an exponent in qualitative and quantitative

agreement with earlier paper data [26,37].

The integrated number of events N (t) and integrated

energy E(t) both clearly exhibit sample-to-sample varia-

tion and show the randomness of crack growth (Fig. 5).

Both N (t) and E(t) increase faster and faster with time. In

an experiment, as tc is approached in time, a crucial ques-

tion is whether the actual data show signatures of diver-

gence as a function of tc − t [18,19,23,25,26,29,31,32]

such as E(t) ∝ (tc − t)−a, where a is an empirical expo-

nent for the divergence. For avalanching processes, this

will be the case if the energy scale and/or the waiting

time scales—the cutoffs of the event energy distribution

P(Ei) or the waiting time distribution—will cause this. The

essence of being able to find such a divergence is that

a sample would “know” its lifetime in a way that would

allow determining it in advance from the sample behavior.

024014-3
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(a)

(b)

(c)

FIG. 5. (a) AE events [N (t)] over the creep experiment. (b) AE

energy E(t) [in arb. units] over the experiments. (c) The same
data collapsed using tc to scale the experiment (inset in log-log

scale). In all the subfigures, the main prediction threshold used

later is indicated.

To select trial criteria for tc prediction also means, in

principle, having to make compromises. This comes in part

from the inherent contradiction of having (possibly) pre-

dictability and it being useful (done “early”), and it in part

results from the fluctuating nature of the E(t)-time series.

Figure 6 shows that this in the case for event number N (t)

FIG. 6. Number of AE events N as a function of time scaled

by the sample lifetime. The dashed line indicates a threshold of

Nthr = 300. The inset shows the data on a log-log scale.

and illustrates why Nthr = 300 is chosen; we return to this

question (what threshold is too low, what too high?) below.

Another attractive idea is to use the energy or event rate

as a warning signal (“rate exceeds a threshold for the first

time indicates a precursor, which can be used to forecast

sample failure”). Figure 7 shows that this is not a working

idea. This is because even though the average rate has an

increasing trend in individual experiments, there are large

variations of the rates over the course of the lifetime of

any particular sample. Figure 8 furthermore shows that the

total AE energy detected and the largest event energy are

not strongly correlated with tc.

Clearly, neither of the two statistics, E (Fig. 5(c) nor

N (t), is a good candidate for this kind of divergence

to be present. For integrated energy, this would result,

for instance, if the crack length increment diverged upon

approach to tc, causing an increase in the cutoff of the cor-

responding AE event sizes. The interpretation of the data

shown here is that there is no sign of such a critical diver-

gence, which can be used to predict tc. The divergence

would mean being able to fit each sample with an enve-

lope curve utilizing a power-law divergence to the data (N

FIG. 7. Energy rates as a function of scaled time. Left panel:

individual experiments. Right panel: average.
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FIG. 8. Left panel: scatter plot of the sample lifetime and
energy of the largest event. Right panel: scatter plot of lifetime

vs total acoustic energy during the entire experiment.

or E) as a function of tc − t and extracting an estimate for

tc well in advance.

As a precursor, one might consider looking at the first

occurrence of particularly high event rates [42], but this

suffers from the same problem as the sample macroscopic

strain rate: large variations exist through the duration of

an experiment without any clear correlation to tc. Another

approach is to look at threshold quantities that may be

connected to the first signs of accelerating crack growth

or an increase of crack length l. Two candidates for this

are the accumulated number of AE events N (t) and the

integrated AE energy E(t) [39,43]. In other words, the

question is whether the total number of avalanches or the

energy released in crack advancement are useful predictors

of tc.

Figure 9 shows the result of an attempt to use a thresh-

old of N = 200−400 for defining a threshold time tthr,N

[for the choice of these particular threshold values, cf.

Fig. 5(a)]. The N is chosen to have an early warning thresh-

old. The resulting tthr,N are not very informative about tc,

as is shown in Fig. 9(b) with the CDF of the difference

between the failure time and the threshold time. The oppo-

site will be the case if tc has a clear functional dependence

on tthr, for example, via a constant offset or being linearly

proportional, tc ∝ tthr. For the smallest N , we clearly see

that the predictability is quite low, whereas for the high-

est N (400), the failure time is obviously rather close to

the threshold time. We argue that the intermediate value

is a compromise. One should note that this trend is a

generic one in prediction schemes based on thresholds and

applies both to N and E(t) alike. An a posteriori normal-

ization of the “error” with tc (CDFs shown in the insets)

seems to indicate, the failure time and the threshold time

are related by a power-law relationship, which depends

on N .

An analogous analysis for E(t) using threshold energy

E(t) = 4 × 10−5 is presented in Fig. 9(g). Again, the

threshold value is chosen to try to predict an early tc,

if possible. The correlation in this case is slightly better

than in the case of “N .” Repeating the analysis of tc − tthr

(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIG. 9. (a),(c),(e) Failure time tc vs threshold time tthr,N

for three event-number thresholds, N = 200, 300, and 400.

(b),(d),(f) The CDF of the difference tc − tthr,N for the same data.

The inset shows the CDF of the data normalized case by case
by tc. (g) The prediction from tthr,E in analogy to the case of N .

Threshold energy E = 4 × 10−5 [arb. units]. (h) The same data

as in (b) to (f).

[Fig. 9(h) and inset] demonstrates this. Again, we discover

that the relative errors have a CDF with a power-law scal-

ing in the limit of small errors. All in all, trying to find

thresholds from the crackling noise of early to intermedi-

ate times does not result in a good predictor of tc. The AE

energy, taken as a measure of the crack propagation (crack

length), works slightly better than the number of detected

“crack tip jumps” or AE events (however, see Ref. [31]).

C. Fracture process zone and speckle pattern analysis

We perform speckle analysis of dynamics around the

crack tip in order to determine the point at which crack

propagation might become predictable due to fracture pro-

cess zone (FPZ) growth. The speckle technique works with
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(a) (b)

(d)(c)

(f)(e)

FIG. 10. (a),(b) Speckle patterns at two different times (20 ms
delay). (c) Related change. (d) Pattern after filtering. (e) Speckle

determination of the process zone at approximately 0.3 tc (for this

sample) and (f) at 0.8 tc. The color code measures the intensity
of the transmitted light [(a),(b)] or the local surface deformation

activity from low (blue) to high (yellow) [(c)–(f)].

a fast (but not comparable to AE) time resolution. Mea-

surements with an image frequency of 500 Hz and less

than 100 s length (for device memory reasons) are carried

out. Simultaneous AE measurements are done with a res-

olution of 460 × 200 pixels, leading to an image area of

15.64 mm × 6.80 mm2 focused at the crack. Each pixel

is measured on a brightness scale from 0 to 255. Due to a

memory limited measurement time, the experimental con-

ditions are changed so that the typical durations and AE

event counts become smaller. The FPZ is calculated by

comparing two speckle pattern images that are separated

by 20 ms [Figs. 10(a) and 10(b)]. Both are 8-bit gray-

scale images. The difference of the images is calculated

by subtracting one from the other pixelwise and taking the

absolute values [Fig. 10(c)]. Next, the difference image is

smoothed using median filtering over an area of 25 × 25

pixels. First, each pixel (i, j ) is replaced by the median

over the pixels [(i − 12, j ), (i + 12, j )]. Then this pixel is

replaced by the median in the other direction over the pix-

els [(i, j − 12), (i, j + 12)]. The smoothed image is shown

in Fig. 10(d). A FPZ is defined by thresholding the pixel

FIG. 11. Average process zone length as a function of scaled

time.

values. The length of the resulting process zone (LFPZ) can

then be extracted in the crack growth direction. Figure

10 illustrates the measure with scale bars and the cor-

responding process zones. In other words, this technique

looks at the short-time changes in the surface topography

of the samples. The process zone in paper is traditionally

measured by a-posteriori techniques [44] and dissipated

energy in the fracture is also visible with IR imaging

[45]. The process zone plays a similar role as in the gen-

eral fracture of heterogeneous media [46,47], and is an

important quantity for the material fracture toughness and

strength.

Figure 11 demonstrates the growth of LFPZ as extracted

by the speckle method in scaled time units (with tc). The

figure serves to justify the choice of the simple scale of 6

mm for LFPZ. A larger value would mean that the ratio of

the predicted tc and the threshold time would be quite close

to unity, and decreasing the value would start to increase

the scatter or the difference of the predicted and actual tc.

This particular value for the threshold process zone size

is quite large. The typical growth of LFPZ accelerates again

with time, with noticeable sample-to-sample variations and

some intermittency. Part of such fluctuations, in particu-

lar at the early stages of the crack growth, result from the

indirect nature of the speckle analysis method. Figure 12(a)

shows that the AE data [here, we use N (t)] are proportional

to LFPZ with a “prefactor” that depends on the sample.

A similar “early time warning analysis” is performed for

N and E. This yields the result shown in Fig. 12, with

LFPZ = 6 mm. Note that the measured LFPZ does not dif-

ferentiate well between crack growth L(t) and the growth

dynamics of the process zone in front of the actual crack.

This result means (as confirmed by the CDF shown in

Fig. 12(c) that there is a strong correlation of individual

pairs of values of tc and tthr,FPZ and the relationship is quite

close to linear, with tc ∝ 1.25 tthr,FPZ.
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(a)

(b)

FIG. 12. (a) LFPZ vs N . (b) Failure time tc vs threshold time
tthr,FPZ for a process zone length threshold, LFPZ = 6 mm. Inset:

the CDF of the difference, tc − tthr,FPZ, for the same data.

IV. CONCLUSIONS

Predicting the lifetime of a sample when a crack grows

in creep conditions is inherently difficult since the crack

dynamics is intermittent. The question is whether the

bursty avalanches and their history in a sample can be

used to predict when that particular will reach its lifetime.

One candidate for this is the approach “to a critical point,”

which means again that the behavior of a measured quan-

tity will exhibit a regular behavior as a function of the dif-

ference tc − t in each sample, which, in turn, might be used

to fit the data to extract tc in advance. What we find exper-

imentally is that macroscopic sample behaviors exhibit

individual creep responses characterizing a U-shaped creep

rate in time, with a creep rate minimum reached at a related

time tmin. The ratio tmin/tc shows large variations, and this

results in sample-dependent microscopic detail, which, in

general, makes tc-prediction attempts futile, at least until

tmin if not beyond.

The crack growth is easy to monitor with great tempo-

ral accuracy with AE detection, and whether the stochastic

AE signal can be used to yield useful indicators or reliable

early warning signatures to predict tc turns out to have a

negative answer. The reason for this lies in the fact that in

a material with a sizable process zone, the development of

the integrated AE can not be summarized in an envelope

curve which can be “parameterized,” as above, or fitted

with a few parameters such as tmin, tc from data well before

tc and then used to predict tc in advance. This is so as

regards any divergences approaching the tc of a sample,

but the idea should be tested again in quasi-brittle materi-

als, in particular when one expects crack growth dynamics

to be governed by a depinning transition [43,48,49].

The use of optical speckle analyses shows that at later

stages, monitoring both the growth of the crack and the

process zone results in a length scale. This works as a

threshold quantity that correlates well with the lifetime,

but the procedure is of little general applicability com-

pared to AE-based passive observation methods. A similar

approach can also be attempted by using AE localization

methods, but since we are looking at near-crack-tip phe-

nomena, this is quite difficult—it is challenging to locate

events with a spatial accuracy comparable to the speckle

approach. One can predict failure not by listening, but by

looking at its growth. This result does not bode well for the

indirect monitoring of sample or structural failure using the

AE technique, in general. However, other scenarios may be

easier. The case of quasi-brittle materials is mentioned and

another case would be when the lifetime is determined by

the stochastic nucleation of a micro- or meso-scale crack

and its subsequent propagation, which might be amenable

to AE detection and/or localization, in particular, if the

critical crack size is “large.”
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