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#### Abstract

Despite their popularity, lattice reduction algorithms remain mysterious cryptanalytical tools. Though it has been widely reported that they behave better than their proved worst-case theoretical bounds, no precise assessment has ever been given. Such an assessment would be very helpful to predict the behaviour of lattice-based attacks, as well as to select keysizes for lattice-based cryptosystems. The goal of this paper is to provide such an assessment, based on extensive experiments performed with the NTL library. The experiments suggest several conjectures on the worst case and the actual behaviour of lattice reduction algorithms. We believe the assessment might also help to design new reduction algorithms overcoming the limitations of current algorithms.
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## 1 Introduction

Lattices are discrete subgroups of $\mathbb{R}^{n}$. A lattice $L$ can be represented by a basis, that is, a set of linearly independent vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}$ in $\mathbb{R}^{n}$ such that $L$ is equal to the set $L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}\right)=\left\{\sum_{i=1}^{d} x_{i} \mathbf{b}_{i}, x_{i} \in \mathbb{Z}\right\}$ of all integer linear combinations of the $\mathbf{b}_{i}$ 's. The integer $d$ is the dimension of the lattice $L$. A lattice has infinitely many bases, but some are more useful than others. The goal of lattice reduction is to find interesting lattice bases, such as bases consisting of reasonably short and almost orthogonal vectors.

Lattice reduction is one of the few potentially hard problems currently in use in public-key cryptography (see [29]23 for surveys on lattice-based cryptosystems), with the unique property that some lattice-based cryptosystems [3|34|35|33|11] are based on worst-case assumptions. And the problem is well-known for its major applications in public-key cryptanalysis (see [29]): knapsack cryptosystems 32, RSA in special settings 715, DSA signatures in special settings 16|26, etc. One peculiarity is the existence of very efficient approximation algorithms, which can sometimes solve the exact problem. In practice, the most popular lattice reduction algorithms are: floating-point versions [37|27] of the LLL algorithm [20], the LLL algorithm with deep insertions [37], and the BKZ algorithms 37|38, which are all implemented in the NTL library 39.

Although these algorithms are widely used, their performances remain mysterious in many ways: it is folklore that there is a gap between the theoretical
analyses and the experimental performances. In the eighties, the early success of lattice reduction algorithms in cryptanalysis led to the belief that the strongest lattice reduction algorithms behaved as perfect oracles, at least in small dimension. But this belief has shown its limits: many NP-hardness results for lattice problems have appeared in the past ten years (see [23]), and lattice-based attacks rarely work in very high dimension. Ten years after the introduction of the NTRU cryptosystem [15, none of the NTRU challenges has been solved, the smallest one involving a lattice of dimension 334. On the other hand, all five GGH-challenges [12] have been solved [25], except the 400-dimensional one. It is striking to see that the GGH-350 challenge has been solved, while no 334-dimensional NTRU lattice has ever been solved. The behaviour of lattice algorithms is much less understood than that of their factoring and discrete logarithm counterpart. It would be useful to have at least a model (consistent with experiments) for the performances of existing lattice algorithms.

Our Results. We provide a concrete picture of what is achievable today with the best lattice reduction algorithms known in terms of output quality and running time, based on extensive experiments performed with the NTL library during the past year. This sheds new lights on the practical hardness of the main lattice problems, and allows to compare the various computational assumptions (Unique-SVP, Approximate-SVP) used in theoretical lattice-based cryptography $33 \mid 1135343$. For instance, our experiments strongly suggest that UniqueSVP is significantly easier than Approximate-SVP, and that the hardness of Approximate-SVP depends a lot on the structure of the lattice. Our experiments also clarify the gap between the theoretical analyses and the experimental performances of lattice algorithms, and point out several surprising phenomenons on their behaviour. The most important fact is that asymptotically, all the algorithms known seem to only achieve an exponential approximation factor as predicted by theory, but the exponentiation bases turn out to be extremely close to 1 , much closer than what theory is able to prove. This seems to nullify the security property of cryptosystems based on the hardness of approximating lattice problems with big polynomial factors, unless such schemes use large parameters. On the other hand, it also makes clear what are the limits of today's algorithms: in very high dimension, today's best algorithms roughly square root the exponential approximation factors of LLL. Our predictions may explain in retrospect why the 350-dimensional GGH lattice has been solved, but not the 334-dimensional NTRU lattices or the 400-dimensional GGH lattice. We believe the assessment might help to design new reduction algorithms overcoming the limitations of current algorithms. As an illustration, we present an alternative attack on the historical NTRU-107 lattices of dimension 214.

Related work. The NTRU company has performed many experiments with BKZ to evaluate the cost of breaking NTRU lattices. However, such experiments only dealt with NTRU lattice bases, which have a very special structure. And their experiments do not lead to any prediction on what can be achieved in general. Our work is in the continuation of that of Nguyen and Stehlé [28] on the average-case of LLL. But the goal of this paper is to provide a much broader
picture: [28] only performed experiments with LLL (and not improved algorithms like BKZ which are much more expensive), and focused on the so-called HermiteSVP problem, without considering cryptographic lattices with special structure.

Road map. The paper is organized as follows. In Section2 we provide necessary background on lattice reduction. In Section 3, we provide a concrete picture of what lattice reduction algorithms can achieve today. In Section 4 we analyze the experimental running time of lattice reduction algorithms, and point out several unexpected phenomenons. In Section 50 we compare our predictions with former experiments on GGH and NTRU lattices.

## 2 Background

We refer to [29|23] for a bibliography on lattices.

### 2.1 Lattices

In this paper, by the term lattice, we mean a discrete subgroup of some $\mathbb{R}^{m}$. Lattices are all of the form $L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{\sum_{i=1}^{n} m_{i} \mathbf{b}_{i} \mid m_{i} \in \mathbb{Z}\right\}$ where the $\mathbf{b}_{i}$ 's are linearly independent vectors. Such $n$-tuple of vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ is called a basis of the lattice: a basis will be represented by a row matrix. The dimension of a lattice $L$ is the dimension $n$ of the linear span of $L$. The volume of $k$ vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ is $\operatorname{det}\left(\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle\right)_{1 \leq i, j \leq k}^{1 / 2}$. The volume $\operatorname{vol}(L)$ (or determinant) of a lattice $L$ is the volume of any basis of $L$.

Minima. We denote by $\lambda_{i}(L)$ the $i$-th minimum of a lattice $L$ : it is the radius of the smallest zero-centered ball containing at least $i$ linearly independent lattice vectors. The so-called Hermite's constant $\gamma_{n}$ of dimension $n$ satisfies Minkowski's second theorem: for any $n$-dimensional lattice $L$, and for any $1 \leq d \leq n$, we have

$$
\left(\prod_{i=1}^{d} \lambda_{i}(L)\right)^{1 / d} \leq \sqrt{\gamma_{n}} \operatorname{vol}(L)^{1 / n}
$$

The exact value of $\gamma_{n}$ is only known for $1 \leq n \leq 8$ and $n=24$. For other values of $n$, the best numerical upper bounds known are given in 6]. Asymptotically, Hermite's constant grows linearly in $n$. Rankin (see [8) generalized the minima $\lambda_{i}(L)$ to the smallest subvolumes: $\gamma_{n, m}(L)$ is the minimal value of $\operatorname{vol}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}\right) / \operatorname{vol}(L)^{m / n}$ where $\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{m}\right)$ range over all $m$ linearly independent lattice vectors.

Random lattices. There is a beautiful albeit mathematically sophisticated notion of random lattice, which follows from Haar measures of classical groups. Such measures give rise to a natural probability distribution on the set of lattices: by a random lattice, we mean a lattice picked from this distribution. Random lattices have the following property (see [1] for a proof): with overwhelming
probability, the minima of a random $n$-dimensional lattice $L$ are all asymptotically close to the Gaussian heuristic, that is, for all $1 \leq i \leq n$

$$
\frac{\lambda_{i}(L)}{(\operatorname{vol} L)^{1 / n}} \approx \frac{\Gamma(1+n / 2)^{1 / n}}{\sqrt{\pi}} \approx \sqrt{\frac{n}{2 \pi e}}
$$

Many of our experiments use random lattices: by average case, we will mean running the algorithm on a random lattice. To generate random lattices, we use the provable method of [13], like 28.

Random bases. There is unfortunately no standard notion of random bases for a given lattice. By a random basis, we will mean a basis made of rather large vectors, chosen in a heuristic random way (see for instance [12]). Note that it is possible to sample lattice vectors in a sound way, as described by Klein 18 (see a refined analysis in 3111). And from any set of linearly independent lattice vectors, one can efficiently derive a basis whose vectors are not much longer (see for instance [2]).

### 2.2 Lattice Problems

The most famous lattice problem is the shortest vector problem (SVP): Given a basis of a lattice $L$, find a lattice vector whose norm is $\lambda_{1}(L)$. But SVP has several (easier) variants which are all important for applications:

- Hermite-SVP: Given a lattice $L$ and an approximation factor $\alpha>0$, find a non-zero lattice vector of norm $\leq \alpha \cdot(\operatorname{vol} L)^{1 / n}$. The LLL algorithm [20] and its blockwise generalizations [36|8|10 are designed as polynomial-time Hermite-SVP algorithms. They achieve an approximation factor $(1+\varepsilon)^{n}$ exponential in the lattice dimension $n$ where $\varepsilon>0$ depends on the algorithm and its parameters. This exponential factor can actually be made slightly subexponential while keeping the running time polynomial.
- Approx-SVP: Given a lattice $L$ and an approximation factor $\alpha \geq 1$, find a non-zero lattice vector of norm $\leq \alpha \cdot \lambda_{1}(L)$. Note that it might be difficult to verify a solution to this problem, since $\lambda_{1}(L)$ may not be known exactly. There are provably secure lattice-based cryptosystems 33|35] based on the worst-case quantum hardness of Approx-SVP with polynomial factor.
- Unique-SVP: Given a lattice $L$ and a gap $\gamma>1$ such that $\lambda_{2}(L) / \lambda_{1}(L) \geq \gamma$, find a shortest vector of $L$. There are cryptosystems 334 based on the worst-case hardness of Unique-SVP with polynomial gap: $n^{1.5}$ for 34 and $n^{7}$ for (3].

Any algorithm solving Approx-SVP with factor $\alpha$ also solves Hermite-SVP with factor $\alpha \sqrt{\gamma_{n}}$. Reciprocally, Lovász [21] showed that any algorithm solving Hermite-SVP with factor $\alpha$ can be used linearly many times to solve ApproxSVP with factor $\alpha^{2}$ in polynomial time. There are also reductions [2] from the worst-case of Approx-SVP with a certain polynomial factor to the average-case (for a certain class of lattices) of Hermite-SVP with a certain polynomial factor.

Any algorithm solving Approx-SVP with factor $\alpha$ also solves Unique-SVP with gap $\geq \alpha$.

We will not discuss the closest vector problem (CVP), which is often used in cryptanalysis. However, in high dimension, the best method known to solve CVP heuristically transforms CVP into Unique-SVP (see for instance the experiments of (25]).

Knapsack lattices. An interesting class of lattices is the Lagarias-Odlyzko lattices 19 introduced to solve the knapsack problem: given $n$ integers $x_{1}, \ldots, x_{n}$ uniformly distributed at random in $[1 ; M]$ and a $\operatorname{sum} S=\sum_{i=1}^{n} \epsilon_{i} x_{i}$ where $\epsilon_{i} \in\{0,1\}$ and $\sum \epsilon_{i}=\frac{n}{2}$, find all the $\epsilon_{i}$. The Lagarias-Odlyzko (LO) lattice $L$ [19] has the following property: if the density $d=n / \log _{2}(M)$ satisfies $d \leq 0.6463 \ldots$, then with overwhelming probability, $L$ has a unique shortest vector related to the $\epsilon_{i}$, and $\lambda_{1}(L) \approx \sqrt{n / 2}$. It has been proved [19] that there exists $d_{0}$ such that if $d \leq d_{0} / n$, then with overwhelming probability over the choice of the $x_{i}$ 's, $L$ has exponential gap, which discloses the $\epsilon_{i}$ by application of LLL.

### 2.3 Lattice Algorithms

When the lattice dimension is sufficiently low, SVP can be solved exactly in practice using exhaustive search, thanks to enumeration techniques [37. But beyond dimension 100, exhaustive search can be ruled out: only approximation algorithms can be run. Such algorithms try to output lattice bases $\left[\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right]$ with small approximation factor $\left\|\mathbf{b}_{1}\right\| / \lambda_{1}(L)$, or small Hermite factor $\left\|\mathbf{b}_{1}\right\| / \operatorname{vol}(L)^{1 / n}$. The main approximation algorithms used in practice are the following:

LLL: it is a polynomial-time algorithm [20] which provably achieves (with appropriate reduction parameters) a Hermite factor $\lesssim(4 / 3)^{(n-1) / 4} \approx 1.075^{n}$ and an approximation factor $\lesssim(4 / 3)^{(n-1) / 2} \approx 1.154^{n}$, where $n$ is the lattice dimension.
DEEP: the LLL algorithm with deep insertions [37] is a variant of LLL with potentially superexponential complexity. It is expected to improve the Hermite factor and the approximation factor of LLL, but no provable upper bound is known (except essentially that of LLL). The implementation of NTL actually depends on a blocksize parameter $\beta$ : as $\beta$ increases, one expects to improve the factors, and increase the running time.
BKZ: this is a blockwise generalization of LLL 37] with potentially superexponential complexity. The BKZ algorithm uses a blocksize parameter $\beta$ : like DEEP, as $\beta$ increases, one expects to improve the factors, and increase the running time. Schnorr [36 proved that if BKZ terminates, it achieves an approximation factor $\leq \gamma_{\beta}^{(n-1) /(\beta-1)}$. By using similar arguments as 36, it is not difficult to prove that it also achieves a Hermite factor $\leq{\sqrt{\gamma_{\beta}}}^{1+(n-1) /(\beta-1)}$.

DEEP and BKZ differ from the (theoretical) polynomial-time blockwise generalizations of LLL 36|8|10: we will see that even the best polynomial-time algorithm known [10] seems to be outperformed in practice by DEEP and BKZ,
though their complexity might be superexponential. The recent algorithm of [10] achieves a Hermite factor $\lesssim \sqrt{\gamma \beta}^{(n-1) /(\beta-1)}$ and an approximation factor $\lesssim$ $\gamma_{\beta}^{(n-\beta) /(\beta-1)}$.

Approximation algorithms exploit the triangular representation of lattice bases, related to orthogonalization techniques. Given a basis $B=\left[\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right]$, the Gram-Schmidt orthogonalization (GSO) process constructs the unique pair ( $\mu, B^{*}$ ) of matrices such that $B=\mu B^{*}$ where $\mu$ is lower triangular with unit diagonal and $B^{*}=\left[\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}\right]$ has orthogonal row vectors. If we represent the basis $B$ with respect to the orthonormal basis $\left[\mathbf{b}_{1}^{*} /\left\|\mathbf{b}_{1}^{*}\right\|, \ldots, \mathbf{b}_{n}^{*} /\left\|\mathbf{b}_{n}^{*}\right\|\right]$, we obtain a triangular matrix whose diagonal coefficients are the $\left\|\mathbf{b}_{i}^{*}\right\|$ 's. Thus, $\operatorname{vol}(B)=\prod_{i=1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|$. LLL and BKZ try to limit the decrease of the diagonal coefficients $\left\|\mathbf{b}_{i}^{*}\right\|$.

It is sometimes useful to look at more than just the quality of the first basis vector $\mathbf{b}_{1}$. In order to evaluate the global quality of a basis, we define the Gram-Schmidt $\log$ (GSL) as the sequence of the logarithms of the $\left\|\mathbf{b}_{i}^{*}\right\|$ : $\operatorname{GSL}(B)=\left(\log \left(\left\|\mathbf{b}_{i}^{*}\right\| / \operatorname{vol} L^{1 / n}\right)\right)_{i=1 . . n}$. It is folklore that the GSL often looks like a decreasing straight line after running reduction algorithms. Then the average slope $\eta$ of the GSL can be computed with the least mean squares method: $\eta=12 \cdot\left(\sum i \cdot \operatorname{GSL}(B)_{i}\right) /((n+1) \cdot n \cdot(n-1))$. When the GSL looks like a straight line, the Hermite factor $H$ and the average slope $\eta$ are related by $\log (H) / n \approx-\eta / 2$.

## 3 Experimental Quality of Lattice Reduction Algorithms

In this section, we give a concrete picture of what lattice reduction algorithms can achieve today, and we compare it with the best theoretical results known. All our experiments were performed with the NTL 5.4.1 library [39].

First of all, we stress that SVP and its variants should all be considered easy when the lattice dimension is less than 70 . Indeed, we will see in Section 4 that exhaustive search techniques 37] can solve SVP within an hour up to dimension 60. But because such techniques have exponential running time, even a 100dimensional lattice is out of reach.

When the lattice dimension is beyond 100, only approximation algorithms like LLL, DEEP and BKZ can be run, and the goal of this section is to predict what they can exactly achieve. Before giving the experimental results, let us say a few words on the methodology. We have ran experiments on a large number of samples, so that an average behaviour can be reasonably conjectured. For each selected lattice, we ran experiments on at least twenty randomly chosen bases, to make sure that reduction algorithms did not take advantage of special properties of the input basis: the randomization must make sure that the basis vectors are not short. Note that one cannot just consider the Hermite normal form (HNF): for instance, the HNF of NTRU lattices has special properties (half of its vectors are short), which impacts the behaviour of lattice algorithms (see [9]). This means that we will ignore the effect of choosing special input bases: for instance, if one applies LLL on the standard basis of the LO lattice 19, or any
permutation of its rows, it can be shown that if the density is $d$ is lower bounded by $d_{0}>0$, then the first vector output by LLL approximates the shortest vector by a subexponential factor $2^{O(\sqrt{n})}$ rather than the general exponential factor $2^{O(n)}$. This phenomenon is due to the structure of orthogonal lattices [29].

Basis randomization allows to transform any deterministic algorithm like LLL or BKZ into a randomized algorithm. Experiments suggest that LLL and BKZ behave like probabilistic SVP-oracles in low dimension (see Fig. (1): no matter which lattice is selected, if the input basis is chosen at random, the algorithm seems to have a non-negligible probability of outputting the shortest vector.


Fig. 1. Experimental probability of recovering the shortest vector, given a random basis of a random lattice, with respect to the dimension

### 3.1 Hermite-SVP

The Hermite factor achieved by reduction algorithms seems to be independent of the lattice, unless the lattice has an exceptional structure, in which case the Hermite factor can be smaller than usual (but not higher). By exceptional structure, we mean an unusually small first minimum $\lambda_{1}(L)$, or more generally, an unusually small Rankin invariant (that is, the existence of a sublattice of unusually small volume). In high dimension, we have never found a class of lattices for which the Hermite factor was substantially higher than for random lattices. We therefore speculate that the worst case matches the average case.

When the lattice has no exceptional structure, the Hermite factor of LLL, DEEP and BKZ seems to be exponential in the lattice dimension: Figure 2 shows the average Hermite factor, with respect to the lattice dimension and the reduction algorithm; and Figure 3 shows the logarithm of Figure 2, The figures show that the Hermite factor is approximately of the form $e^{a n+b}$ where $n$ is the lattice dimension and $(a, b)$ seems to only depend on the lattice reduction algorithm used. Since we are interested in rough estimations, we simplify $e^{a n+b}$ to $c^{n}$, and Figure 4 shows that a few samples are enough to have a reasonable approximation of $c$ : indeed, when picking random bases of a given lattice, the distribution looks Gaussian. Figure 5 shows the evolution of $c$ with respect to the lattice dimension and the reduction algorithm; the value $c$ seems to converge


Fig. 2. The Hermite factor of LLL, BKZ and DEEP, depending on the dimension

Table 1. Average experimental Hermite factor constant of several approximation algorithms on random lattices, and comparison with theoretical upper bounds

|  | LLL | BKZ-20 | BKZ-28 | DEEP-50 |
| :---: | :---: | :---: | :---: | :---: |
| $c=$ Hermite factor $^{1 / n}$ | 1.0219 | 1.0128 | 1.0109 | 1.011 |
| Best proved upper bound | 1.0754 | 1.0337 | 1.0282 | 1.0754 |
| $\eta=$ average slope GSL | -0.0430 | -0.0263 | -0.0241 | -0.026 |
| Best proved lower bound | -0.1438 | -0.0662 | -0.0556 | -0.1438 |

as the dimension increases. Table 1 gives the approximate value of $c$ and the corresponding GSL slope $\eta$, depending on the algorithm, and compare it with the best theoretical upper bound known. It means that DEEP and BKZ have overall the same behaviour as LLL, except that they give much smaller constants, roughly the square root of that of LLL.

The case of LLL is interesting: it is well-known that the worst-case Hermite factor for LLL is $(4 / 3)^{(n-1) / 4}$, reached by any lattice basis such that all its 2dimensional projected lattices are critical. However, this corresponds to a worstcase basis, and not to a worst-case lattice. Indeed, when we selected such lattices but chose a random-looking basis, we obtained the same Hermite factor $1.02^{n}$ as with random lattices.

One can note that the constant $c$ is always very close to 1 , even for LLL, which implies that the Hermite factor is always small, unless the lattice dimension is huge. To give a concrete example, for a 300-dimensional lattice, we obtain roughly $1.0219^{300} \approx 665$ for LLL (which is much smaller than the upper bound $1.0754^{300} \approx 2176069287$ ) and $1.013^{300} \approx 48$ for BKZ-20 (which is much smaller than the upper bound $1.0337^{300} \approx 20814$ ). This implies that Hermite-SVP with factor $n$ is easy up to dimension at least 450 .

Figure 6 shows the evolution of the Hermite factor constant $c$ for BKZ, as the blocksize increases, and provides two comparisons: one with the best theoretical upper bound known $\approx{\sqrt{\gamma_{\beta}}}^{1 /(\beta-1)}$, using the best numerical upper bounds


Fig. 4. Distribution of the Hermite factor constant, when picking random bases of a 160-dim lattice


Fig. 5. Convergence of the Hermite factor constant $c$ as the dimension increases
known on $\gamma_{\beta}$, and another with a prototype implementation of the best theoretical algorithm known [10, whose theoretical upper bound is $\sqrt{\gamma \beta}^{1 /(\beta-1)}$. We see that both BKZ and slide reduction [10] perform clearly much better than the theoretical upper bound, but BKZ seems better: slide reduction can be run with a much higher blocksize than BKZ, but even then, the constants seem a bit worse. The size of the gap between theory and practice is hard to explain: we do not have a good model for the distribution of the $\beta$-dimensional projected lattices used by BKZ; we only know that it does not correspond numerically to the distribution of a random lattice of dimension $\beta$. Figure 7 compares the Hermite factor constant $c$ achieved by BKZ and DEEP, as the blocksize increases. It is normal that the constant achieved by BKZ is lower than DEEP for a fixed blocksize, since BKZ-reduced bases are also necessarily deep-reduced. But the comparison


Fig. 6. Average value of the Hermite factor constant $c$ for BKZ in high dimension, depending on the blocksize. Comparison with the best theoretical upper bound and with 10 .


Fig. 7. Comparing the Hermite factor constant $c$ for DEEP in high dimension and BKZ in dimension 80 , depending on the blocksize
is important, because we will see in Section 4 that one can run DEEP on much bigger blocksize than BKZ, especially for high-dimensional lattices. This opens the possibility that DEEP might outperform BKZ for high-dimensional lattices. Figures 6 and 7 suggest that the best reduction algorithms known can achieve a Hermite factor of roughly $1.01^{n}$ in high dimension, but not much lower than that, since BKZ with very high blocksize is not realistic. For instance, a Hermite factor of $1.005^{n}$ in dimension 500 looks totally out of reach, unless the lattice has a truly exceptional structure.

### 3.2 Approx-SVP

As mentioned in Section 2, if we can solve Hermite-SVP with factor $c^{n}$ in the worst case, then we can solve Approx-SVP with factor $\leq c^{2 n}$. Thus, if we believe the previous experimental results on Hermite-SVP, we already expect the best reduction algorithms to solve in practice Approx-SVP with factor roughly $1.01^{2 n} \approx 1.02^{n}$ in the worst case. More precisely, we can square all the values of Table 1 and Figures 6 and 7 to upper bound the approximation factor which can be achieved in practice. This means that Approx-SVP with factor $n$ should be easy up to dimension at least 250 , even in the worst case.

Surprisingly, we will see that one can often expect a constant much smaller than 1.02 in practice, depending on the type of lattices. First of all, as noticed in [28], the Hermite factor for random lattices is an upper bound for the approximation factor. More precisely, we know that for a random lattice, $\lambda_{1}(L) / \operatorname{vol}(L)^{1 / n} \approx \frac{\Gamma(1+n / 2)^{1 / n}}{\sqrt{\pi}} \approx \sqrt{\frac{n}{2 \pi e}}$, which means that if the Hermite factor is $h$, then the approximation factor is $\approx h / \sqrt{\frac{n}{2 \pi e}}$. More generally, for any lattice $L$ such that $\lambda_{1}(L) \geq \operatorname{vol}(L)^{1 / n}$, the approximation factor is less than the Hermite factor: this means that on the average, we should achieve $1.01^{n}$ rather than $1.02^{n}$. That would imply that Approx-SVP with factor $n$ should be easy on the average up to dimension at least 500 .

We have made further experiments to see if the worst case for Approx-SVP corresponds to the square of the Hermite factor, or something smaller. By the previous remark, the worst case can only happen for lattices $L$ such that $\lambda_{1}(L) \leq$ $\operatorname{vol}(L)^{1 / n}$. But if $\lambda_{1}(L)$ becomes too small compared to $\operatorname{vol}(L)^{1 / n}$, reduction algorithms might be able to exploit this exceptional structure to find the shortest vector. After testing various classes of lattices, the worst lattices for Approx-SVP which we have found are the following echelon lattices derived from the classical worst-case analysis of LLL. We call echelon basis a row matrix of the form:

$$
\operatorname{Echelon}(\alpha)=\left[\begin{array}{ccccc}
\alpha^{n-1} & 0 & \cdots & \cdots & 0  \tag{1}\\
\alpha^{n-2} \cdot \sqrt{\alpha^{2}-1} & \alpha^{n-2} & \ddots & 0 & \vdots \\
0 & \alpha^{n-3} \cdot \sqrt{\alpha^{2}-1} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \alpha & 0 \\
0 & \cdots & 0 & \sqrt{\alpha^{2}-1} & 1
\end{array}\right]
$$

where $\alpha \in[1 ; \sqrt{4 / 3}]$. It is easy to show that the reverse basis $C=\left(\mathbf{b}_{n}, \ldots, \mathbf{b}_{1}\right)$ is HKZ-reduced, and that the successive minima of the echelon lattice $L$ satisfy: $\alpha^{k-1}<\lambda_{k}(L) \leq \alpha^{k}$, which allows to precisely estimate $\lambda_{1}(L)$. We have run the LLL algorithm on many echelon lattices (where the input basis is randomly chosen, not an echelon basis), depending on the value of $\alpha$. The behaviour of LLL on such lattices is summarized by Figure 8. Two cases can occur:


Fig. 8. Behaviour of LLL on echelon lattices, with respect to $\alpha$ and the dimension

- Either LLL succeeds in finding the shortest vector of the echelon lattice, in which case it actually finds the full HKZ-reduced basis. In particular, this happened whenever $\alpha>1.043$,
- Either LLL fails to recover the shortest vector. Then the slope of the output GSL and the Hermite factor corresponds to those of random lattices: $c=$ 1.0219 and $\eta=-0.043$. This means that the approximation factor of LLL is roughly $\alpha^{n}$. Since $\alpha$ can be as high as 1.038 (in dimension 350) in Figure 8 , this means that the approximation factor of LLL can be almost as high as the prediction $1.021^{2 n} \approx 1.044^{n}$.

These experiments suggest that the worst case for Approx-SVP is very close to the square of the average Hermite factor for all reduction algorithms known, since this is the case for LLL, and the main difference between LLL and DEEP/BKZ is that they provide better constants. But the experiments also suggest that one needs to go to very high dimension to prevent reduction algorithms to take advantage of the lattice structure of such worst cases.

To summarize, it seems reasonable to assume that current algorithms should achieve in a reasonable time an approximation factor $\leq 1.01^{n}$ on the average, and $\leq 1.02^{n}$ in the worst case.

### 3.3 Unique-SVP

From a theoretical point of view, we know that if one can solve Approx-SVP with factor $\alpha$ in the worst-case, then we can solve Unique-SVP for all gap $\geq \alpha$. The previous section therefore suggests that we should be able to solve any UniqueSVP of gap roughly $\geq 1.02^{n}$, which corresponds to the square of the Hermite factor. In this section, we present experimental evidence which strongly suggest
that Unique-SVP can be solved with a much smaller gap, namely a fraction of the Hermite factor $1.01^{n}$, rather than the square of the Hermite factor. This means that Unique-SVP seems to be significantly easier than Approx-SVP.

The main difficulty with testing the hardness of Unique-SVP is to create lattices for which we precisely know the gap. We therefore performed experiments on various classes of lattices having a unique shortest vector.

Semi-Orthogonal Lattices. We first tested lattices for which the shortest vector was in some sense orthogonal to all other lattice vectors. More precisely, we chose lattices $L$ for which the shortest vector $\mathbf{u}$ was such that $L^{\prime}=L \cap \mathbf{u}^{\perp}$ was equal to the projection of $L$ over $\mathbf{u}^{\perp}$ : then $\lambda_{2}(L)=\lambda_{1}\left(L^{\prime}\right)$ and we chose $L^{\prime}$ in such a way that $\lambda_{1}\left(L^{\prime}\right)$ could be fixed, so as to select the gap of $L$. To be concrete, we tested the following two classes of lattices which are parameterized by a given pair $\left(g_{1}, g_{2}\right)$ of real numbers. The two classes are

$$
\left[\begin{array}{cccc}
g_{1} & 0 & \ldots & 0 \\
0 & g_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & g_{2}
\end{array}\right] \text { and }\left[\begin{array}{ccccc}
g_{1} & 0 & 0 & \ldots & 0 \\
0 & M & 0 & \ldots & 0 \\
0 & r_{1} & 1 & \ddots & \vdots \\
\vdots & \vdots & 0 & \ddots & 0 \\
0 & r_{n-1} & 0 & 0 & 1
\end{array}\right] \text { where } r_{i} \in[1 ; M]
$$

where $M$ is a prime number, selected so that $\lambda_{2}(L) \approx g_{2}$ : to do so, notice that the projection $L^{\prime}$ can be assumed to be random (see [13]), which gives a formula for $\lambda_{1}\left(L^{\prime}\right)$ depending simply on $M$.

Notice that the projected lattice $L^{\prime}$ is a hypercubic lattice for the first class, and a random lattice in the second class. In both cases, $(\operatorname{vol} L)^{1 / n} / \lambda_{1}(L) \approx$ $\lambda_{2}(L) / \lambda_{1}(L) \approx g_{2} / g_{1}$. The experiments on such lattices have been performed in dimensions 100 to 160 , with $g_{2} / g_{1}$ between 2 and 20 , and with randomly chosen bases.

For both classes, LLL is able to recover the unique shortest vector as soon as the gap is exponentially large, as shown by Figure 9 . More precisely, for the first class, LLL recovers the unique shortest vector with high probability when the gap $g_{2} / g_{1}$ is a fraction of the Hermite factor, as shown by Figure 9 for instance $\geq 0.26 \cdot 1.021^{n}$ for the first class, and $\geq 0.45 \cdot 1.021^{n}$ for the second class. The smaller constants in the first class can perhaps be explained by the presence of an unusually orthogonal basis in the projected lattice, which triggers the success of LLL. Again, the behaviour of BKZ is similar to LLL, except that the constants are even smaller: in fact, the constants are so close to 1 that lattice dimensions $<200$ are too small to have good accuracy on the constants. For instance, BKZ20 finds the shortest vector in dimension 200 in the first class, as soon as the gap is $\geq 2.09$, and this limit grows up to 6.4 in dimension 300 . This suggests that BKZ-20 retrieves the shortest vector when the gap is $\geq 0.18 \cdot 1.012^{n}$. Surprisingly, we will see in Section 5 that these very approximate BKZ-20 constants seem consistent with past high-dimensional experiments on the GGH challenges [12].


Fig. 9. Gap limits for solving UniqueSVP with LLL, and comparison with the Hermite factor


Fig. 10. Same as Figure 9 but with BKZ20 on LO lattices

Knapsack lattices. The previous lattices have an exceptional structure compared to a general unique-SVP instance, which might bias the results. This suggests to test other types of lattices, such as the Lagarias-Odlyzko lattices [19]. In order to compare the results with those on semi-orthogonal lattices, we need to estimate the gap of LO lattices. Unfortunately, no provable formula is known for the second minimum of LO lattices. However, the analysis of Nguyen and Stern [30] suggests to heuristically estimate the gap from combinatorial quantities. More precisely, let $N(n, r)$ be the number of vectors in $\mathbb{Z}^{n}$ or norm $\leq \sqrt{r}$, which can easily be computed numerically. When $r$ becomes large enough that $N(n, r) \gg M$, this hints that $\lambda_{2}(L) \approx \sqrt{r}$ (see [30]). It can be checked experimentally in low dimension that this heuristic approximation is very precise. As shown in Figures 9 and 10, the minimum gaps for which LLL or BKZ retrieve the shortest vector are once again proportional to the corresponding Hermite factors, that is in $0.25 \cdot 1.021^{n}$ for LLL and $0.48 \cdot 1.012^{n}$ for BKZ-20.

## 4 Running Times

In the previous section, we gave experimental estimates on the output quality of reduction algorithms. In this section, we now analyze the running-time growth to see if there are surprising phenomenons, and to guess what can be achieved in a reasonable time. We mainly ran the BKZ routine of NTL with quadratic precision to avoid floating-point issues, so the running times should not be considered as optimal.

### 4.1 Exhaustive Search

In low dimension, SVP can be solved exactly by exhaustive search: in practice, the most efficient method known is Schnorr-Euchner [37]'s enumeration, which is
used as a subroutine in BKZ, and which outperforms the theoretical algorithms of Kannan [17] and AKS [4] (even though they have a much better theoretical complexity, see [31]). Given as input a reduced basis (the more reduced the basis, the faster the enumeration), it outputs the shortest vector in $2^{O\left(n^{2}\right)}$ polynomialtime operations. Figure 11 shows the average experimental running time of the enumeration (on a 1.7 Ghz 64 -bit processor), depending on the quality of the input basis (LLL, BKZ or DEEP). One can see that when the input basis is only LLL-reduced, the running time looks indeed superexponential $2^{O\left(n^{2}\right)}$. We also see that SVP can be solved in dimension 60 within an hour, but the growth of the curve also shows that a 100-dimensional lattice would take at least 35,000 years. A stronger preprocessing will reduce the curve a bit, but it is unlikely to make 100-dimensional lattices within reach.


### 4.2 BKZ

No good upper bound on the complexity of BKZ and DEEP is known. If $\beta$ is the blocksize and $n$ is the lattice dimension, the best upper bound is $(n \beta)^{n}$ polynomial-time operations, which is super-exponential. But this upper bound does not seem tight: it only takes a few seconds to reduce a 100-dimensional lattice with blocksize 20 . Since the theoretical analysis is not satisfying, it is very important to assess the experimental running time of BKZ, which is shown in Figures 13 and 12. Obviously, for fixed dimension, the running time of BKZ increases with the blocksize. But one can observe a brutal increase in the running time around blocksize 20 to 25 in high dimension, and the slope of the increase sharpens with the lattice dimension. We tried to determine the cause of this sudden increase. The increase does not seem to be caused by floating-point inaccuracies, as experiments with higher floating-point precision led to a similar phenomenon: Nor is it caused by the cost of the Schnorr-Euchner enumeration: exhaustive searches typically represent less than $1 \%$ of the total reduction time


Fig. 13. Running time of BKZ in fixed dimension


Fig. 14. Number of iterations in BKZ in dimension 100
in blocksize 25. In fact, it seems to be caused by a sudden increase in the number of calls to the Schnorr-Euchner enumeration. During a BKZ reduction, each exhaustive search inside a block gives rise to three possibilities:

1. Either the first block basis vector $\mathbf{b}_{i}^{*}$ is the shortest lattice vector in the block. Such cases are counted by NoOps in NTL.
2. Either the shortest lattice vector in the block is one of the $\beta$ projected basis vectors. Such cases are counted by Triv in NTL.
3. Otherwise, the shortest lattice vector is neither of the $\beta$ projected basis vectors. Then the algorithm has to do more operations than in the previous two cases. Such cases are counted by NonTriv in NTL.

After monitoring (see Figure 14), we observed that the NoOps case occurred most of the time, followed by Triv reductions and NonTriv reductions for blocksizes lower than 25. For higher blocksizes, NoOps was still the majority, but NonTriv iterations occurred more times than Triv iterations.

From Figures 13 and 12 we deduce that blocksizes much higher than 25 are not realistic in very high lattice dimension: the running time seems to be exponential in the dimension when the blocksize is $\geq 25$, This is why we estimated the feasibility limit of the Hermite factor to roughly $1.01^{n}$ in Section 3, based on Figures 6 and 7 even if we were able to use blocksize 32 , we would still not beat $1.01^{n}$.

### 4.3 DEEP

Figure 15 gives the running time of the DEEP algorithm implemented in NTL, depending on the blocksize. Compared to Figure 13, we see that the running time of DEEP is much more regular than BKZ: there is no sharp increase at blocksize 20-25; the running time grows exponentially on a regular basis. Also the slope of the running-time of DEEP (in logarithmic scale) does not increase with the dimension of the lattice. This suggests that DEEP can be run in very


Fig. 15. Running time of DEEP in fixed dimension
high dimension with much higher blocksize than BKZ, which may make DEEP preferable to BKZ. However, Figure 7 showed that even with much higher blocksize, we do not expect to go significantly below the $1.01^{n}$ prediction for the Hermite factor.

## 5 Comparison with Former Lattice-Based Attacks

In Section 3, we tried to predict the asymptotical behaviour of the best reduction algorithms known. In this section, we compare our predictions with the largest lattice experiments ever done: surprisingly, our predictions seem consistent with the experiments, and may explain in retrospect why certain lattice attacks worked, but not others.

### 5.1 The GGH Challenges

In 1999, Nguyen [25] broke four GGH-challenges [12] in dimension 200, 250, 300 and 350 , but the 400 -dimensional challenge remained unbroken. The attack heuristically transformed a CVP-instance into a Unique-SVP instance, where a heuristic value for the gap of the Unique-SVP instance was known. The UniqueSVP instances arising from GGH-challenges look a bit like the first class of semiorthogonal lattices: this is because GGH secret bases are slight perturbations of a multiple of the identity matrix.

By extrapolating the experimental results of Section 3, we can make a very rough guess of what should be the gap limit for which the BKZ-20 algorithm would solve the Unique-SVP instance corresponding to the GGH challenge. The results are given in Table 2 Even though the prediction $0.18 \cdot 1.012^{n}$ is only a rough estimate, the difference of magnitude shows that in retrospect, it was not a surprise that Nguyen [25] solved the GGH-challenges with BKZ-20 in dimension 200, 250 and 300. In dimension 350, the prediction is a bit worse, which is consistent with the fact that BKZ-20 failed: Nguyen 25 had to use a pruned BKZ-reduction to solve the GGH-350 challenge. In dimension 400, the

Table 2. Comparing predictions with past experiments on the GGH challenges

| Dimension $n$ | 200 | 250 | 300 | 350 | 400 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Estimation of the GGH gap | 9.7 | 9.4 | 9.5 | 9.4 | 9.6 |
| Gap estimate for BKZ-20 <br> from Section 3 3 | 2.00 | 3.55 | 6.44 | 11.71 | 21.25 |
| Algorithm used in [25] | BKZ-20 | BKZ-20 | BKZ-20 | pruned-BKZ-60 | Not broken |

prediction is much worse than the expected gap, and it is therefore not a surprise that GGH-400 has not been solved. It seems that we would need much stronger reduction algorithms to solve GGH-400.

Recently, a weak instantiation of GGH was broken in [14], by solving UniqueSVP instances of polynomial gap using LLL up to at least dimension 1000. For many parameters, the numerical gap given in [14] is much lower than what could be hoped from our predictions for LLL, but there is a simple explanation. The problem considered in [14 is actually much easier than a general UniqueSVP problem: it is the embedding of a CVP problem when we already know a nearly-orthogonal basis and the target vector is very close to the lattice. This implies that LLL only performs a size-reduction of the last basis vector, which immediately discloses the solution. This also explains why the LLL running times of [14] were surprisingly low in high dimension.

Recently, a weak instantiation of GGH was broken in [14, by solving UniqueSVP instances of polynomial gap using LLL, up to at least dimension 1000. Surprisingly, for many parameters, the numerical gap of the instances solved in [14] is much lower than what could be hoped from our predictions for LLL. But there is an explanation. The problem considered in [14] is actually much easier than a general Unique-SVP problem: it is the embedding of a CVP problem when we already know a nearly- orthogonal basis and the target vector is very close to the lattice. This implies that LLL is fed with a special input basis (not a random basis), so special that LLL will only perform a size-reduction of the last basis vector, which will immediately disclose the solution. This explains why the LLL running times of 14 were surprisingly low in very high dimension. In other words, the attacks of [14] could even have been carried out without LLL.

### 5.2 The NTRU Lattices

The NTRU cryptosystem [15] is based on the hardness of lattice problems for the so-called NTRU lattices described in [15]. The key generation process of NTRU has changed several times over the past ten years: in the original article [15], the security was based on the hardness of SVP of the NTRU lattices, whereas more recent versions of NTRU are more based on the hardness of CVP in NTRU lattices. To simplify, we compare our predictions with the original description of NTRU based on SVP. In this case, NTRU lattices are essentially characterized by two parameters: $N$ and $q$ such that the dimension is $2 N$, the volume is $q^{N}$, and there are heuristically $N$ linearly independent shortest vectors of norm a
bit smaller than $\sqrt{q}$ (and which are related to the secret key). Such lattices also have $2 N$ trivial short vectors of norm $q$ which are already known. Because NTRU lattices do not have a unique shortest vector, it is not clear if this fits any of the models of Section 3. But if we ever find the shortest vector, we will have found a non-zero vector smaller than $q$, which means solving Hermite-SVP for a suitable factor. Since we know the lattice volume, we can estimate the corresponding Hermite factor for all three historical NTRU parameter sets, as shown in Table 3. On the other hand, Section 3 suggests that we should be able

Table 3. Hermite factor required to solve the three historical NTRU parameter sets

| Value of $(N, q)$ | $(107,64)$ | $(167,128)$ | $(503,256)$ |
| :---: | :---: | :---: | :---: |
| Hermite factor required | $(1.00976)^{2 N}$ | $(1.00729)^{2 N}$ | $(1.00276)^{2 N}$ |

to achieve a Hermite factor of roughly $1.01^{2 N}$ : this means that out of the three NTRU parameter sets, only the first one $(N, q)=(107,64)$ seems close to what can be achieved in a reasonable time. This parameter set was not supposed to be very secure (see [15), but to our knowledge, no NTRU-107 lattice has ever been broken by direct lattice reduction. The only successful lattice attack was that of May in 1999 (see [22]), which combined exhaustive search with lattice reduction of smaller lattices. Surprisingly, it was estimated in [15] that NTRU-107 could be broken within a day using raw lattice reduction, but no actual break was reported: the experiments given in [15] only broke slightly smaller values of $N$. In fact, if we compute the Hermite factor corresponding to each NTRU instance broken in [15] using BKZ, similarly to Table 3, we obtain a Hermite factor of the form $c^{2 N}$ where $c$ varies between 1.0116 and 1.0186: such values of $c$ are clearly consistent the results of Section 3,

Still, since $(1.00976)^{2 N}$ of Table 3 is very close to the prediction $1.01^{2 N}$, it seems reasonable to believe that NTRU-107 should be within reach of current algorithms, or small improvements. We therefore made experiments with three NTRU-107 lattices generated at random. Out of these three, only one was broken with BKZ: during the computation of BKZ-25, the shortest vector was found, but BKZ-25 did not even terminate. But BKZ did not succeed with the other lattices, and we stopped the computation after a few days. We then tested a stronger reduction algorithm on all three lattices, inspired by Figure 13 .

- We partially reduce the NTRU-107 lattice with BKZ with increasing blocksize for a few hours.
- We project the lattice over the orthogonal complement of the first 107 vec tors (we chose 107 based on the GSL slope): this gives a 107-dimensional projected lattice $L^{\prime}$ whose shortest vectors might be the projections of the initial 214-dimensional lattice $L$.
- We run BKZ on the projected lattice $L^{\prime}$ with increasing blocksize until an unusually short vector is found: because $L^{\prime}$ has much smaller dimension $L$, Figure 13 implies that we can run much higher blocksize. In practice, we
could reach blocksize 40. If the short vector is the projection of one of the shortest vectors of $L$, we can actually recover a shortest vector of $L$.

This experiment worked for all three NTRU-107 lattices: we were always able to recover the secret key, using BKZ of blocksize between 35 and 41 on the projected lattice, and the total running time was a few hours. By comparison, raw BKZ reduction only worked for one of the three lattices. This confirms that the Hermite factor prediction $1.01^{n}$ gives a good idea of what can be reached in practice. And knowing better the limits and the performances of current algorithms might help to design better ones.
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