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Abstract

For centuries quality of life was a subject of studies across
different disciplines. However, only with the emergence of
a digital era, it became possible to investigate this topic
on a larger scale. Over time it became clear that qual-
ity of life not only depends on one, but on three relatively
different parameters: social, economic and well-being mea-
sures. In this study we focus only on the first two, since
the last one is often very subjective and consequently hard
to measure. Using a complete set of bank card transactions
recorded by Banco Bilbao Vizcaya Argentaria (BBVA) dur-
ing 2011 in Spain, we first create a feature space by defining
various meaningful characteristics of a particular area per-
formance through activity of its businesses, residents and
visitors. We then evaluate those quantities by considering
available official statistics for Spanish provinces (e.g., hous-
ing prices, unemployment rate, life expectancy) and inves-
tigate whether they can be predicted based on our feature
space. For the purpose of prediction, our study proposes a
supervised machine learning approach. Our finding is that
there is a clear correlation between individual spending be-
havior and official socioeconomic indexes denoting quality
of life. Moreover, we believe that this modus operandi is
useful to understand, predict and analyze the impact of hu-
man activity on the wellness of our society on scales for
which there is no consistent official statistics available (e.g.,
cities and towns, districts or smaller neighborhoods).

1 Introduction

For centuries great thinkers discussed the essential quali-
ties of good societies and of a good life. In the end three
major philosophical approaches were proposed to determine
quality of life [1]: dictated by normative ideals based on re-
ligious, philosophical or other systems; based on whether
people can obtain the things they desire; and described by
the way people experience their lives. Those three philo-
sophical approaches were then ”translated” into three mea-
surable indices denoting quality of life: social, economic and
subjective well-being measures.

However, not all parameters are seen equally important
for different parties. For example, policy makers put more
emphases on economic ones, while some others think that
individuals experience their lives subjectively and that eco-
nomic parameters can sometimes be negatively correlated

with certain quality of life facets such as people leisure time
or their need to live in healthy environments [2–4]. In con-
trast to economic parameters that measure one’s ability to
obtain the marketplace goods and services they choose, so-
cial indices question economic growth in terms of whether
more is always better [5, 6]. Finally, well-being research fo-
cuses on one’s conscious experiences described by hedonic
feelings or cognitive satisfactions [7, 8].

The goal of our research is to provide a model that can
be used to predict quality of life on a city level. Currently
different quality of life parameters are calculated on a much
coarse-grained scale than cities (e.g., for regions, provinces
or the whole countries). Our motivation is to be able to fur-
ther ”zoom in” to the city or neighborhood level providing
people with indices that can describe quality of life for the
exact location where they live, rather than provide them
with average values that very often have large deviations.
This information can be then used either by the city policy
makers or people deciding where to live [9].

Without going into the discussion of which quality of life
parameters are more important, in this paper we choose
to use three social and three economic quantities. We left
out subjective well-being factors as it is hard to find a reli-
able and consistent country-wide official statistic source for
them, which makes this problem a subject for a separate
study. Out of a very wide variety of social and economic in-
dices, we included major quantities such as Gross Domestic
Product (GDP), housing price level, unemployment rate, as
well as social ones such as crime rate, percentage of higher
education and life expectancy.

Namely, GDP is a traditional outcome metric of develop-
mental economics that measures aggregated economic ac-
tivity within a given country, housing prices are important
parts of capital markets in which money is provided for pe-
riods longer than a year, while labor markets that function
through the interaction of workers and employers are to a
great extent characterized by unemployment rates. More-
over, social parameters denote how safe people should feel
living in a certain area, what the level of education for that
area is and how long people are expected to live. All of
which are important when accessing their quality of life.

In order to develop a model that is able to predict qual-
ity of life factors for various locations at different scales,
we propose a three step process in which we first define
and calculate different microeconomics indicators using in-
dividual bank card transaction records collected by Banco
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Bilbao Vizcaya Argentaria (BBVA), then use those microe-
conomics indicators as inputs of machine learning process to
teach our model how to predict six quality of life parameters
on Spanish province level for which we have reliable official
statistical data, and then finally use our model to predict
them on a much more fine-grained spatial scale for which
the official statistical data is inconsistent or non-existent.
In this paper we describe the first two steps of the process,
while the third one is a subject for future work.

The rest of the paper is organized as follows. In Section
2 we give a short overview of related work starting with
describing studies made before the digital era and ending
with studies based on bank card data. Section 3 provides
insights into dataset that we use in this paper – BBVA
dataset of bank card transactions preformed in the whole
Spain. In Section 4 we describe the methodology that we
used to conduct research for this paper together with all
technical aspects of our modeling procedure. Finally, in
Section 6 we discuss the results presented in Section 5.

2 Related work

In the era where the usage of digital technologies is so om-
nipresent, people every day leave more digital trails than
we are currently able to process. No matter whether they
surf the Internet, post on their social media, twit, publish
their geotagged photographs or use their bank cards to make
their purchases, people create their own digital footprints.
In extensive amount of related work scholars used such
datasets for different research purposes such as for study-
ing human dynamics through cell phone data [10–14], social
media posts [15–19] or vehicle GPS traces [20, 21]. Results
of those studies can be also used for a variety of applications
including support of decision-making in regional [22, 23] or
urban land use planning [24,25].

In this paper we use BBVA bank card transaction dataset
to learn more about people quality of life. It is not only im-
portant how much or on what people spend their money,
but also a broad variety of other more specific character-
istic does matter as it is explained in Section 4. In recent
years similar datasets have already been used to investigate
people individual spending patterns, but to the best of our
knowledge, nobody used these microeconomic trends to cal-
culate quality of life parameters. In the rest of this section
we will sum up related research.

People individual spending activities, which were inves-
tigated before the digital era, collected data using field
studies [26], questionnaires [27], surveys from users [28] or
retailers [29]. The focus of those studies was mostly on
finding correlations between demographic factors (e.g., age
group, gender, education level, occupation or income) and
either shopping patterns [28,30,31] or predisposition to use
different payment methods such as bank cards, checks or
money [32–35]. The results of studies investigating the
latter correlations were inconclusive in both cases of gen-
der and age groups. Namely, some studies concluded that
women are more prone to use bank cards for their pur-
chases [33,35], while other pointed towards their preference
for checks over cash or cards [34]. Moreover, in some studies

age is reported to lower the probability of card usage [35],
while others reported no significant effect [34].

Since the aforementioned findings were mostly based on
survey results, they may have been affected by the fact that
people could have altered their answers knowing that they
were ”monitored”. Today in the digital era in some cases
information about people behavior is collected even without
them being aware of that, let alone with their informed
consent. However, as bank card transaction data is highly
sensitive and includes a lot of private information, access
to it has been so far highly restricted. Therefore, related
studies have been mostly focused on card systems [36–38],
rather than on human behavior that can be derived from
people using them.

In a few studies that do focus on extracting some features
of human behavior based on their bank card transaction
records, scholars investigate how individual spending is af-
fecting those individuals. For example, some studies wanted
to uncover the predictability of people spending choices and
their relationship to their wealth [39] or examine the rela-
tionship between wealth/income/financial literacy and the
failure to make the minimum monthly payment on their
credit cards even when having enough funds on their de-
posit accounts to make the required payment [40].

In addition to that, our previous studies shed some light
on how macroeconomic patterns emerge from microeco-
nomics ones. Namely, in [41, 42] using the same BBVA
dataset as we are using in this paper, we presented city
classification based on customer individual behavior that
could not have been observed from the official Spanish so-
cioeconomic statistics. Moreover, recently we utilized this
dataset for showing how behavior or foreign visitors de-
pends on their country of origin [43] and the city size [44].
This gives an idea of possible correlation between individual
spending patterns and quality of life parameters in the city.
The closest related work to this idea is presented in [45]
and [46]. The former one shows how a relationship between
people debt and their psychological well-being evolves over
time, while the latter one finds a positive correlation be-
tween subjective well-being and e-shopping. Although both
studies investigate quality of life well-being factors, they are
doing it on an individual level rather than on a city level as
proposed in this paper.

3 Dataset

We analyze the complete set of bank card transactions
recorded by BBVA during 2011, all over Spain1. Spain
has an area of 505,519 km2 and counts 46, 507, 760 in-
habitants (2014). It is bordered to the northeast with
France (which is separated from the chain of the Pyrenees)
and Andorra, on the south by the Mediterranean Sea and
Gibraltar (small possession of the United Kingdom) and,
in Africa, with Morocco (through the autonomous cities of
Ceuta and Melilla, its exclave). Spain is divided into 17
autonomous communities (comunidades autónomas, singu-

1Although the raw dataset is protected by a non-disclosure agree-
ment and is not publicly available, certain aggregated data may be
shared upon a request and for the purpose of findings validation.



lar: comunidad autónoma) which are further divided into
50 provinces, plus 2 autonomous cities: Ceuta and Melilla
(officially designated as Plazas de Soberańıa en el Norte de
África). Gibraltar is claimed by Spain. Ceuta, Melilla and
other small islands, which extend over 0.65 km2 and count
312 inhabitants are the remains of the vast colonial empire
that the country possessed. In total, Spain has 31.65 km2

of territory in North Africa, populated by 138, 228 inhabi-
tants. We analyze the economic activity, during the 2011,
over the 50 provinces plus Ceuta and Melilla resulting in
total of 52 analyzed regions. Figure 1 reports the density
of total spending activity per km2 in each province, which
also serves as one of the indicators in the rest of the study.
Transactions that are in our dataset were performed by

two groups of bank card users. The first one consists of
BBVA direct customers, residents of Spain, who hold a
debit or credit card issued by BBVA. In 2011, the total
number of active customers was around 4.5 million, alto-
gether they executed more than 178 million transactions in
over 1.2 million points of sale, spending over 10 billion eu-
ros. The second group of bank card users includes over 8.6
million foreign customers of all other banks abroad com-
ing from 175 countries, who made purchases through one
of the approximately 300 thousand BBVA card terminals.
In total, they executed additional 17 million transactions,
spending over 1.5 billion euro.
Due to the sensitive nature of bank data, our dataset was

anonymized by BBVA prior to sharing, in accordance to
all local privacy protection laws and regulations. As a re-
sult, customers are identified by randomly generated IDs,
connected with certain demographic characteristics and an
indication of a residence location - at the level of zip code
for direct customers of BBVA and country of residence for
all others. Each transaction is denoted with its value, a
time stamp, a retail location where it was performed, and
a business category it belongs to. The business classifica-
tion includes 76 categories, which were further aggregated
into 12 meaningful major groups (e.g., purchases of food,
fashion, home appliances or travel activities).

Figure 1: Spatial distribution of the density of total spend-
ing activity of domestic customers per km2 of the province
area on the normalized scale. The most economically dense
Spanish provinces that have the highest spending density
values are Madrid in the center and Barcelona – the second
province starting from right upper corner.

4 Methodology

The aim of this work is to examine whether bank card
transactions can be used as good forecasters for macroe-
conomic quality of life indicators at mesoscale level (i.e.,
provinces). As it has been already mentioned in Introduc-
tion, we use machine learning techniques to build a model
whose inputs are microeconomic indicators extracted from
BBVA dataset, while outputs present various indices denot-
ing quality of life. In this way contribution of our paper is
twofold: first we propose how to define and compute 35 dif-
ferent microeconomic indicators based on individual bank
card transactions and then we describe and validate the
proposed approach for teaching a model based on them.

4.1 Microeconomic indicators

From BBVA dataset of individual spending behavior for the
period of one year, we extract 35 different microeconomics
indicators that explain economic behaviors from both cus-
tomer and business sides (see Table 1). Before calculat-
ing the aforementioned parameters, BBVA dataset had to
be pre-processed in order to compensate for potential bias
introduced by the spatial inhomogeneity of BBVA market
share. The first concern was: what is BBVA penetration in
the whole banking market for the given area (i.e., what is
the ratio of BBVA customers and economically active pop-
ulation)? Therefore, in order to estimate the total domestic
customer spending volume, customers’ activity was normal-
ized by the bank’s market share corresponding to their res-
idence location and grouped at the level of provinces. An-
other type of bias is related to unequal distribution of for-
eign customers performing transactions in BBVA point of
sale terminals in different locations across the whole Spain.
In this case the normalization procedure relied on BBVA
business market share defined, for the purpose of this study,
as a ratio of bank card transactions executed by domestic
customers in BBVA terminals and their transactions in all
other terminals located in the considered area. The appro-
priate normalization allows estimation of the total spending
volume of foreign customers visiting a particular location.

The indicators at province scale showed in Table 1 can
be split in two macro-categories: (i) customer and (ii) busi-
ness (i.e., merchant) side. For instance the first eleven in-
dicators refer to the economic activity inside each province.
Indicator 1 has been computed by evaluating the average
density of number of transactions made within 1 km2 of
the province area, while Indicator 2 refers to the average
density of amount of money spent, and Indicator 3 denotes
the ratio between total amount and number of transactions
made by all customers within the considered area.

Indicators 4, 5 and 6 are more focused on the customer
side. Indicator 4 evaluates the average number of transac-
tions per customer, i.e., the ratio between the total number
of transactions made by residents of the area and the num-
ber of active residents in terms of transaction activity. In-
dicator 5 computes the fraction between the total amount
and the number of transactions made by residents of the
considered area everywhere in the country, while Indicator
6 evaluates the percentage of the number of transactions



made within the area by its domestic out-of-province vis-
itors. Moreover, we also evaluated the effect of the for-
eign activity by considering the percentage of the number
of transactions made within the area by its foreign visitors.

In order to also include the effect of the structure of ac-
tivity by its type, we consider something that what we call
– earning and spending diversity. In that sense, Indicators
8 and 9 represent the spending categorical diversity, specif-
ically the number of top business categories (of 76) enough
to cover 80% of the total activity of area residents or ac-
tivity within the area, respectively. Additionally, Indicator
10 reflects the number of active businesses within the area
per km2. For Indicator 11 we compute the average earnings
of an active business within the area (i.e., the total earned
amount divided by the number of active businesses).

Indicators 12 to 22 correspond to the specific properties
of the structure of spending activity within the area taking
into account spending in different business categories, such
as food, taxi, public transportation, etc. Finally, we eval-
uate the effect of the temporal activity by distinguishing
nighttime and weekend temporal windows. For the purpose
of defining Indicators 23 to 30 we assume that nighttime
activity happens between 10 PM and 6 AM, while week-
end activity counts for transactions made on Saturdays and
Sundays. Indicators 31 to 34 reflect the customer activity
inside or outside their provinces. The last indicator com-
putes the percentage of the total transaction of residents
made in the ”expensive” businesses, i.e., those which aver-
age transaction amount is above average for the correspond-
ing business category.

Table 1: Economic indicators at province level extracted from the bank card transactions in Spain during the year 2011.

Indicator Name

1 Density of the spending activity within the area

2 Density of the earnings within the area

3 Average amount of a single transaction earned within the area

4 Annual number of transactions per customer of the customers living in the area

5 Amount of transaction performed by customers living within the area

6 Percentage of area activity, received from out-of-province visitors

7 Percentage of area activity, received from foreign visitors

8 Area’s earning diversity

9 Area’s spending diversity

10 Area’s business density

11 Average business size within an area

12 Percentage of gas/parking/toll spending of area’s residents

13 Percentage of taxi spending of area’s residents

14 Percentage of public transportation spending of area’s residents

15 Percentage of cafés/restaurants spending of area’s residents

16 Percentage of fast food spending of area’s residents

17 Percentage of food spending of area’s residents

18 Percentage of recreation spending of area’s residents

19 Percentage of fashion/beauty/jewelry spending of area’s residents

20 Percentage of medical spending of area’s residents

21 Percentage of cultural spending of area’s residents

22 Percentage of travel spending of area’s residents

23 Percentage of area’s residents nighttime spending

24 Percentage of area’s residents weekend spending

25 Percentage of area’s residents nighttime money spending

26 Percentage of area’s residents weekend money spending

27 Percentage of area’s nighttime earnings

28 Percentage of area’s residents weekend earnings

29 Percentage of area’s nighttime business transactions

30 Percentage of area’s residents weekend transactions

31 Percentage of area residents’ activity performed outside the province

32 Percentage of out area residents’ activity performed inside the province

33 Percentage of money spent by area residents outside their province

34 Percentage of money spent by out of area residents inside a province

35 Area’s residents spending in expensive locations.



4.2 Macroeconomic indices

As mentioned in Introduction, a huge number of indica-
tors can be used to characterize quality of life for whole
countries and their citizens. In this work we decided to fo-
cus on six socioeconomic indices for the year 2011 that are
available for Spanish province level and that are included in
official Spanish statistic reports from Instituto Nacional de
Estad́ıstica2 and Eurostat3 web pages: GDP, housing price
level, unemployment rate, crime rate, percentage of higher
education, and life expectancy.

We choose GDP as it is widely used as a benchmark of
successful public policy initiatives and as the primary ob-
jective of the lending decisions of major global economic
institutions. The advantage of GDP is that it measures
the aggregate economic activity within a country, but the
downside is that economic activity generated for whatever
purpose (e.g., building prisons or schools, spending more on
health care, whether or not it is medically beneficial) raises
GDP in the same way.

In addition to economic indices, we also use social ones
that are compiled by the Statistics Division, Department
of Economic and Social Affairs of the United Nations Sec-
retariat4 using many different national and international
sources. Namely, the indices presented in this paper con-
sist mainly of the minimum list that has been proposed for
follow-up and monitoring implementation of major United
Nations conferences on children, population and develop-
ment, social development and women.

This minimum list is contained in the Report of the Ex-
pert Group on the Statistical Implications of Recent Ma-
jor United Nations Conferences (E/CN.3/AC.1/1996/R.4).
Technical background on the development of social indices
is available in two United Nations publications: Handbook
on Social Indicators (United Nations publication, Series F,
No. 49, 1989) and Towards a System of Social and De-
mographic Statistics (United Nations publication, Series F,
No. 18, 1975)5. All aforementioned indices are provided for
the following areas: population, health, housing, education
and work.

4.3 The model

The first step in building our model is to normalize all
micro- and macroeconomic parameters to be between 0 and
1 by fitting an appropriate distribution (normal or lognor-
mal whichever fits better) as shown in Figure 2. In doing
so, we transformed the data using cumulative distribution
function of fitted distribution (i.e., replace the original data
with the corresponding quantile values). This is similar to
the quantile normalization introduced in [47] but instead of
using the certain empirical distribution, in this paper we
use the actual best-fit distribution function. For each in-
dicator we evaluate which distribution fits better following
maximum-likelihood estimation:

2http://www.ine.es
3http://ec.europa.eu/eurostat
4http://www.un.org/en/development/desa/index.html
5http://unstats.un.org/unsd/demographic/products/socind

l =
N
∑

i

lnf(xi) (1)

where f denotes the considered partial distribution func-
tion. We choose the distribution and its parameters maxi-
mizing l.

Since many of the indicators are strongly correlated with
each other, the next step is to perform dimensionality reduc-
tion using standard Principle Component Analysis (PCA).
PCA can be used to compress the information from a large
number of variables to a smaller dataset while minimiz-
ing the information lost during this process [48]. Setting a
threshold for the total percentage of information that should
be covered (we use 95%), we get a reasonable selection of the
top independent components. Those components ”saved”
most of data that all individual indicators together provided
before the reduction process as shown in Figure 3a. The re-
sult reported here is for all 52 provinces together, while in
our further analysis, which is presented in Section 5, we will
be considering different training sets for our model, all of
them being subsets of the entire one. However, the results
for those subsets do not differ substantially from the results
presented here for the whole set.

Selected principle components are then used as a feature
space for teaching our model to predict quality of life pa-
rameters at the province level in Spain. As mentioned be-
fore this model can be further applied for predicting quality
of life parameters on much more fine-grained spatial scales
(e.g., cities, districts and smaller neighborhoods) for which
consistent official statistics does not exist. After principle
components were selected, we analyze their individual cor-
relations with macroeconomic statistical parameters to be
predicted, in order to see if in theory we can get a decent
predictive power using the feature space we built. The cor-
relation is given by a matrix R of correlation coefficients cal-
culated from our input microeconomics and output macroe-
conomic parameters. The matrix R is related to the covari-
ance matrix C as:

R(i, j) =
C(i, j)

√

C(i, i)C(j, j)
. (2)

Figure 2: Schematic representation of the model used in
this research.
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Figure 3: (a) We show the first 16 of the total 35 principle components explain 95% of the total data variance. (b) However,
using only 6 principal components allows to reach the best results in terms of model fitting/cross validation.

The correlations between 16 principal components, ex-
tracted from 35 indicators, and 6 socioeconomic statistical
indices for all 52 provinces are shown in Table 2. Strongest
positive or negative correlations are also highlighted by red
bars in Figure 4. The first principal component is mostly
correlated with the percentage of higher education and
crime rate and slightly weaker — with housing prices, the
third — with literally all the quantities, the fifth — mostly
with education rate, while second and fourth show rather
weaker correlations with our six statistical indices. More-
over, other principle components starting from the sixth one
already show pretty insignificant correlations with the sta-
tistical parameters considered in this paper, showing that
not all of them have the same strong impact on the model
performance and that we should decide which ones to use.

Table 2: Individual correlations between 16 microeconomic
(principal components) and 6 macroeconomic parameters.

PC GDP Housing Unempl. Educ. Crime Life

1 24.99 37.27 31.24 40.73 46.25 -31.40

2 23.26 -37.72 -38.15 30.04 3.89 1.37

3 65.29 -68.87 -69.79 38.95 -41.07 61.94

4 -30.19 25.61 26.01 -1.94 24.87 -21.79

5 -13.99 18.60 21.11 -53.89 44.27 -36.29

6 -27.93 1.94 3.12 -10.93 -0.18 -23.09

7 6.00 -1.93 -1.93 -7.71 -7.73 23.55

8 24.17 -23.91 -24.82 21.16 -6.49 1.45

9 10.69 -5.13 -7.27 28.73 1.09 -2.14

10 -27.75 22.16 23.77 -22.74 1.57 -19.20

11 5.20 -12.39 -12.23 4.10 -17.81 -4.20

12 -0.80 1.26 2.25 -1.31 -20.95 5.03

13 -9.62 -8.38 -6.06 -5.48 -7.19 26.63

14 -5.08 -11.46 -12.26 10.13 -17.63 -2.30

15 6.33 -12.84 -12.16 3.30 8.30 -1.16

16 -20.87 21.39 21.28 1.48 4.19 -21.08

After doing PCA, the next step in building of our model
process is to teach the model using the selected feature space
that explains the statistical quantities at the considered spa-
tial scale. We experimented with a standard Generalized
Linear Model (GLM) using a logistic regression algorithm,
as logistic function is typically applied in case of the binary
or normalized values. GLM is a flexible generalization of
ordinary linear regression that allows for response variables
that have error distribution models other than a normal
distribution. This model generalizes linear regression by
allowing the linear model to be related to the response vari-
able via a link function and by allowing the magnitude of
the variance of each measurement to be a function of its
predicted value [49].

A schematic representation of the GLM used in this re-
search has already been shown in Figure 2. In the first
step of doing GLM, all indicators are normalized between
0 and 1 applying the cumulative distribution function of
the best-fit distribution they follow. Moreover, our model
predicts values on the normalized scale resulting in that for
each training session we also normalize output variables for
each province (i.e., official statistical indexes). In the second
step of this process, we compute a dimensionality reduction
following PCA. In the third step we teach GLM model on
the available data sample used as a training set. Note here,
that as described earlier, different subsets of the data will be
used further for this purpose. Then, for every sample point
(i.e., province) certain number of principal components are
used as input variables of the algorithm, while the output is
the normalized statistical value for that province. The lin-
ear model is represented by the summation symbol and the
logit function is represented by the sigmoid curve symbol.
Finally, we validate the model using the validation set (i.e.,
remaining provinces) and apply the corresponding inverse
cumulative distribution function to evaluate the predicted
quantities on the original scale from the predicted normal-
ized values.
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Figure 4: Absolute values of individual correlations between 6 principal components and 6 statistical parameters. Red bars
indicate the highest correlations (i.e., above 40%).

In standard linear models the expected value of the re-
sponse variable Y ∈ R

m is supposed to linearly depend on
its coefficient, β ∈ R

n acting upon the set of n predictor
variables X ∈ R

n×m:

E(Y) = (βT
X)T , (3)

while the standard GLM model, first developed by Nelder
and Weddeburn [49], takes a more general form:

E(Y) = g−1

(

(βT
X)T

)

(4)

with the response variable, Y|βT
X, belonging to a specified

distribution from a single parameter exponential family and
g−1(·) providing an appropriate transformation from the
linear predictor, Y|βT

X, to the conditional mean, µ. The
inverse of the mean function, g−1(·), is known as the link
function g−1. In this paper we use the link function logit
[49]:

g(p) = log
p

1− p
. (5)

This way the normalized value of the predicted quantity
Y norm is computed as:

Y norm = g−1(βT
X) =

exp(βT
X)

1 + exp(βT
X)

. (6)

The model predicts values on the normalized scale, while
for the original values we will have a final step of applying
an inverse cumulative distribution function F−1 for the dis-
tribution we fitted during the normalization step. This way
the final model uses a superposition of g−1 and F−1:

Y = F−1

(

g−1(βT
X)

)

(7)

To determine the degree to which the model fits our data,
we use the standard R-squared (R2) metric for the linear
regression model, i.e., measure based on unweighted resid-
ual sums of squares. The benchmark is the residual sum
of squares in the intercept-only model, with fitted mean ȳ.
There are several equivalent ways to express R2 in the lin-
ear regression model, but their analogs for nonlinear models
differ. In this paper we use the (unweighted) residual sum
of squares yield as:

R2 = 1−

∑

N

i=1
(yi − µ̂i)

2

∑

N

i=1
(yi − ȳi)

2
, (8)

where µ̂i is the predicted value by the machine learning
algorithm and yi is the original value.

5 Results

In this section we test our method in order to predict 6
different statistical socio-economic indices at the province
scale. The input of the machine learning algorithm is the
certain number of principal components evaluated by PCA.
The information distribution among the principal compo-
nents is illustrated in Figure 3a. Although the first one
already represents the 30% of the total data variance, one
needs 16 components to cover at least 95% of the informa-
tion. We reported the correlations between those 16 leading
principal components, built as linear combinations of the
original 35 indicators, and the 6 socio-economic statistical
indices in Table 2.



Figure 5: Spatial distribution of the normalized GDP values (a) and model prediction (b). Here the model has been trained
on all 52 provinces.

The strongest positive or negative correlations are high-
lighted by red bars in Figure 4 where only the first five
components show strong correlation with at least one of the
quantities to be predicted, so might serve as a particularly
valuable contribution for the model. In the rest of paper
we will consider different numbers of principle components
to train our models on and see which one is the optimal
one based on the model performance on the training sets.
Worth repeating is that the above PCA statistics was com-
puted for the entire data sample containing all 52 provinces
and in this section we use different training sets. Neverthe-
less, results in both cases are not substantially different.

In order to evaluate the performance of our model to pre-
dict every statistical quantity, for the sake of reliability and
avoiding random effects that can always occur with such a
small data sample like the considered one, we use the follow-
ing strategy, adopting the so-called random subsampling or
repeated shuffle and split ideas [50]: we consider 4 different
learning sessions with different combinations of the training
and validation sets and for each of those we train the model
using 34 (i.e., approx. 2/3) of the entire 52 provinces and
then test it on the remaining 18 (i.e., approx. 1/3).

In this framework in every training step, before applying
PCA, we normalize the original 35 indicators fitting a nor-
mal or lognormal distribution. After training the model, we
apply it to compute the predictions of the normalized values
for the validation sample followed by applying the inverse
cumulative distribution function according to the fitted dis-
tribution in order to map the predicted values back to the
original scale. This means that we make 4 experiments and
for each session we calculate R2 value for the model per-
formance on both — training and validation — sets. The
model performance is then characterized by the average val-
ues of R2 on the validation sets. Moreover, we use 6 leading
principle components as a feature set for our model.

As mentioned before, the results depend on how many
leading principle components we consider. Figure 3b re-
ported the dependence between the average values of R2 for
training and validation sets with this number. The optimal
number of principle components one can pick up based on

the model’s performance on the training set. In our case it is
6. Namely, performance goes up while we add new compo-
nents until the 6th one and then adding more of them rather
than contributing, it starts to affect the results negatively.
Six principle components also give the best performance on
the validation sets. A spatial visualization presenting our
model performance on the example of GDP is given in Fig-
ure 5, showing quite good general match besides of couple
of specific outliers.
The quantitative analysis of the model performance on

both original and normalized scales for our statistical in-
dices is presented in Figure 6. We got very good results in
predicting all the considered quantities, except for the crime
rate parameter in which case our model is not able to closely
predict some specific outliers on the original value scale and
this consequently affects the corresponding R2 score. The
score for the normalized scale is already much better (over
50%) showing that this issue is only the matter of scale. For
all the rest, R2 values for the validation set range around
50− 60%, while for the training set between 60− 80%. To
conclusion, overall the R-squared coefficient (i.e., % of pa-
rameter variation explained by the model) is slightly lower
for the validation sample (red points in Figure 6) compared
to the training sample. Nevertheless, the difference is rather
small showing that our approach of training the model made
it possible to largely avoid overfitting.

6 Conclusions

In this paper we proposed 35 different characteristics of indi-
vidual economic behavior quantifiable through the dataset
of anonymized bank card transactions, and then evaluated
them on the example of Spain. We showed that those quan-
tities could be used for estimating economic performance
of the regions in the country, as proposed supervised ma-
chine learning technique demonstrated to perform well on
the validation samples for predicting major official statisti-
cal quantities such as GDP, housing prices, unemployment
rate, level of higher education, life expectancy and crime
rate on the level of Spanish provinces.
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Figure 6: Fitting/cross-validation results on both original and normalized (inset graphs). The R2 is evaluated for both the
training (blue) and validation (red) sessions.



Moreover, the same approach is applicable in cases when
official statistics is not available or is inconsistent, for ex-
ample when considering geographical units of a finer spatial
scale such as municipalities, districts or neighborhoods. The
approach also allows evaluating temporal variation of eco-
nomic performance of the regions, which is especially useful
since official statistics is more static and cannot give a re-
ally fine-grained longitudinal perspective. Finally, the pro-
posed model can be further employed for estimating more
specific characteristics of local economic performance ad-
dressing particular business needs.
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