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ABSTRACT

The present study uses probabilistic models of corpus daabvel
way, to measure and compare the syntactic predictive dégmaif
speakers of different varieties of the same language. Tudy $inds
that speakers’ knowledge of probabilistic grammaticalicd® can
vary across different varieties of the same language andeatte-
tected psycholinguistically in the individual. In threenseaof experi-
ments Australians and Americans responded reliably tousompodel
probabilities in rating the naturalness of alternativew@atonstruc-
tions, their lexical decision latencies during readinge@inversely
with the syntactic probabilities of the construction, ahdyt showed
subtle covariation in these tasks, which is in line with ditative dif-

ferences in the choices of datives produced in the samexiente
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The ability to predict is necessary for survival, as an obsiexample, predic-
tions of motion and sequential action are continuously eygd in human motor
activities. In the past decade evidence has been growirigpthdiction also un-
derpins linguistic perception and comprehension. For gtanwhile listening to
sentences unfold, people make anticipatory eye-moventenieedicted semantic
referents (Altmann and Kamide 1999, Kamide et al. 2003a, idarat al. 2003b).
Event-related brain potential (ERP) changes show gradeagtivation of the word
formsa or anas a function of their probability of occurrence in the cohte read-
ing a sentence (DelLong et al. 2005). Words that are lessutisegredictable evoke
a greater positive deflection in the ERP waveform, and tHiecetliminishes when
the predictive discourse context is eliminated; convellgeprediction-inconsistent
adjectives slow readers down in a self-paced reading taek Bérkum et al. 2005).
People use language production predictively at all levetsng comprehension, ac-
cording to a functional model consistent with a wide rangewélence (Pickering
and Garrod 2005). Language production is so intimately liree with language
perception that listeners’ auditory perception of words ba changed by robotic
manipulation of their jaws and facial skin during pronuticia (Ito el al. 2009, Nasir
and Ostry 2009). Predictive models can also explain mamuéecy effects in lan-
guage acquisition, use, and historical change (see Dig86&l for a review). The
logic common to many of these studies is that if people usguage production
to make predictions during comprehension, then probabitisfferences in produc-
tion should be detectable in experiments on perception antprehension, even
with higher-level grammatical structures (syntax).

There is one potentially rich source of probabilistic preiilon differences that
has scarcely been tapped in this program—quantitativeastiotdivergences be-
tween different varieties of the same languag€or an example of probabilistic
differences between varieties of English, consider thaetery one-word increase
in the length of the possessum phrase (illustratediadowin (1)), the use of the
Saxon genitive increases By % over the Norman genitive in American English,
while there is no such effect in British English, accordingatcomparative study of
corpora by Hinrichs and Szmrecsanyi (2007: 466). The saouy ound that in
both spoken and written productions, American English kepesadiffer from British
in being more likely to produce the Saxon genitive with aminzate possessor as il-
lustrated in (1a), all else being equal (Hinrichs and Szsaegi 2007, Szmrecsanyi

1But interest in comparative cross-varietal psycholinticéss growing (Bender 2005, Bock et al.
2006, Trousdale and Clark 2008, Staum Casasanto 2008.



and Hinrichs 2008):
(1) a. the building’s shadow < Saxon 8) genitive
b. the shadow of the building — Norman 6f) genitive

Supporting the link between probabilistic production almdnprehension, a simi-
lar phenomenon was found in an earlier psycholinguistidystiRosenbach (2002,
2003) devised a forced-choice experiment comparing Braisd American prefer-
ences for one or the other genitive construction after rgpdassages from a novel.
She found major effects of animacy, topicality, and sencaetation in both groups,
but younger American subjects had less effect of animacypened to the British
subjects.

Other examples of probabilistic production differencesveen varieties of En-
glish come from cross-corpus studies of the dative alt@naillustrated in (2).

(2) a. Who gave that wonderful watch to you?  prepositional {o-)dative
b. Who gave you that wonderful watch? double object construction

In a study ofgive dative constructions in spoken New Zealand and US corpora,
Bresnan and Hay (2008: 202) found that New Zealand Englishlsgys are more
likely to produce inanimate recipients in the double obgegtstruction (such asho
gave the school a distinctly scientific bjaean Americans, all else being equal.

In general, these macro-regional varieties of Englistedifiot in their grammat-
ical rules for syntactic structures like those just illas&d, but in the probabilities
of the structures occurring in spoken and written discog&neider 2007; Ro-
hdenburg and Schliter 2009). Prior work in psycholingcsgshas shown that there
are important parallels between the comprehension anduptiod of dative con-
structions in the use of information about their quantiatistribution (MacDonald
1999: 189; Stallings et al. 1998). Corpus probabilities ativee constructions can
predict sentence ratings (Bresnan 2007b), and dative vagtbward one or the
other construction can predict anticipatory eye moveméritg et al. 2008). Can
we find evidence for differences in linguistic predictivehbgior among speakers
of different varieties of English? In the present study we thee dative alternation
to compare syntactic predictive behavior of speakers oftralian and American
(United States) varieties of English.

It might be thought that individual differences among s@eakn experimental
tasks would completely swamp any group effects that codldatedivergent proba-
bility distributions. To attack this problem head-on, wekaase ofmultilevel(also



termedmixed effegtregression mode]svhich are of growing importance in the lan-
guage sciences (Baayen 2008, Johnson 2008, Baayen et 8. QQéné and van
den Bergh 2008, Jaeger 2008). As explained below, theselspdwide an effi-
cient way to adjust for random effects of the individual apiants and items used
in the study, so that any significant main effects or inteoast with variety reli-
ably hold across the particular samples of participantsit@nas and can generalize
beyond them.

It also might be thought that social differences betweerspeakers of the two
varieties participating in the experiments would swampedffgcts of macro-regional
variety. Yet the studies of broad-coverage corpora cited@bas well as others (e.g.
Grimm and Bresnan 2009) show that probabilistic grammidiiff@rences exist be-
tween varieties at the macro-regional level. To deterntieecixtent of sub-regional
social influences on the dative alternation lies beyond¢bee of the present study
and remains a topic for future research. Given that sped&adsindeed, most lin-
guists) are unaware of quantitative trends in the dativeradttion, it is possible that
there are few social influences on the variable (cf. Weinelr lzabov 1983 on the
English agentless passive).

Then there is the question of whether the two English dativestuctions illus-
trated in (2a,b) are syntactic alternatives at all. The ephof syntactic alternations
has been critically discussed in sociolinguistics (Lawadl978, Romaine 1984,
Cheshire 1987, Silva-Corvalan 1986) and from the geneysitipn that any differ-
ence in word order also implies a difference in meaning (Byr 1977), although
‘meaning’ is construed differently in these discussionBerE are nevertheless im-
portant studies explicitly proceeding from the assumptbsemantic equivalence
between syntactic variants (Weiner and Labov 1983, Jacob880, Kroch 1989,
1994, Kroch and Taylor 1997, Pintzuk 1993, 1996, Pintzukkarmth 1989, Rosen-
bach 2002, Szmrecsanyi 2006, Hinrichs and Szmrecsaryi,28mong many oth-
ers), and the underlying concept of grammatical variationgdamental in sociolin-
guistics, has been generalized and considerably refined (8ankoff and Thibault
1981, Tagliamonte 2006: 70—76) and elsewhere (Rosenb&xéh 20-25).

In syntax more generally it is true that alternative formgenfhave differing
meanings (Pinker 1989, Levin 1993), frequently explaimeterms of ‘the princi-
ple of contrast’ (Clark 1987). Syntactic studies of the watlternation have dif-
fered on this point, with some assuming semantic equivaléAoun and Li 1989,
Larson 1988a,b, den Dikken 1995), others arguing for Iéx@eaantic differences
(Green 1974, Oehrle 1976, Pinker 1989), and still otherdefacal equivalence and
constructional semantic differences only (Goldberg 208&ley 2002, Gries and
Stefanowitsch 2004). Nevertheless empirical studies a¥@a&onstructions have



shown that variants spontaneously occur as partial regetitn discourse (Davidse
1996: 291, Bresnan and Nikitina 2009):

(3) ‘You don’t know how difficult it is to find something which i please
everybody—especially the men.

‘Why not justgive them chequ@sI asked.
‘You can't give cheques to peoplé would be insulting.’

(4) ‘You carrying a doughnut to your aurggain this morning?’ J.C. sneered.
Shelton nodded and turned his attention to a tiny TV wherevalaFive-O’
flickered out into the darkness of the little booth. ‘Lookeeliyoucarry her
some breakfastvery morning.’

Further, reported cases of non-alternation based oniirggitdgments of decontex-
tualized examples are surprisingly inconsistent with alcisage (Fellbaum 2005,
Bresnan et al. 2007a, Bresnan 2007a,b). Contrast, for deatte frequently re-

ported ungrammaticality ajive a headache to, give the creepswith the examples

harvested from usage by Bresnan et al. (2007a), Bresnaniéitch&l(2009):

(5) a. The spells that protected her identity ajsve a headache tanyone
trying to determine even her size

b. Design? Well, unless you take pridegiving a headache tgour visitors
with a flashing background? no.

(6) a. This life-sized prop wilgjive the creeps tjust about anyone! Guess he
wasn't quite dead when we buried him!

b. Stories like these mugtve the creeps tpeople whose idea of heaven is
a world without religion.

The purported ungrammaticality of such examples has beemeafy justification
for theories that semantics determine dative constructmice. Reported ungram-
maticality can be overridden by manipulating the pronoriyadefiniteness, and
information structure of the referring expressions (Gr&@il, Kuno and Takami
1993, Polinsky 1998, Bresnan 2007a,b, Bresnan et al. 2088n example, con-
sider a commonly cited example of verbs that occur only indixeble object con-
struction, not the prepositional dative:



(7) a. Ted denied Kim the opportunity to march.
*Ted denied the opportunity to march to Kim.

b. The brass refused Tony the promotion.
*The brass refused the promotion to Tony.

Green (1981) showed that by looking at the interaction ofajpparently ungram-
matical examples with a strongly conflicting constraintinggV NP Pronoun, fully
grammatical cases of the prepositional dative can be agtstt (8a). Similar ex-
amples can be found in use (8b):

(8) a. Ted gave Joey permission to march,lmitienied it to Kim

b. He extended it to everyone arefused it to no one

The reportedly ungrammatical constructions are used giioatly to avoid the
even worse constructions that would result from the vintatf the constraint:

(9) a. ...hedeniedKimiit.

b. ...herefused no one it.

That competing forms may be neutralized in discourse is @s@rved in the soci-
olinguistic literature (Sankoff 1988: 153; TagliamonteD8)

Lastly, the truth-conditional semantics of the dative ral&ion has been ad-
dressed in model-theoretic terms which assume truth-tiondi equivalence for
some alternating dative verbs (Krifka 2003). Although elifint word orders are
associated with such truth-conditional semantic phenanasmuantifier scope and
bound anaphora, these, too, are easily eliminated by daefumination and filter-
ing of the variable context.

If it is not semantics alone, then what does determine thecehzetween alter-
native dative constructions? According to many previousists, which alternative
is used depends on multiple and often conflicting prope(ieDonald et al. 1993,
Arnold et al. 2000, Bock and Irwin 1980, Bock et al. 1992, @all1995, Gries
2005b, Hawkins 1994, Lapata 1999, Prat-Sala and Branig80,28nyder 2003,
Thompson 1990, Wasow 2002, Bresnan et al. 2007a). Thesalatthe accessibil-
ity of the referents in the context (has the possessor guiegttijust been mentioned
or is it new information to the hearer?), the complexity amdnpminality of the

2Bresnan and Nikitina 2009 argue that this constraint iisegfadient.



descriptions of the referents (shorter before longer, guos adjacent to their gov-
erning head), the animacy of the referents, and the likeziéus studies have shown
that the probability of a dative construction—either daibbject or prepositional—
is increased when the first of its two complements is a pronsuiefinite, refers to a
highly accessible referent, has an animate referent, twoigd.sS-rom these and other
variables such as the previous occurrence of a paralledtatel(Bock 1986, Gries
2005b, Pickering et al. 2002, Szmrecsanyi 2005), it is ibbsso predict the choice
of dative construction in spoken English with% classification accuracy on unseen
data (against a baseline ©9%, Bresnan et al. 2007a). Prosodic information has
also been found to contribute to dative construction ch@fiteDonald et al. 1993;
Anttila 2008; cf. Shih et al. 2009).

The evidence thus suggests that the differences in the tnstreations are pref-
erences, not categorical regularities. This conclusidariber supported by histori-
cal and inter-variety divergences in the constructionifijust a few relevant find-
ings, (i) the frequencies of double object constructionthwie same set of verbs in
British and American English in the 19th and early 20th ceatuhave been diverg-
ing (Rohdenburg 2007); (ii) Indian English has higher olleedes of prepositional
dative than British English (Mukherjee and Hoffman 200&)) (n New Zealand
English the overall probability of use of prepositionalides with the verlgive has
been significantly increasing from the early 1900s, aftgustthg for other vari-
ables including verb semantics, discourse accessibilitgferents, pronominality,
and length (Bresnan and Hay 2008); (iv) in dative constamstifound in British and
American journalists’ texts from the 1960’s and 1990'’s ¢éhiera rise in the probabil-
ity of the double object construction, according to a corgusly which controlled
for verb lemma as well as length, pronominality, and texgfiency of recipient and
theme (Grimm and Bresnan 2009); and (v) the relative fregesrof prepositional
datives are higher in the spoken and written Australian Ehglative data reported
by Collins (1995) than in the combined spoken and written Aca® English dataset
of Bresnan et al. (2007a34.5% vs.25%.3

3However, the selection criteria of the two datasets differ €xample, Collins included both
to andfor datives, while Bresnan et al. included omdydatives), and there are many other possible
unknown confounds. Additionally, corpus inputs may diffea way which affects summary statistics
without affecting the underlying probabilities of outp@Bresnan et al. 2007a).



1 The corpus model

To measure predictive capacities of both Australian and BiSigpants, we used
an updated version of the Bresnan et al. (2007a) corpus nobdeherican dative
choices during spontaneous conversations. Both the afigiodel and the original
dataset have been extensively discussed elsewhere andidieypavailable? In
this section we provide a summary of our updated version@fibdel and dataset
in order to make the present study self-contained and metbgitally transparent.

1.1 The Data

Bresnan et al. collected a database@60 instances of dative constructions from
the three-million word Switchboard corpus of telephonevensations in English
(Godfrey et al. 1992). Based on findings from the previous literature on dative
construction choice cited above and on hypotheses abolkenhagss hierarchies in
syntax (see Greenberg 1966, Silverstein 1976, Aissen X9@Hnnor et al. 2004,
Bresnan et al. 2007b, Bresnan and Nikitina 2009, among®jtite data were coded
for multiple variables or ‘predictors’, reviewed in the fmling paragraphs. Further
information about the data sampling and annotation can eddn Bresnan et al.
(2007a) and Bresnan and Hay (2008), both based on Cueni)2004

For the present project we used a corrected version of tlebds¢ created by
Gabriel Recchia in 2006 by correlating the Bresnan et ahs#twith the time-
aligned Switchboard corpus produced by the MississipgeStmiversity Institute
for Signal and Information Processing resegmentatioregt¢gDeshmukh et al. 1998).
The new dataset consists2i49 observations of dative constructions, of whitf9
are prepositionab-datives. Like the original dataset, it has a preponderahdeu-
ble object construction§9%).

4The original Bresnan et al. (2007a) paper itself is freelgilable from the Royal Netherlands
Academy of Science (www.knaw.nl/publicaties/pdf/20058 @df). The corpus model and data are
also incorporated into two recent textbooks on quantigdtivguistic analysis (Baayen 2008a, John-
son 2008), where technical issues of model specificatididataon, and interpretation are discussed
in detail. The dative dataset of Bresnan et al. (2007a) ifigdylavailable for download from the pub-
lisher of Johnson (2008) and in the CRAN internet archivees(Clomprehensive R Archive Network,
http://cran.r-project.org/) with the languageR packaggafyen 2008b).

5They also collected data from from the Penn Treebfall Street Journalwhich are not in-
cluded in the present study because of our interest in spadagties of English.

5This was a case study for Recchia (2007).



Verb The dative alternation has long been known in syntax to bewgad by the
verb (Levin 1993), in that only certain verbs can head a¢teve constructions like
(2a,b) while preserving semantic equivalence. For exangaet, brought, took,
promised, offered¢an replacgavein (2a,b), whilediscussed, liked, knew, required,
sawcannot. Bresnan et al. (2007a) therefore sampled dativetremtions by first
finding a set of verbs that can appear in the alternative oactgtins in spoken En-
glish. For this they used the parsed (approximately oneanillvord) portion of
the Switchboard corpus available in the Penn Treebank (aetal. 1993) and the
TGREP query language (Pito 1994) to extract all preposafitlmadative and double-
object constructions. From these, thirty-eight altematiative verb lemmas were
identified by selecting those verbs for which at least fiveéanses in each dative
construction could be found on that portion of the Interneleixed by Google, ex-
cluding instances which were judged to be errors or whichuoed on pages not
based in the US, UK, or Australia; thus some verbs were ireduslhich alternate
rarely (see Bresnan and Nikitina 2009 for discussion). éiihis of these verbs were
then searched for in the full (approximately three millord) Switchboard corpus
using character-string searches, and the examples wqrectesi and manually fil-
tered, resulting ire360 instances in the original dataset. Every instance was coded
for one of the thirty-eight verb lemmas.

Verb Sense The sense in which a dative verb is used is predictive of tloécetof
dative construction it appears in: for exampl& of verbs used in the transfer sense
in the dataset occur in the double object construction, @ewtad 1% of verbs used
in the communication sense. A Verb Sense predictor wasemtdst crossing Verb
with six broad semantic classes, creating subclassifitatbbeach verb according to
the senses in which it was used. The six semantic classesarsfer’ of possession
of an object (as witlgive in example (2a,b), ‘future transfer’ (as witket, offer,
owe), ‘communication’ of information (as witlell, quote, shoy ‘prevention of
possession’ (if it was an instance of a verb ldterge, cost, denyor ‘abstract’, for
all other instances. There weig different verb senses in the (Switchboard) dataset.
Although semantic class was included as a main effect byrarest al. (2007a),
it was not included in the present study because its effeetmaluded in the random
effect of Verb Sense (see n. 17).

Structural Parallelism  Structural parallelism or persistence is an important pre-
dictor of syntactic choice in corpus data including socigliistic interviews (see
Weiner and Labov 1983 and Szmrecsanyi 2005, among othéns)he Bresnan
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et al. dataset a possible effect of the presence of a pasatlgdture in the dative
dataset was measured by a variable defined as the preserte sdrhe syntactic
construction type (prepositiontd-dative or double object construction) in the same
dialogue.

A preferable measure, following Szmrecsanyi (2005, 20@86)he type of the
nearest preceding dative structure in the dialogue. Fopitbgent study we adopted
this measure of syntactic parallelism, created by GabrexcRia using the time-
aligned and corrected dative dataset he developed (se®iR@A07)’

Relative Syntactic Complexity of Theme and Recipient Another important pre-
dictor of word order and construction type is the relativatagtic complexity of
complements (Hawkins 1994, Arnold et al. 2000). Measuraytfactic complexity
are highly correlated and can be efficiently operationdlizg counting the number
of graphemic words (Wasow 2002, Szmrecsanyi 2004). Thssth@metric used by
Bresnan et al. In their model the complexity predictor isslgmed logarithm of the
absolute value of the difference between the theme andieetiengths in word§.
This measure is intended to capture the relative compl@titieme and recipient
in one variable.

In the present study we use a simpler measure, the natuealtlog of the recip-
ient length minus the natural logarithm of the theme lengtiis measure expresses
the ratio of the two complements within a scale that also cesges extreme values.

Discourse Accessibility of Recipient, Theme Many previous researchers have
presented evidence that discourse accessibility andtusfplacement influences
the choice of alternative constructions (see Halliday 1&rteshik-Shir 1979, Givon
1984, Thompson 1995, among others). An important alteradtypothesis is that
apparent discourse accessibility effects can be expldgeatdering phrases so as
to minimize syntactic complexity in comprehension (cf. Have 1994, Arnold et
al. 2000). By adjusting for the relative syntactic comptgxif the complements, it
is possible to determine whether discourse accessibltityraakes a contribution to

’See Snider (2009) for a study of structural persistence édtive constructions using this aug-
mented dataset.

8Length is transformed by the logarithm in order to comprestiers and bring the distribution
more closely into the logistic regression model assumpifdimearity in logit space. Because differ-
ences can have valugs0, on which the logarithm is not defined, one unit was addedd@tisolute
value of the length difference of theme minus recipient tift $hto a positive numerical domain
on which the transformation is always defined; the origiigihs were then restored to the resulting
values.
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construction choice over and above syntactic complexity.

The dative data were coded for seven levels of discoursessibildy—'evoked’,
‘situationally evoked’, ‘frame inferrable’, ‘generic’,containing inferrable’, ‘an-
chored’, and ‘new’ (see Michaelis and Hartwell 2007, Prid®81, Gundel et al.
1993). To overcome data sparseness in modeling, these categories were sim-
plified to two. A theme or recipient phrase was defined as fgiugi) its referent
was mentioned in the previous 10 lines of discourse (‘evQladii) it was a first or
second person pronoun (denoting a ‘situationally evokef#rent). All others were
‘non-given’?

Definiteness of Recipient, Theme Semantic definiteness is known to interact with
word order in a number of languages (see van Bergen and de 300 for a recent
review and empirical study of Dutch). Recipients and thewa® coded for seman-
tic definiteness as operationalized by Garretson (2003plalfing the recipient or
theme phrase in the contekhere is/are__ permits an existential interpretation (as
opposed to a list or deictic reading), then the NP is codeddefinite. Examples of
indefinite NPs include little bit of flavor, one, some Amish bread, a puppy, differ-
ent perspectives, more jobs, another box, something ther kcceate examples of
definite NPs includéim, that chore, the pony, my photo album, Nolan Ryan, all my
friends(Cueni 2004).

Pronominality of Recipient, Theme Different nominal expression types (such
as pronouns, proper names, common nouns) have been fouffédbthe choice
of syntactic alternatives in a variety of constructiong@istein 1976, Aissen 1999,
O’Connor et al. 2004). Themes and recipients in the datite\dare coded for nom-
inal expression type, the values of which were ‘personatpum’ (him), ‘impersonal
pronoun’ 6omeong ‘demonstrative pronountlfat), ‘proper noun’ Schwarzkop,
‘common noun’ & native Texa)) ‘gerund’ (@dvancing their educatignand ‘par-
titive’ (the rest of the family memb@r&Cueni 2004). To avoid sparseness of data,
Bresnan et al. (2007a) simplified the distinction. Spedific@ronominality was
simplified to distinguish phrases headed by personal, dstradive, indefinite, or
reflexive pronouns from those headed by nonpronouns suabuess iand gerunds.
For the present study we redefined the pronoun categoryng kirin line with
the Treebank part-of-speech tagging guidelines (‘PRARP® in the notation of
Santorini 1990). ‘Pronouns’ are now personal (includinghemand generig/ou,

9The generic uses gfouwere counted as situationally evoked because they werédewad to
include the hearer semantically.
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n. 9), demonstrative, or reflexive, and exclude indefinites.

Animacy of Recipient, Theme Animacy is an important cognitive category in hu-
mans with subtle effects on English word order, primarilpwhng up in variation
(Ransom 1977, 1979, Thompson 1900, 1995, Bock et al. 199RoMald et al.
1993, Rosenbach 2002, 2005, 2008, Bresnan and Hay 2008 rs&mal. 2008).
For the dative dataset, animacy was coded in four categeffesman’, ‘organiza-
tion’, ‘animal’'®, and ‘inanimate,’ derived from Garretson et al. (2004) bjapsing
their ‘concrete inanimate’, ‘non-concrete inanimatelage’, and ‘time’ into a sin-
gle ‘inanimate’ category (cf. Zaenen et al. 2004). In mauglthe animacy variable
was further simplified because of data sparseness to a biategory of human or
animal vs. othet!

Concreteness of Theme Theme arguments were coded for whether they referred
to a concrete object, defined as a prototypically concredaimate object or sub-
stance perceivable by one of the five senses (Garretson.200@) ‘prototypical’
restrictor was used to bring the category within ordinanycaptions of what a con-
crete object is: for example, it excludes currents of wdtet,includes plants. Con-
creteness of theme was added to compensate for the simpbifica the original
Garretson et al. animacy coding system with the four categaf inanimates.

Person of Recipient, Theme Person influences syntactic alternations categorically
in some languages and variably in English (Bresnan et allR0The data were
coded for person distinguishing inclusive and specific wdmth first and second
persons (Cueni 2004). For modeling, the more elaboratsifitzgion was simpli-
fied to a binary division between ‘local’ persons (first andasel) and ‘non-local’
(third).12

100ne instance of an intelligent machine occurred in the éatasd was classed with ‘animal’:
‘you'll be able to just give it commands’, said of a computeattresponds to speech.

“Human’ referents were individual humans and humanoid ¢geifsuch as gods, ghosts, or an-
droids) and groups of humans which do not meet the criteriarfganizations because of the lack of
a collective voice and/or purpose. For exanypd®eple that come into this country, qualified students,
their customersefer to groups of humans and not to organizations.

12Although this person variable lacked significance in thegiodl corpus model of Bresnan et al.
(2007a), Bresnan and Nikitina (2009) subsequently fourd tie a small significant influence on
dative choice in a larger dataset combining dative constnus from the Penn Treebaikall Street
Journal(which Nikitina annotated for person) and the Switchboanghas.
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Number of Recipient, Theme Number is a typologically important category in
grammar (Greenberg 1966), and plays a role in some types igfirasyntactic vari-
ation in English (Bresnan 2002, Bresnan et al. 2007b). Irddi&ve dataset, words
with formal plural marking (and one instance of fish which toatext clearly indi-
cated was plural) were coded ‘plural’; other words were codagular’.

Most of the variables described above have previously bbserged to influence
the dative alternation, and pervasive partial correlatiare known to exist among
them, as Bresnan et al. (2007a) emphasize. This is one motifar using multiple
regression modeling in a careful assessment of the cotititsuand interactions of
multiple variables.

1.2 The Model

The corpus model is a mathematical formula which defines;darbinations of the
predictor values enumerated above, the probability thagjpgsitionato-dative will
be chosen from the two alternative dative constructiong. gdneral structure of the
model is shown in (10):

(10) A Generalized Linear Model with a Single Random Intercept
logit[Pr(Yi; = yij | Xijs us )] = X358 + u,

In this model the conditional probability of a response giaegroupi is systemati-
cally linked to a linear combination of fixed cross-group lexgtory variablesX;
and a randomly varying normally distributed group effécThe ‘response’ here is
simply the choice between a prepositional or double-oljetive construction as
in (2), the ‘groups’ are the different Verb Senses as definéseiction 1.1, and the
explanatory variables are the previously described prediéncluding relative syn-
tactic complexity of theme and recipient, animacy of theme eecipient, and the
like.

For the present project we re-fit the original Bresnan et28l07a) model (their
‘Model B’) to the corrected version of the database. We ale& the opportunity to
make several improvements to the model for the present salréyady described in
Section 1.1. First, we adopted the improved measure oftanalgarallelism based

13Thelogit function gives the ‘log odds’—the natural logarithm of theds ratio,ﬁ—which

is here the ratio of the probability of a V NP PP to the prolighdf the alternative, V NP NP.
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on the corrected, time-aligned dataset (n. 6). Secondly,endefined the pronoun
category to exclude indefinite pronouns in line with the beeek part-of-speech tag-
ging guidelines. Third, we simplified our measure of relatdyntactic complexity,

using the difference of log recipient length and log themmegth. In addition we

used currently available software for fitting glmms and s$ofar interpreting and

validating them (Bates et al. 2009, Baayen 2008b) which wetevailable earlier.

All references in subsequent sections to ‘the (corpus) thadeto this new model

of the corrected and time-aligned dataset. The fitted vabfieke present corpus
model are highly correlated with the original (Spearmans 0.949). The present

model substantially reduces the moderate collinearityhefdriginal Bresnan et al.
model*

The new model formula is given in Figure 1. Like the older empnodel of
Bresnan et al., it is of the general form in (10), with the mseeof thelogit func-
tion applied to both sides of the equation. This model wascsetl from a full
model containing all predictors in the original corpus niddeth the replacements
described for parallelism, pronominality, and relativengexity of recipient and
theme) by eliminating predictors where the magnitude ofasimated coefficient
was less than the standard error. With the changes to thel mi@dictors described
above, discourse accessibility dropped out, although iterfiess and (a narrower
classification of) pronominality remain in the model.

The numerical coefficients of the predictors shown in Figli@e parameters
estimated from the empirical distributions of the predisto the datd® They can be
likened to constraint weights in other optimization-basgstems (Manning 2003).
The numerical coefficients are multiplied bbyf a predictor value is true anaif it
is false. For example, line 5 of Figure 1 means that if the #néa pronoun.2391
is added to the formula sum; otherwi®as added. For numerical predictors like the
recipient-theme length ratio in the penultimate line of dugiation, the coefficient
(here+1.1819) is multiplied by the numerical value of the predictor andied to
the formula sum. As in ordinary logistic regression, pesittoefficient signs favor
thel response (V NP PP here) and negative coefficient signs faeorresponse (V

14Using a stringent method of calculating multi-collinepritue to Belsley et al. (1980) and im-
plemented by Baayen (2008a: 200), we found that the ‘camditiumbers of the original model
is ¢ = 20.22 (indicating medium collinearity), while that of the presemodel isc = 8.97 (slight
collinearity). A condition number less th@nindicates no collinearity to speak of, and> 30 indi-
cates harmful non-collinearity.

SMaximum likelihood is the criterion for fitting generalizeaixed effect regression, while resid-
ual maximum likelihood (REML) is preferred for linear mixeffect regression (Pinheiro and Bates
2000; Bates et al. 2009).
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Figure 1: The Corpus Model

1

Probability{Response = V NP PP | X, u;} = (=Gt where
e” Wi

X3 =
1.1583
—3.3718{pronominality of recipient = pronoun}
+4.2391{pronominality of theme = pronoun}
+0.5412{definiteness of recipient = indefinite}
—1.5075{definiteness of theme = indefinite}
+1.7397{animacy of recipient = inanimate}
+0.4592{number of theme = plural}
+0.5516{previous = prepositional }
—0.2237{previous = none}
+1.1819 - [log(length(recipient)) — log(length(theme))]

andu; ~ N(0,2.5246)

NP NP here).

The final parameteti; in Figure 1 refers to a random effect vector of normally
distributed numerical values, each an individual adjustrteeone of the Verb Senses
representing its tendency to be expressed with the V NP P§troation—its prior
‘bias’ toward the construction, adjusting for all of the fikeffect predictors. Al-
though there aré5 such values, the multilevel model only uses a single pa@met
for all of them, which is the standard deviation of their nafrdistribution around
the mean o0f).2® Table 1 lists these random effect values for the model; pesial-
ues represent a Verb Sense bias toward V NP PP, and negdties @abias toward
V NP NPY/

16Technically the random effects are not estimated parasiéethe statistical model, but ‘best
linear unbiased predictors (BLUPS)’ (Pinheiro and Bate3®@1). However, they behave in some
ways like intercepts and the temandom interceptss common parlance.

1"Baayen (2008a: 181) observes of the dative dataset thad Bewaantic class as a separate pre-
dictor adds little that is not already explained by indiadluerb variability as a random effect. We
have nevertheless used the broad semantic classes tossiftydtae verbs, in order to capture striking
differences in the usage of individual verbs: for exampégjin the abstract sense aspay attention
strongly favors the prepositional dative whpay in the transfer sense as fray moneyavors the
double object construction. In contralsgndhardly differs in its abstract and transfer uses.
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XXXX
Table 1: Random Effects of the Corpus Model
afford.a  0.9792 float.a —0.0509 pay.a 5.2559
allot.a  —0.0387 give.a —1.3000 pay.t —1.9805
allot.f —0.2157 give.c 0.0627 promise.a —0.1252
allowa —2.3679 give.t —0.1314 quote.c  —0.3027
assign.a —1.8472 hand.a  1.9369 read.c 1.4258
assign.f  0.5526 hand.t 1.9365 sell.t 1.5342
award.f —1.7434 leave.a  3.1092 send.a —0.1944
bet.f —0.2100 leave.c  1.3478 send.c 2.4383
bring.a 3.1927 leave.f  0.7237 send.t 1.3094
bring.t 2.0043 lend.a 0.1654 serve.t —0.4671
cause.a —0.3278 lend.t —0.0182 show.c —0.8993
charge.p —1.1801 loan.t 0.4604 swap.t —0.0509
cost.p  —3.4840 mail.a —0.0760 take.a 0.8954
deny.p —1.1051 mail.t 2.2962 take.t 2.7427
do.a —0.7445 make.c —0.2693 teach.c  —2.5230
feed.c  —0.1292 offer.a 1.3923 tell.c —5.7870
feed.t —1.3740 offer.f 0.7515 wish.a —0.6953
flip.a —0.1944 owe.a —1.9362 write.t 3.3665

owe.f —2.5562

Suffixes .a, .c, .f, .p, .t respectively designate Verb Seakees of ‘ab-
stract’, ‘communication’, ‘future transfer of possessjdprevention
of possession’, and ‘transfer of possession’.

Verb Sense is treated as a random effect in this model betiaeistudy findings
are not meant to be restricted to the thirty-eight verbsectdld by Bresnan et al.
(2007a), but to generalize across the entire populatioros$iple dative verbs of
English in their various broadly defined senses. Recallttiatata in their study
were sampled from the population of all possible dative ttotions by collecting
dative verbs in context from specific corpora. For this reagerb Sense is a random
variable and is treated as a random effect in the model. $p&ddntity (an index of
the individual speakers who produced the data) is also aran@riable and could
be included as another random effect, but the corpora cedanany speakers each
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with relatively few dative constructions, and Bresnan ef{2007a) found that the
fixed effects remain significant after taking speaker déffees into account. The
same holds for our present corpus model: we performed aHo@dl ratio test on
nested models, the model in Figure 1 with an added randoncegefor speaker
and without it; the added random effect of speaker does goifgiantly improve
model log-likelihoodyx? = 0.1812, Df = 1, Pr(> x?) = 0.6704.

Notice that the model formula can be read off the standari tafbbthe model
parameters given in Table 2, which also shows the religtolithe model estimates
for the fixed effects.

Table 2: Corpus Model parameters

Fixed Effects:

Estimate| Standard Error Z Value | Pr(> |z|)
(intercept) 1.1583 0.5337 2.170 0.03
recipient= pronoun | —3.3718 0.3236 | —10.420 0.0000
theme= pronoun 4.2391 0.4376 9.688 0.0000
recipient= indefinite |  0.5412 0.3147 1.720 0.0001
theme= indefinite —1.5075 0.2877 | —5.239 0.0000
recipient= inanimate| 1.7397 0.4595 3.787 0.0002
theme= plural 0.4592 0.2627 1.748 0.0805
previousto-dative 0.5516 0.3406 1.620 0.1053
no previous dative | —0.2237 0.2389 | —0.936 0.3490
log rec-theme diff 1.1819 0.1686 7.008 0.0000
Random effects:
| Group | Standard Deviation
| verb sense (intercepy) 2.5246 |

number of observationg349, groups: verb senséj

Tables 3—4 provide examples of the kind of data containederdatabase (with
preceding contexts edited for readability), together \hih probabilities derived by
the model for the prepositional dative choice. The itaBdizxpressions are the ones
actually observed. The alternative construction is givieer @ahe italicized one. The
probabilities of such examples can be straightforwardlgwtated by plugging into
the formula the values of all of the predictors for that extenipcluding the random
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effects.

Table 3: Example of a very high-probability-dative

Speaker:

About twenty-five, twenty-six years ago, my brother-in-lahowed

up in my front yard pulling a trailer. And in this trailer hedha pony,
which | didn’t know he was bringing. And so over the weekenad h

to go out and find some wood and put up some kind of a structure to
house that pony, because ltreught the pony to my childrébrought

my children the pony.

verb: bring = transfer

theme:  the pony non-pronoun, definite, length 2
recipient: my children non-pronoun, definite, length 2
previous: none

Probability of V NP PP= 0.9497

Figure 2 gives a worked example showing how the probabilitthe item in
Table 3 is calculated from the predictor properties for whicwas coded. The
bolded lines are those that need to be used in the calculatiprobability for the
item in Table 3. Notice that th& parameter is fobring.t. The reader can verify the
probabilities of the example in Table 4 by similar calcuwdas, based on its differing
linguistic properties.

1.3 Predictive Accuracy of the Model

The same model can be used on unseen data to predict the iite@sadonditioned
on the set of variables known to the model. For example, gas@neviously un-
encountered dative verb, together with required inforarmaéibout the recipient and
theme arguments and the context of use, the model yieldsdicpee probability of
syntactic realization as a prepositionaidative vs. a double object constructith.
How accurate are the model’s predictions? We divided owasddtof corpus da-
tive constructions randomlh00 times into a training set of sufficient size to estimate
the model parameters (= 2000) and a testing sety(= 349). We fit the model to

BModel predictions for an unseen dative verb assume the nagmiom effect value of zero.
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Table 4: Example of a very low probabilitg-dative

Speaker A:

We're like everybody else, you know, we've got several dredrds
that sometimes, instead of paying them all off every montlybea
you have to slip some and you pay part of it this month and (fatt o
next month especially around Christmas time. You know,glvelien
everybody goes crazy on charging stuff.

Speaker B:

Well then, see, that’s one of the points which | don’t see. —kelli
don'’t give a lot of gifts during Christmas and I, you know, ddike

to give any at all because the thing is that, you know, it's lid want
something I'll ask somebody, you know. — Like, for Christnmag
roommate goes, What do you want? And | said, | want a backpack.
| told him if you want to give me a present for Christmgise me a
backpackgive a backpack to me.

verb: gave = transfer
theme: abackpack = non-pronoun, indefinite, length 2
recipient: me = pronoun, definite, lengtl: 1

previous: V NP NP
Probability of V NP PP= 0.0093
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Figure 2: Using the corpus model to calculate probabilities

1

PrObabﬂity{ReSpOHSG = V NP PP |X, UZ} = m, Where
e” Wi

Xp=
1.1583
—3.3718{pronominality of recipient = pronoun} = 0
+4.2391{pronominality of theme = pronoun} = 0
+0.5412{definiteness of recipient = indefinite} = 0
—1.5075{definiteness of theme = indefinite} = 0
+1.7397{animacy of recipient = inanimate} = 0
+0.4592{number of theme = plural} = 0
+0.5516{previous = prepositional} = 0
—0.2237{previous = none} = 1
+1.1819 - [log(length(recipient)) — log(length(theme))]

andiiping ¢ = +2.0043

— 1 —
T 1+4e—(1.1583-0.2237+2.0043) 0.9497
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each training set and generated its predictions for theespanding unseen test set,
scoring accuracy by concordance probabfiftyThe mean concordance probability
for the100 test sets waé’ = 0.945. Note that these model predictions make no use
of the random effect of Verb Sense, and so ignore known daé&ve biases toward
one or the other construction. For the corpus model fit onfahe@dataC' = 0.984,
S0 on unseen data the model loses dniy of its predictive accuracy, an indication
that the model is not excessively overfitting the data. Ieottords, the high predic-
tive accuracy of the model is not obtained at the cost of esteesnodel complexity.

We grouped the predicted probabilities for individual ieemto ten sets using
equal cutoff points on the [0,1] interval. The mean prolgbfbr each group was
compared to the observed proportions of the binary respbiiserepositional da-
tive realization) in the same group. A plot of the observeapprtions by the mean
predicted probabilities for the ten groups is given in Fe&g8r showing a very good
fit of the model to the data.

The relative contribution of each predictor to the overalsfdisplayed in Figure
4. Each bar represents the decrease in quality of fit causedrbgving one of
the predictors from thé&ull model, as measured by likelihood ratio tests of the full
and reduced-by-one modefsEach predictor contributes significantly to the model
quality of fit, except for Definiteness of Recipient.

2 Quantitative harmonic alignment

One of the main findings of previous corpus work on the datlter@ation is the
existence of a statistical pattern in which, all else beigga¢, animate, definite,
pronominal, discourse accessible and shorter argumerdddeprecede inanimate,
indefinite, non-pronominal, less discourse accessibl®mgdr arguments in both
dative constructions (2a,b). This pattern has been fourtthiive constructions in
American, Australian, New Zealand, and British varieti€€aglish and in both
written and spoken modalities (Thompson 1995, Collins 1#6snan et al. 2007,
Bresnan and Hay 2008, Theijssen 2008, Grimm and Bresnan).2004llustrate,

1%Bresnan et al. (2007a) used a similar validation method gbttee classification accuracy of
their model. Here concordance probability (as implemetgdHarrell 2009) is used to measure
how well the model discriminates all pairs of opposite remss; a value of’ = 0.5 shows random
discriminative accuracy, = 1 is perfect, and a value ‘greater than roughly= 0.8 has some utility
in predicting the responses of individual subjects’ (H&2601: 247). Concordance probability is
equivalent to the area under the receiver operating ctaistit (ROC) curve.

20Cf. n. 15. Although REML is the preferred criterion for optiimg the fit, maximum likelihood
is an option and was used for calculating effect sizes ofioeal model fits.
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Figure 3: Corpus model fit between grouped observations aahmredicted prob-
abilities
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if the recipient argument is a lexical noun phrase, inangniadefinite, or longer, it
will tend to appear in the prepositional dative construttigee the bolded recipient
in (11a,b). Conversely, if the theme argument is a non-prapmanimate, indefi-
nite, or longer, it will tend to appear in the double objeatstuction; see the bolded
theme in (12a,b).

(11) a. give those t@a man (more probable)
b. giveaman those (less probable)
(12) a. giveabackpack to me (less probable)
b. gave me backpack (more probable)

In general, the choice of construction tends to be made in aweay as to place the
inanimate, indefinite, nominal, or longer argument in thalfcomplement position,
and conversely to place the animate, definite, pronominghorter argument in the
position next to the verb where it precedes the other comghiém

The magnitudes and directions of the estimated parametdhse anodel (the
numbers and their signs in Figure 1) quantitatively revbealdame kind of pattern
illustrated in (11)—(12). To see this, notice that the cogffits of the predictors for
pronominality and definiteness in the model formula in Feguihave opposite signs
when they apply to recipients and themes. For example, te#icdent for an indef-
inite recipient is positive{0.5412), while that for an indefinite theme is negative
(—1.5075). Because positive coefficients favor the prepositionavdand negative,
the double object, this pattern implies that, all else beiggal, an indefinite recipi-
ent favors the prepositional dative construction whileratefinite theme favors the
double object construction—in other words, the model fawshichever construc-
tion places an indefinite complement in final position. A $amfinding holds for
pronominality: the model favors whichever constructioagals a pronominal com-
plement adjacent to the verb. An inanimate recipient isfeaon the prepositional
dative, which places it in final position. As for the relatiwgemplexity predictor,
the positive coefficient is multiplied by the differenceween the log length of the
recipient and the log length of the theme. This value is p@siwhen the recipient
is longer than the theme (hence favoring the prepositioai@el and placing the re-
cipient in final position), and negative when the theme igtrthan the recipient
(favoring the double object construction which places tiente in final position).
When the two complements are equal in length, the value s am®d the other pa-
rameters influence the outcome.
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Similar effects have been found in psycholinguistic stadiesentence produc-
tion using English dative constructions (Bock 1982, Bock &mvin 1980, Bock
1986, Bock, Loebell, and Morey 1992, McDonald, Bock, andK&b93, Prat-Sala
and Branigan 2000, Pickering, Branigan, and McLean 200anigan, Pickering,
and Tanaka 2008). Various production models have been pedpin explain them
(cf. Ferreira 1996, Bock 1982; Bock and Levelt 1994; Changl.€2006; Branigan,
Pickering, and Tanaka 2008).

To assist in interpreting the data patterns, we provide ditgtiae view of the
quantitative interpretation of the model in Figuré'5.The ‘~’ symbol refers to
relative prominence on a linguistic scale or hierarchy {s&ew). The arrows con-
necting the complements show the alternative positionseshe and recipient in the
two constructions. When the theme or recipient has boldegasties, it is preferred
in its bolded structural position; when it has unbolded prtips, it is preferred in
its unbolded structural position. The corpus model shows ttough aligned, the
multiple effects cannot be reduced to any one of them, whhdéthe syntactic com-
plexity (cf. Hawkins 1994, Arnold et al. 2000) or any othergle property (Bresnan
et al. 2007)&?

Figure 5: Qualitative view of Quantitative Harmonic Aligemt

animate- inanimate
definite = indefinite
pronoun>= non-pronoun
less complex- more complex

VN Prec N Pthm

VN Pthm PPrec

This statistical pattern is a kind dfarmonic alignment The termharmonic
alignmentis used here phenomenologically to refer to the tendendynguistic el-

21_omitting model properties that do not apply to both reaipéeand themes, like plurality of the
theme and previous occurrence of a prepositional dativetoaction, as well as those properties like
discourse accessibility and person that are not retaintittipresent model.

22See also Rosenbach 2002, 2005; O’Connor, Anttila, FongMaldihg 2004; and Strunk 2005
for parallel conclusions on determinants of possessivstoaction choice.
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ements which are more or less prominent on a scale (such asithacy or nominal
expression type scales) to be disproportionately digebin respectively more or
less prominent syntactic positions (such as preceding nalwader or occupying a
superordinate syntactic positiof¥).Thus, example (11a) is a harmonically aligned
prepositional dative, and (12b) is a harmonically alignedlde object dative. The
bolded phrases are more harmonic in the final position becthey are indefinite,
lexical noun phrases; they also happen to be longer thandhebalded definite
pronominal phrases (the recipientanconsists of two words and the therth®se

of one), but the alignment of (in-)definiteness and (nom)pminality with final
complement position is significant even when relative |lengtheld constant.

Importantly, Australian English datives show a similartpat ofend weightand
guantitative harmonic alignment, fgivenness, definiteness, pronounhodkhis
fact can be inferred from Collins’ (1995: p. 47) discoveryaofrequency pattern
of ‘Receiver/Entity Differentiation’ in the Australian gous datives, by considering
the proportional distribution of these properties acrbssditernative constructions
in his data (Bresnan et al. 2007: pp. 74-75).

It should be borne in mind that what we are calling quantieatiarmonic align-
ment here is a probabilistic pattern arising from the fregues and distributions of
linguistic properties in the production of dative constroies. We use this termi-
nology because the hierarchical and qualitative relattoneng these properties are
far more familiar than the probabilities themselves. A mieaemonically aligned
construction is in our dataset a more probable construction

3 Experiment 1. Sentence ratings

We have already highlighted the link between the corpusystfdoroduction of
the genitive alternation in British and American Englishr{tiths and Szmrecsanyi
2007) and a psycholinguistic study of preferred genitisesantinuations after read-
ing a passage by British and American experimental paditgp(Rosenbach 2003).
As in Bresnan (2007b) we formulated the hypothesis thatiEimgpeakers implicitly

23n Optimality Theoretic (OT) syntax the term refers to a fatraperation of constraint conjunc-
tion that is designed to preserve hierarchical structutesden different prominence hierarchies of
constraints (see Aissen 1999, Prince and Smolensky 1933)isé&/the term purely phenomenologi-
cally as described above.

24Across languages, relative syntactic complexityead weightis not always aligned with def-
initeness, animacy, or pronominality (cf. Hawkins 19940202007, Gibson 2000, Yamashita and
Chang 2001, Yamashita 2002, Rosenbach 2005, 2008, Vasistthewis 2006, Temperley 2007,
Choi 2007).
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know the quantitative usage patterns of production in tbein variety and can use
them to predict syntactic choices just as the corpus moded.d@/here the model
predicts high probabilities, the experimental particiggamill, too. Where the model
predicts more even probabilities, participants will, too.

3.1 Method
3.1.1 Participants

The participants wer&9 volunteers from the Stanford University community &od
volunteers from the Griffith University and Queensland @nsity of Technology
communities. They were paid for their participation. Thewes a balance of males
and females in both groups. All participants were nativeakpes of English, did
not speak another language as fluently as English, had nen talsyntax course,
and had grown up in the US (the Stanford participants) or raliat (the Griffith
participants).

3.1.2 Materials

There were30 items, each consisting of a context followed by the two akliéve da-
tive continuations. The items were edited transcriptidstaimed from actual speak-
ers in dialogues and this was explained to the participants.

A sample item is given in (13).

(13) Speaker:
I’'min college, and I'm only twenty-one but | had a speech slast semester,
and there was a girl in my class who did a speech on home cahe @flt
derly. And | was so surprised to hear how many people, you ktteolder
people, are like, fastened to their beds so they can’t gejustitbecause,
you know, they wander the halls. And they get the wrong medicjust
because, you know,

(1) the aides or whoever just give the wrong medicine to them.
(2) the aides or whoever just give them the wrong medicine.

One continuation was the observed continuation in the coama one was the con-
structed alternative.

The items were randomly sampled from throughout the rangmigfus model
probabilities in the2349-observation corrected dative dataset and checked for obvi
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ous ambiguities in either alternative.

The fitted corpus model values and confidence intervals fer3thitems are
shown on thdogit scale in Figure 6 (n. 13). From this plot we see that the items’
probabilities are well differentiated by the corpus modeicept for those in the
middle ranage. We will use this scale in our linguistic coaetmsion and judgment
tasks.

The items were presented in pseudo-random order, manudjiigtad to avoid
apparent patterns. Also, the order of the alternative datonstructions was alter-
nated. The Australian participants received the sa3@rieems as the US participants,
though with the context altered slightly to Australian citieths. Where necessary,
place names, spelling, and atypical lexical items were gbédnfor example, for
(13),in collegewas changed tat university

3.1.3 Procedure

Participants were tested individually in their own counfritey were given a booklet
containing the instructions and tBe items. They were told that we were interested
in how people choose between different ways of saying theesting in infor-
mal conversations. They were told that in the passages givéne booklet, one or
two speakers were talking informally about different tgnd that each passage in-
cluded a choice of two ways of saying the same thing. Thegaints were required
to read each passage and to rate the relative naturalndss gifen alternatives in
their context. They had00 points to express their rating, so that the ratings for any
pair of alternatives added up 160.

The task differs from a forced choice task, such as Rosert003), in that
participants are free to assign equal value to both alteesats well as a graded
preference to one of them. The only choice that is not pralidehe rejection of
both alternative constructions. Because one of the aligasawvas always from the
actual spoken discourse in the corpus, we were not concdmeldis limitation.
The same procedure had been used in an explicit predicé&naaking participants
to guess which construction was used by the speaker in thsaridialogue and
give a numerical rating of the likelihood, and similar réswlere obtained (Bresnan
2007b).

3.2 Results and discussion

The results of Experiment 1 have interesting propertieskvimotivate the design of
the linear mixed-effect regression model used for the amalyf the data. We first
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Figure 6: Experiment 1 items: fitted values (corpus modebldds) and 95% confi-
dence intervals. Except for the middle range, the items atedifferentiated by the

model values.
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discuss the random effect structure of the model and thertduhe fixed effects.

Figure 7 displays the mean ratings for the US and Australemtigypants for
the V NP PP version of each of 136 items, plotted against the corpus model log
odds for V NP PP® The regression lines show a linear correspondence betleen t
mean ratings of each group and the corpus model log odds. iBute=7 gives no
idea of individual performance. Does the linear correseoicd it depicts between
corpus model probability (on thegit scale) and ratings by the group also hold for
the individuals in the group?

The trellis plots in Figure 8 show the ratings of the items bghability for
each of the 19 US participants (top trellis plot) and 20 Aalsins (bottom trelllis
plot). Each panel within the two trellis plots displays tle¢ation between ratings
and corpus log odds of one of the participants. The plots thsglay every data
point of every experimental participant in both groups. fetlough the unaveraged
raw data of the individuals shows much more variance, asat&g@ea roughly linear
relationship between ratings and corpus probability résaialy appears in almost
every panel, as shown by the individual regression lines.

From these plots we can also see that participants variedwnrhuch of the
rating scale they used. For example, in the top trellis pfdtigure 8, S4.us’s rat-
ings cluster closely around the middle band of the ratingtestom40 to 60, while
S5.us’s ratings extend from ne@rto 100. This difference in rating range or am-
plitude is reflected bylopesof the regression lines in each plot: a steeper slope
corresponds to a wider range of ratings given. Participalsts varied somewhat in
the baseline they appeared to be using. For example, Sdu8l&nus have approx-
imately similar slopes, but S10.us’s regression line o#pts the vertical axis higher
up, suggesting a higher baseline, or average rating.

The individual regression lines in Figure 8 are all from ay&riinear mixed ef-
fect regression model with random slopes and intercepttheg with a fixed effect
of corpus log odds and an interaction between variety anddutg?® The main ef-

2S|ndividual ratings are often standardized in order to redater-individual variability as much
as possible (e.g. Bard et al. 1996). The models we fit to tiegmtata adjust for individual variation
in the range of the ratings scale, in a way explained below.

26Recall that the random effect values are not parameterseofnibdel but best linear unbiased
predictors (BLUPS). See n. 16. Hence only five degrees ofitreein all are used to fit the random
inter-subject variation shown in Figure 8: three for thedam intercepts and slopes—one for the
standard deviation (s.d.) of the random intercepts of stipjme for the s.d. of the by-subject slopes,
and one for the s.d. of the random verb intercepts—and twthfofixed effects of the intercept and
the corpus model probability predictor. Likelihood ratésts show that each of the random effects
contributes significantly to the model fit. (Because of thinfit algorithm, likelihood ratio tests are
used for the random effect structures of linear mixed effegtession models, and not for comparing
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Figure 7: Mean ratings of US and Australian participantsefach item by corpus
log odds. Regression lines show ratings increasing witbadvdity for both groups.
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fect of corpus log odds is highly significart= 15.65, Pr(> |t|) = 0. The random
effect structure of the model provides an impressive fit ®ittaividual variation in
rating trends. We adopt this random effect structure forfimal model of the data:
random intercepts for participant and verb, random byestlglopes for the corpus
model log-odds.

As seen in Figure 8, the random effects structure of a mixezttemodel of
the ratings data allows direct modeling of inter-subjectataon in both means and
slopes. The fixed effects are shared across the groupinge eimdom effects. The
general structure of our model is shown in (14).

(14) A Linear Model with Random Intercepts and Slopes
yz'j = X”B + SiSi -+ ‘/j’Uj + Eij

In this model the ratings are described in terms of the cgosap explanatory vari-
ables X;, two randomly varying group effects, one for experimentadjsctsS;
and one for verb¥/j;, and a random erras;;. The random effect of verb is modeled
as a random intercept. The random effect of subjects hasdmpanents: a random
intercept representing a subject’s rating baseline, arahdam slope representing
a subject’s rating range modeled as a by-subject slopetatgns to the corpus log
odds. In other words, the random effect of participant adjfss differences in mean
ratings between participants. The by-subject adjustmresliope adjusts for differ-
ences in the range of the rating scale used by participahtsrdndom effect of verb
adjusts for item variation attributable to dative verb liasard one of the alternative
dative constructions.

Let us now turn to the fixed effect structure of our final mo&g);,. In Section
1 we showed how multiple information sources charactegizinntext, meaning,
and form of the construction contribute systematically goentitatively to the bi-
nary choice between alternative dative constructionsadpetion. We hypothesize
that in comprehension-based tasks, including ratings wtesees read in context,
speakers are able to recognize probabilistic differencesternative grammatical
constructions from their implicit knowledge of these infation patterns—relative
complexity, definiteness, and pronominality of theme armugpient, animacy of re-
cipient, number of theme, and previous occurrence of a gigpoal dative. If so,
behavioral sensitivity to probabilistic differences iteahations may vary in speak-
ers of different varieties of a language where probabdlisyintactic variation exists.

fixed effects; see n. 15).
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We fit a model to the combined data from the Australian and USqgaants.
The random effect structure remained as just describedloranverb and partici-
pant intercepts and random by-subject adjustments to slitherespect to corpus
model log-odds. In the initial model the fixed effects cotesisof all of the fixed
effect predictors in the corpus model, to each of which weeddan interaction
with variety. This model was then simplified by removing alldraction predictors
whose estimate was less than twice the standard error. dhallithe predictors in
the model as main effects, together with one interactiotwéen variety and relative
syntactic complexity.

Inspection of the residuals and the density plots of thegpmstdistributions of
the estimates showed that the model assumptions are réhgsatisfied (Baayen,
Davidson, and Bates 2008; Baayen 2008). Model collineavdg calculated; the
‘condition number’c = 7.65 shows very slight collinearity, which is not surprising
given the log odds included in the random effects (see n.Tl4g.model also shows
a reasonable fit to the data. Overall, it accounts for ovefr dfathe variance in
the data 22 = 0.529). Not surprisingly, a very large component of the variarce i
explained by the random effects: for a model consisting efrémdom effects only,
R? = 0.49.

The coefficients for the final resulting model are shown inl@d&b Thep-values
and the upper and lower 95% confidence limits are derived fsosterior distribu-
tions using the pvals.fnc function in the languageR packagknear mixed effects
regression modeling (Baayen, Davidson, and Bates 20083. ifdependent main
effects and the interaction term are reliable.

The model shows that (after adjusting for the random effettsubject, verb,
and by-subject sensitivity to corpus probability) thereaveignificant main effects
of previous occurrence of @-dative in the previous context, pronominality of re-
cipient, pronominality of theme, definiteness of recipjelgfiniteness of theme, an-
imacy of the recipient, and number of theme. All of thesea#eare consistent with
harmonic alignment (Figure 5), in the sense that the momabaic patterns are rated
more highly than the less harmonic patterns. This is to be&beg if participants
are sensitive to the corpus model probabilities, becausenthre harmonic patterns
are the more probable, based on the frequencies and digiribun the data. The ef-
fect sizes are plotted in Figure 9 (see n. 20). Each predictotributes significantly
to the model fit; the separate removal of variety and relatjwrgactic complexity of
recipient and theme also removes the interaction term, igndisantly degrades the
model fit. Given the very powerful method of modeling indivad differences in the
use of the rating scale, it is notable that variety still cimites to the explanatory
value of the model.
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Estimate| 95% Confidence Limits p-values
lower upper

(Intercept) 50.251 | 39.8172 61.175 | 0.0001
variety= Aus —1.802 | —5.2705 1.956 | 0.3176
log rec-theme diff 3.406 | —0.9040 7.891 | 0.1114
previousto-dative 11.032 4.6250 15.767 | 0.0004
recipient= pronoun —16.791 | —22.0959 —10.237 | 0.0001
theme= pronoun 14.445 5.9744 23.351 | 0.0010
recipient= indefinite 16.304 | 10.2424 22.033 | 0.0001
theme= indefinite —25.800 | —29.7793 —20.730 | 0.0001
recipient= inanimate 21.609 15.4746 28.489 | 0.0001
number of theme- singular| 11.889 2.189 5.430 | 0.0001
variety : log rec-theme diff 3.224 0.3832 6.168 | 0.0378

Random effects:

| Group

| Std.Dev.| HPD95lower| HPD95upper

subject (Intercept)
verb (Intercept)
Residual

subject slope (corp model log odd

S) 1.5431
4.3139
17.8646
20.833

1.0263
2.4073
8.8611
20.0458

2.1670
6.0369
20.4336
21.7873

number of observationg:170, groups: subjec9; verb,9
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Notice that variety of English reliably interacts with theative syntactic com-
plexity of recipient and theme: for longer recipients thes&alians favor the NP PP
construction more compared to the US participants. The hqédictions for the
interaction are shown in Figure 10, together with $6&, confidence intervals.

Aus us
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ratings
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0
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ratings
0
|
ratings
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Log Rec—Thm Diff Log Rec—Thm Diff

Figure 10: Model predictions of interaction between varaaid relative complexity,
with 95% confidence intervals from posterior simulations

For an illustration, consider the item in (15). The recipiand theme are both
two words in length; the probability of the prepositionatida is 0.3309 and the
double object dative.6691. If the recipient length is increased (for example, from
my kidsto my kids and their cousin who is staying with tise model predicts that
the ratings of the prepositional dative would increase niar¢he Australians than
it would for the US participants. That is, the Australiantmapants would tolerate
the change tdnstead of giving my kids and their cousin who is staying wihan
allowanceless than the US patrticipants.

(15) Speaker A:
| wish they had just one central place, you know, where youjesindump
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all the recycling. Because really | am not really looking tbhe money
portion of it, you know.

Speaker B:
Well | used to. It used to be a good days work.

(i) Instead of giving my kids an allowance,
(i) Instead of giving an allowance to my kids,

| just told them they could go around the neighborhood antécbthings
to be recycled and then | would drive them over and they woeldsgme
money.

Experiment 1 shows clearly that both groups of participangéssensitive to the
corpus probabilities and that the Australians show a gredtect of relative syntac-
tic complexity or end weight than the American subjects;hasrecipient argument
of a dative gets longer relative to the theme, the Australlzave a greater liking of
the V NP PP dative than the Americans.

4 Experiment 2: Continuous lexical decision

The ratings data obtained in Experiment 1 possibly refleotgsses that come into
play only after reading a sentence. But we have good reasbaliteve that higher-
level corpus probabilities are involved much more immeadjain producingdative
constructions during spontaneous speech. In a corpus stullg acoustically time-
aligned and corrected dataset of spoken dative constnsctiRecchia 2007), Tily et
al. (2009) found that the corpus model probabilities ofwdagiroduction in Bresnan
et al. (2007a) predicted the acoustic duration of the woiid prepositional datives
even after holding the low-level transitional probabd#iof the adjacent words con-
stant.

Experiment 2 is a comprehension experiment structured mersh like the ob-
servational production study of Tily et al. (2009). It wassidmed to obtain data
during sentence processing. More specifically, we conduateexperiment with
American and Australian English speakers to investigatetiadr lexical decision
latencies during a reading task would reflect the corpusaghitibes and whether
there were interactions between variety of English and itigulstic predictors of
the corpus model. The task used was the Continuous Lexicabkida Task (Ford
1983) in which subjects read a sentence (or part of a sentetcd by word at their
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own pace, but making a lexical decision as they read each.wbhe purpose of
requiring a lexical decision, and not just a press of a buttoget the next word,
is to prevent any rhythmic responding, which is a known caafsgpillover pro-
cessing (see Ford 1983: 2(4).The lexical decision task is made, though, in the
context of fitting each word into the current syntactic camsion. Ford showed
that this method is sensitive to subject- and object-nadatifferences, which have
been very well established and replicated in subsequetkt (see Gennari and Mac-
Donald 2008: 162). In Experiment 2 we were interested inarses to the word
to in the dative NP PP as a function of linguistic predictors s torpus model
and also of variety. Given that the recipient does not ocefore the wordo, new
probabilities were calculated by omitting any predictatated to the recipient and
using log(length of theme) for the length measure. We calbé¢hnew probabilities
“partial-construction probabilities.”

4.1 Method
4.1.1 Participants

The participants were0 volunteers from the Stanford University community and
20 from the Griffith University community. They were paid fibreir participation.
There werel0 males andl0 females in both groups. All participants were native
speakers of English, did not speak another language aslfiasnEnglish, had not
taken a syntax course, and had grown up in the US (the Stap#ottipants) or
Australia (the Griffith participants). None had taken parExperiment 1.

4.1.2 Materials

The experimental items for Experiment 2 consistegodf the 30 items from Exper-
iment 1. Those omitted were from the middle segment of conpadel probabilities
for the prepositional dative construction. As seen in Fegéiritems in the middle
range of probabilities were overrepresented: having thiesticonfidence intervals,
these were poorly differentiated by the fitted values of tloeleh from their flanking
items.

Each experimental item consisted of a context passagehwtas to be read
normally, and a continuation of the passage in the prejpositidative form, which

2"In spillover processing, button presses advance rapidigrd:comprehension, requiring catch-
up to process material that came earlier in the sequence.p&enfor example the discussion of
self-paced reading and EEG by Van Berkum et al. 2005.
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was to be read while performing the Continuous Lexical DeniFask. The contin-
uation was either the same as the original from the corpusveais the constructed
prepositional alternative. The continuation always begih the word before the
dative verb and all lexical items in the experimental iteosto and including the
word afterto, were real words. Some experimental items included nonsvafir
that point, simply to give more opportunities for resporgdno to the lexical deci-
sion. An example of an item is given in (16).

(16) Speaker:
I’'min college, and I'm only twenty-one but | had a speech slast semester,
and there was a girl in my class who did a speech on home cahe @flt
derly. And I was so surprised to hear how many people, you ktt@wolder
people, are like, fastened to their beds so they can’t gejustitbecause,
you know, they wander the halls. And they get the wrong medicjust
because, you know, the aides or whoever

just give the wrong medicine to them just sornly

The6 omitted items served as fillers, with the continuation bejivgn in the NP NP
structure. A sample item is given in (17).

(17) Speaker A:
The technology is really, you know, going crazy with PCs.

Speaker B:
It's clearly a productivity enhancement device and allows {o do —

Speaker A:

Originally I didn’t think it was. | thought that what, you kmpwe ended up
doing was doing all of the secretarial work and the secredrad nothing
to do. And | guess part of that is true. | do all my own typing. |

don't give the secretary paper to lorm vliob any more

As can be seen, the continuation of these fillers sometinsescaintained non-
words. Apart from thesé fillers, another 0 were constructed. These consisted of a
passage and a continuation that did not have a dative cotistiuThe continuations
of these fillers always contained one or more nonwords.

Each item was followed by a yes/no question that appearedhewacreen after
a response had been made to the last lexical item in a cotibnuarlhis was to
encourage participants to read each passage and corgimudinhus, for example,
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after the response sornlyin (16), the question in (18) appeared on a new screen.
(18) Was the speech about the good care elderly get?

For the24 experimental items, the partial-construction probagilibat is, the
corpus model probability based on the context, verb, andéhbut not the recipient,
was calculated. The range of these partial-constructiobabilities (in log odds)
was from—4.53 to 3.08, with a mean of—0.87. The partial-construction corpus
probabilities for the prepositional dative construction the24 experimental items
are shown in Figure 11.

4.1.3 Procedure

The participants were tested individually in their own coigs. Participants were
given written instructions outlining the procedure (seg@épdix 1). They were told
that they would see the beginning of a conversation on theatenscreen, followed
by the next word of the continuation of the conversation atideaof dashes. They
were given (19) as the example.

(19) Speaker A:
| just spoke to Peter on the phone. He didn’t sound very well.

Speaker B:
Has he got this cold that is going around?

Speaker ANo. He
SayS. _ _ o ___________

For each item, the subject read the conversation, then stenard of the con-
tinuation. They then decided whether the first word of thetiomation was a word
or not and pressed the appropriate button (yes or no). Oneegisiah was made,
the next word appeared to its right and the preceding wordrbealashes. A lexi-
cal decision was then made about the second word. This proeedntinued until
the last lexical item in the continuation. At the end of thatouation, the context
and continuation disappeared and a yes/no question appedating to what had
just been read. Participants were told that there were okstand that it would be
obvious if something was a word or not. They were asked to tieadonversations
as naturally as possible, making sure they understand wegtréad. E-Prime soft-
ware for Windows (Schneider et al. 2002a,b) was used to mi@tdntinuous Lexical
Decision Task. E-Prime gives software checks for whethectmputer being used
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is suitable for millisecond timing and both computers usetenshown by these
procedures to be good.

4.2 Results and discussion

As an indication of whether participants had comprehentedpissages and their
continuations, an analysis of responses to the compredrensiestions following
the 24 experimental items was carried out. Results showed thapoemension was
high and did not differ significantly for the Australians aAdhericans; the aver-
age number of correct responses was for Australian males20.5 for Australian
females20.9 for American males, angll.4 for American females.

To reduce the effect of extreme reaction times, the raw RTe fust investigated
for outliers. It was clear that there were three outliers.oT®Ts of 10156 and
5584 milliseconds were well above the next highest RTI6 milliseconds). One
of 99 milliseconds was well under the next lowest RZ8Y milliseconds). The two
extremely high reaction times were probably due to diswwacnd not any linguistic
feature. The reaction time & milliseconds was probably a mistaken press; the
response time being unrealistically low as a true reactioe.t Thus, a decision
was made that all reaction times greater tha60 milliseconds or less thah00
milliseconds should be eliminated. To further reduce tliecebf extreme reaction
times, all reaction times were logged. By logging both thpetwlent and predictor
variables, the relation between the variables now desciiosy the proportional
change in the reaction times tmvaries with the proportional change in the corpus
odds of the prepositional dative, given the partial infotioraavailable to the reader.

Again we visualize the data to motivate the model for analyBigure 12 gives
the mean reaction times at the wdnlfor each item for the Australian (Aus) and
American (US) subjects plotted against the partial-camsion log odds of the cor-
pus data, together with a nonparametric smoother for bataties, which shows the
trend by averaging local values in the data. From this plos@eethat the Australian
reaction times are somewhat slower overall. There is anrappgeneral trend in
both groups for reaction times to decrease as the corpudidgjiacrease.

There are a number of incidental variables that must be albedr for in this
task. Specifically, controls are needed for random effetthedative verb in the
item and for subject and inter-subject differences in respdo item order. We used
a random intercept for the former and a random slope for titeriaduring the task
some participants may improve their speed with practicelevdthers may tire and
slow. A random effect of the word preceditgwas tested but did not significantly
improve the model fit, and so was eliminated from modeling.&f8e added several
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Figure 12: Mean reaction times by partial-constructionddgs for both varieties
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controls to the main effects: itis well known that the bestactor of reaction time to
aword is reaction time to the preceding word, so that wasided in the fixed effects
as a shared effect across all groupings. Item order was atkemlaas a possible cross-
group shared factor in the fixed effects, to model any geredfatt of the task trial
order such as fatigue (causing slowing) or practice (caguspeed ups). With all
of these controls in place, the partial construction logsocEained a significant
predictor of the reaction times to word recognitions —2.14, Pr(> |t|) = 0.0324.

Having established the random effect structure and cantaslwell as a reliable
relation between linguistic probabilities and our dependeariable, we turned to
our main question: whether the two groups varied in the ingome of the linguistic
predictors that are components of the corpus model prababil We began with a
full model containing all of the coded predictors presenhmdata (excluding recip-
ient predictors) in addition to the random effects describbove, and we selected
models by eliminating predictors where the magnitude ofa$tEmated coefficient
was less than twice the standard error. In the final model imguistic predictors
remained: definiteness of the theme and length of the theme.

We measured the multi-collinearity of the model using théhod in n. 14. The
condition number 08.31 shows that collinearity is of no concern. Inspection of the
residuals and the density plots of the posterior distrdngiof the estimates showed
that the model assumptions were reasonably satisfied (Bagtya. 2008; Baayen
2008b). For this modek? = 0.5668. For a model consisting of the random effects
only, R? = 0.4643. Thus the fixed effects account for a substantial amountef th
variance.

The model parameters are shown in Table 6. These resultstehbthere was a
significant main effect of length of the theme and that varsggnificantly interacted
with length of theme. The main effect of variety was also gigant, with Australian
subjects responding more slowly than the Americans. Defiegs of theme was
significant. Reaction time to the word precedingvas significant. Item order was
also significant. The effect sizes are shown in Figure 131is@8). Given the low
signal-to-noise ratios that are common in reaction timesggrpents, it is remarkable
that variety contributes substantially to the explanat@iye of the model.

To explore the group difference in response to the lengtlymiastic complexity
of the theme, we found that nesting the subject variableiwehrandom effect of
variety added nothing to the model (by a likelihood ratid,tgé = 0, Df = 1, Pr(>
x?) = 1) and did not alter the interaction with length of theme.

Could the interaction with length of theme somehow be traoesbecific sub-
jects who were faster or slower than average in their lexdegision times? The
random intercept for subject already represents randoividugl differences in re-
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Fixed Effects:

46

Estimate| 95% Confidence Limitg p-values
lower upper
(Intercept) 5.9998 | 5.9064 6.0913 | 0.0001
variety= Aus 0.1098 0.0455 0.1708 | 0.0008
log theme length 0.1164 0.0820 0.1542 | 0.0001
theme= indefinite 0.0337 0.0046 0.0632 | 0.0190
log RT to preceding word 0.3378 | 0.2905 0.3874 | 0.0001
item order —0.0021 | —0.0034 —0.0008 | 0.0026
log theme length : variety: Aus | —0.0741 | —0.1133 —0.0364 | 0.0002
Random effects:
| Group | Std.Dev.| HPD95lower| HPD95uppet

subject slope (item order) 0.0027 0.0009 0.0045

subject (Intercept) 0.1159 0.0762 0.1148

verb (Intercept) 0.1161 0.0599 0.1674

Residual 0.1679 0.1620 0.1782

number of observation$53, groups: subject0; verb,8
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action time, and the interaction with variety holds aftguating for these individual
differences. Nevertheless, we further checked this hygsistby classifying subjects
as “fast” or “slow”, depending on whether their mean reactime toto was above
or below the mean for all subjects. Speed class shared adtoaadom groups was
then added as a control in the fixed effects of the regressialysis. Results showed
that all other effects including the interaction of varietith length of theme were
robust after adjusting for this hypothetical speed effect.

Interestingly, the direction of the main effect of lengthteéme is consistent with
the harmonic alignment pattern of Figure 5, in the followsense. More complex
themes (approximated by length in words) favor the doubjeattzonstruction over
the prepositional dative and thus reaction timestmcrease with length of theme.
The interaction with variety indicates that the Americamgvg this effect much more
sharply than the Australians; see Figure 14. As an exampiesjder the item shown
in (16), containinggive the wrong medicineWhile the Australian speakers would
apparently show little increase in reaction timeaaif the theme were lengthened to
the wrong and often dangerous medigittee US participants would show a marked
slowing of reaction time. The range of theme lengths was foma word to ten,
with a mean of 2.35 and a median of 2. Adjusting for all otheTtaldes, the models
showed that American reaction times started exceeding tisrélians’ as theme
length increased beyond three words.

Analyses showed that this interaction between variety angth of theme is very
robust. It cannot be attributed to group differences in dpsised, for example,
by a hypothetical ceiling effect in the slower Australiatgcts’ decision latencies.
There is no significant group effect of speed to explain tkeraction. Adding speed
as a controlling shared factor across groups does not @tmthe interaction. The
Americans were slowing much faster than the Australianbeir iexical decisions
on the wordto and were exceeding the Australians’ RTs when themes gregelon
than three words.

It might be thought that the Australians could, in fact, sheowharper increase
in reaction time as length of theme increases, but perhapslakyed effect. Thus,
a linear mixed effects regression model was fit to the datagukig RTs on the
word afterto as the dependent variable and adding the log RT to the twad a
possible predictor. The regression also used the word @&fi@s a control random
effect. This is a standard technique for modeling possibiléoser effects in word-
by-word reading tasks with mixed-effect regression; sepdfman et al. (2009), for
example. Results showed that there was no interaction betwariety and length
of theme at this podib position. Moreover, at this point in the sentence, there was
a significant main effect of length of theme such that readiimesdecreasedfter
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longer themes.

Regarding the main effect of definiteness of theme, it was edsisistent with
harmonic alignment (Figure 5), with reaction times at thedmo increasing after
an indefinite theme where the probability ofcadative decreases. The speakers of
the two varieties do not differ in this effect.

5 Experiment 3. Sentence completion

In both Experiments 1 and 2 there were shared effects shosdgngitivity to har-
monically aligned linguistic properties. In Experimenta3, we have just seen, in-
definiteness of the theme (which is harmonically alignechandouble object con-
struction: see Figure 5) was associated with slowing readimes to recognize the
prepositionto as a word for both the American and the Australian partidipam
Experiment 1 inanimacy of the recipient, indefinitenesshef tecipient and of the
theme, and pronominality of the recipient and of the themeeva#l associated with
subjects’ ratings in exactly the way that harmonic aligntwesuld lead us to expect:
for example, an indefinite theme is harmonically alignedh@ double object con-
struction, so it is associated with subjects’ lower ratinfthe prepositional dative;
conversely, an indefinite recipient is harmonically alignethe prepositional dative
construction, so it is associated with subjects’ highengat of the prepositional da-
tive. These shared main effects reveal sensitivity to cormpodel probabilities in
both comprehension-based tasks, sentence ratings anduwmrd lexical decision
while reading.

Yet in both experiments, interactions with variety existet first glance, the
results of Experiment 2 might seem to contradict those ofefirpent 1. In Experi-
ment 1, Australians showed an end-weight effect of the rest@nd the Americans
did not, while in Experiment 2 the Americans showed a muaobngfer end-weight
effect of the theme than the Australians. If one thinks ofrésults only in terms of
end-weight then it is difficult to reconcile the results o¢ tlwo experiments. How-
ever, when one reflects on the results in terms of whetherireistic predictors
favor or disfavor the prepositional dative construction ¥ RP (recalling Figure 5),
then a consistent pattern emerges.

Consider Table 7, which summarises how variety interacth tie linguistic
predictors favoring or disfavoring V NP PP in Experimentsnt 2. The top half
of Table 7 concerns decision latencies from Experiment 2taasl an increase sug-
gests greater difficulty and a decrease suggests greagemga®cessing, while the
bottom half of Table 7 concerns ratings from Experiment 1thog an increase sug-



51

gests greater acceptance. Compared to the Americans, gtealans show more
effect of a property that favors prepositional datives a3 leffect of a property dis-
favoring them. One possibility is that the Australian grdwgs a higher expectation
of prepositional datives than the US group. Increases iméhkength disfavor V
NP PP, but, unlike the Americans, the Australians’ reactimes at the wordo are
increasing much more slowly as theme length increases,caglththey are more
tolerant of V NP(LongTheme) PP than the Americans. Turninpé ratings exper-
iment, increases in recipient length favor NP PP, and whiéeAustralians show a
large effect of favoring NP PP in ratings as recipient lengtbws, the Americans
show no effect (both the variety contrast and the main efféttg recipient-theme
difference lacking significance), as though the Americaesraore tolerant of V
NP(LongRecipient) NP than the Australians.

Table 7: Summary of variety differences in Experiments 12and
Decision latency experiment:

property expectation RT aio

theme length grows disfavors V NP PP US RTs increase faster
(slowing down)

Rating experiment:

property expectation rating of V NP PP
relative recipient length grows favors V NP PP only Aus iases

Reflecting on the results in terms of whether the linguistedjctors favor or
disfavor an V NP PP suggests that the two groups may be moessitdlerant of
different stuctures. One possibility is that the Austradidnave a higher expectation
of V NP PP than the US group. If so, it might be expected that theuld produce
more prepositional datives than the Americansiddhe same contextsTo obtain
evidence about differences in production, we used a semteoimpletion task in
Experiment 3.

5.1 Method
5.1.1 Participants

The participants wer@0 volunteers from the Stanford University community and
20 from the Griffith University community. They were paid foreih participation.
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There werel0 males andl0 females in both groups. All participants were native
speakers of English, did not speak another language aslfia=nEnglish, had not
taken a syntax course, and had grown up in the US (the Stapfotttipants) or
Australia (the Griffith participants). None had taken parExperiments 1 or 2.

5.1.2 Materials

The items for Experiment 3 consisted of all items from Experiment 1. As with
Experiments 1 and 2, the context was given for each item gih@ach item ended
after the dative verb and was followed by lines where a cotiggi€ould be entered.
The items were given in a random order for each subject.

5.1.3 Procedure

Each participant was tested in her or his own country. Rpdits were given a
booklet with instructions and t8#) items. The instructions stated that in each of the
given passages one or two speakers were talking informbafytadifferent topics.
They were also told that the final sentence in each item wasihdinished. They
were instructed to read each passage and then completefthished sentence in
the way that felt most natural to them. They were instrudtetithey need not spend
a lot of time deciding how to complete it, but to just write dowhat seemed natural.

5.2 Results

The transcripts of each subject were checked separatelpdyy author for NP NP
and NP PRo-dative completions. Examples of a double object and a pigpoal
dative completion, as well as a completion that was neitfeegaen in (20).
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(20) Speaker A:
The technology is really, you know, going crazy with PCs.

Speaker B:
It's clearly a productivity enhancement device and allows o do —

Speaker A:

Originally | didn’t think it was. | thought that what, you kmpwe ended up
doing was doing all of the secretarial work and the secretdrad nothing
to do. And I guess part of that is true. | do all my own typing.

| dont give

—myself time to relax when | could be working.(US: NP NP)

—menial jobs to my secretary anymore because the computer
does it all for me. (Australian: NP PP)

—dictation when | can do it myself just as quickly and neatly.
(US: neither NP NP nor NP PP)

The average level of production of datives for #idtems wag).55 for the Aus-
tralians and).56 for the Americans. For the Australiaris42 of their datives were
NP PPto-datives, while for the US, the corresponding figure was. The data
were tabulated as numbers tofdative, double-object, and other constructions by
subject, gender, and variety. For analysis, a logistic ggized linear model was
fit to the tabular responses ti-datives vs. double-object datives per subject, as a
function of variety interacting with gender. The model istats and odds ratios are
displayed in Tables 8 and 9. From Table 8 we see that the Awastsgproduce sig-
nificantly moreto-datives than the Americans, after controlling for genderom
Table 9 we can infer that the Australian males were more thigettimes as likely
to produceto-datives as the US males, in the same contexts. (The integoess
the odds of producing prepositional datives over doubleailzonstructions for the
reference levels of the variety and gender predictors, ivéiie US and male, respec-
tively. The intercept odds of producing a prepositionalwabver a double object
construction are about one in twa®-4867. In contrast, the Australian participants
who were not female had odds of producing prepositionavdatver double-object
constructions of not quite two to onek8677.) The interaction term shows that the
female Australians have a reduced odds of producing prepaai datives, bringing
them closer to the US participants than the Australian males
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Table 8: Wald Statistics for Experiment 3 Model

| | Df | Deviance] Resid. Df| Resid. Dev] P(> [x?]) |

NULL 39 63.153

variety 1 4.186 38 58.967 0.04076
gender 1 1.557 37 57.410 | 0.21213
variety:gender 1 3.635 36 53.775 | 0.05657

Table 9: Odds Ratios from Experiment 3 Model

| | Odds Ratio| Estimate| P(> x?) |

intercept 0.4867 | —0.7201 | 0.0000
variety= Aus 1.8677 | 0.6247 | 0.0056
gender= f 1.121 | 0.1139 | 0.6200
variety= Aus : gender= f —0.5422 | —0.6121 0.057

6 Theoretical implications

In the experimental tasks of sentence rating and continlestisal decision while
reading, both the American and Australian subjects showeslitvity to the spoken
English corpus model probabilities of the dative constarc{or partial construc-
tion). In Experiment 1 subjects gave higher or lower ratiteggrepositional datives
according to their higher or lower probabilities of occue in the given contexts.
In Experiment 2, subjects while reading prepositionalvdetihad faster or slower
lexical decision latencies at the wai@laccording to the higher or lower probability
of occurrence of the partial prepositional dative in itsteaxih The experiments show
that subjects have strong predictive capacities, prefg@ind anticipating the more
probable of two alternative syntactic paraphrases.

How could the subjects accomplish these predictive taskg&@dth experiments,
subjects’ responses showed significant relations to thepoaent linguistic vari-
ables of the corpus model. In Experiment 1 preference far dfplative construction
was overwhelmingly in accordance with quantitative harm@tignment (Section
2), with the main effects of relative complexity of recipiemd theme, definiteness
of recipient and theme, pronominality of recipient and tikeand animacy of recip-
ient all going in the directions consistent with harmoniginent. In Experiment 2
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the partial-construction properties of length and defiregeof theme argument were
among the main effect predictors of reaction time, in theations expected from
the harmonic alignment pattern shown in Figure 5: a defihiéente favors a prepo-
sitional dative, and leads to faster decision latencietaifter controlling for all of
the other variables; a longer theme favors a double objetdtoaction, leading to
slower decision latencies da.

According to a class of ‘parsing-based’ or ‘memory-stor#geories (see Hawkins
1994, 2004, 2007; Gibson 1998; Grodner and Gibson 2005; &deyp2007 for
representative work), language users’ sensitivity to vidknatore or less unlikely in
linguistic contexts could simply derive from their senstif to what is more or less
difficult to parse. On these theories limited cognitive tgses for memory storage
and semantic integration cause difficulty in parsing compigtactic dependencies.
Because speakers tend to accommodate hearers by avoidiegsof linguistic dif-
ficulty, the easiest linguistic variants to process in caghpnsion may become the
most likely to be used.

Figure 15 illustrates one specific parsing theory analystata like ours. (See
Temperley 2007 for discussion of similar predictions ofayth) On this theory the
difficulty of integrating a second argument with a ditransitverb increases with
the dependency length of the intervening first object (Chead.€2005: 284). The
dependency length is calculated as the number of wordgttnatiuice new discourse
entities between the start and end of the syntactic depegdemence, as the number
of lexical words?® The difference in length is illustrated for the head-argome
dependencies between the verbughtand the beginning of its second complement
in the Figure: there are zero lexical words spanned by thertigncy arrow in the
first and third examples and there are two lexical wordsldren, vanand pony,
van) spanned by the arrow in the second and fourth examples. @fierences in
dependency length are predicted to yield inverse effectgeaction times.

There are two problems for this type of resource-limited@&xation of our find-
ings. First, our models show that the harmonic alignmermotsf mentioned above
cannot be reduced to the relative complexity of the recipaen theme (Experiment
1), nor to variation in the length of the theme (Experimentticause the mod-
els all control for these complexity effects. Thus the stidrarmonic alignment
patterns in production that recur across varieties and htiedaof English and are
reflected in judgment and comprehension behavior remairplaieed. Secondly,

28Dependency length measured by length in lexical words ilpigorrelated with the simple
length-in-words measure used here. On the segé$ theme NPs in the dative database of Bresnan
et al. (2007a), the two measures have a Spearman'®.91,p < 2.2 x 10716, See also Temperley
(2007).
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N
He brought them one
0 =0

T

He brought my children in the van one

0 1 0O O 1 =
e
He brought it to my children
0 =0

N

He brought the pony in the van to my children
0 1 0O O 1 =2

Figure 15: Dependency Length Theory

these theories offer no explanation for the covariationvben the Australians and
the Americans in the complexity effects themselves. In #imgs experiment, the
Australian subjects showed a strong preference for V NP R&las/e length of re-
cipient increased, while the US subjects showed none (abiel Figure 10). And,
in contrast, in the Continuous Lexical Decision Task, thesd®wved a much sharper
slowing of reaction times as the length of the theme incid#san the Australians.
The Australians’ reaction times increased only mildly a thordto and showed
no lagging effect on the following word (Table 6 and Figurg.1Zhe Australian
subjects had slower decision latencies on average, whightrhave reflected a pos-
sible ceiling effect on reaction times, but this possipiitas eliminated because the
experimental analysis controlled for the mean speed of sabfect as a random
effect in the task. Moreover, when we added speed as a caomtitod fixed effects
of the regression analysis, we found that our effects reathinbust. The sentence
completion task showed that the covariation in the judgnaert comprehension
tasks in Experiments 1 and 2 matched the production taskpeixent 3, with the
Australians favoring prepositional datives more than tigegarticipants.

Do other theories offer a better explanation of our findings2heir study of
speakers’ pronunciation of the prepositiorand other words in spontaneously pro-
duced dative constructions in spoken English, Tily et &00@ found a significant
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effect of the Bresnan et al. (2007a) corpus model probaslitThey proposed the
principle ofuniform information densitfalso known agonstant entropy radeas a
possible theoretical explanation of these effects. Inmatammce with information the-
ory (Shannon 1948), information is measured in such a waythieamore probable
an item in a sequence, the less informative it is, and coalxetise less probable, the
more informative. If the rate at which information is coneeyin the speech stream
is roughly constant, then more predictable words, whichychitle information,
should take less time to pronounce during production thas jpeedictable words.
The efficiency of this strategy for communication over a speghannel lies in the
fact that it allows utterances to be shorter and easier wym®without reducing the
less predictable words that the hearer would have the mifisiudtly reconstructing
(Aylett and Turk 2004). Above the word level, the theory hat implies that infor-
mation density may increase toward the ends of sentencem#awations become
more predictable (Genzel and Charniak 2002). Under thisrihgenerally speak-
ing, less predictable arguments should follow more prabietones in word order.
The harmonic alignment effects could be explained in thesed, provided that an-
imate, definite, pronominal, and relatively less complayuarents are indeed more
predictable in information-theoretic terms, as measundéxts.

Although uniform information density applies to productjghere is empirical
work connecting it to perception and to expectation-bakedries of comprehen-
sion (Hale 2001, Keller 2004, Levy 2008, Kuperman et al. 300 these theories
processing difficulties are a function of the probabilitefscontinuations as mea-
sured by informativeness: during incremental processegpurces are allocated to
more expected alternatives among the parallel set of pbgs#that unfold at each
point. Violations of expectation cause difficulties as tgses are re-allocated. Re-
cently it has been shown that this theory can explain oppes#tight effects found
in the visual comprehension of sentences containing varbefe constructions in
Dutch and English, in terms of the very different conditibm@babilities of a parti-
cle following a verb at various distances in production cogoof the two languages
(Kuperman et al. 2009).

Because uniform information density and expectation-thétseories of process-
ing are grounded in usage probabilities, they offer a ppieci explanation at the
computational level for the shared harmonic alignmentoggféound in our corpus,
rating, and reading with lexical decision studies. Thus>gsianation for our find-
ings of covariation is that the Australians may have had atgreanticipation of
prepositional datives than the Americans because of diffags in the probabilities
of the dative alternation in productions of speakers of the varieties of English.
This hypothesis is consistent with the greater frequengyepositional datives in an
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Australian dative database (Collins 1995) compared to aegan dative database
(Bresnan et al. 2007a) (but see n. 3) and with our findings peErment 3.

If the Australians had a greater expectation of the prejoosit dative than the
Americans because of greater production frequencies gbrig@ositional dative in
their variety of English, we would predict that in the sameateats, Australians
would produce more prepositional datives than AmericanpeEment 3 tested this
prediction with a sentence completion task using the nmadeoif Experiment 1, and
the prediction was borne out.

7 Limitations of the present study

Why should there be a greater preference for prepositicatates among the Aus-
tralians than the Americans, and why should it manifestfitseend-weight rather
than some other predictor? These causal questions canratseered with our
present data. But we can observe that elsewhere weight bagdiend to have a role
in syntactic divergence: increasing weight of the possedsas affected the English
genitive alternation in the past0 years by favoring the Saxofs] over the Norman
(of) genitive (Szmrecsanyi 2009), and in the present day,gssssn length is an
important predictor of the genitive alternation in Amencand not British English
(Hinrichs and Szmrecsanyi 2007). As we have observed aiutset of the present
study, historical variationist studies have shown thatdaive alternation has been
diverging in varieties of English for several centuries ligenburg 2008, Mukherjee
and Hoffman 2006, Bresnan and Hay 2008). American Engliaging British En-
glish in greater use of the double object dative (Grimm anesBan 2009). Various
causes of these kinds of changes have been proposed, sacheasing drift toward
oral language styles or colloquialization (Biber and Fenred989, Leech and Smith
1994) and greater pressure toward economy in writing (B2088), but it is unlikely
that a single cause accounts for all of the ongoing changgeidative alternation
(cf. Hinrichs and Szmrecsanyi 2007, Szmrecsanyi andietisr2008, Szmrecsanyi
2009 on the genitive alternation). Social perceptions ainfdity or ideologies of
standard norms (Kroch and Small 1978) might be playing a mdkgably only the
recipient argument can be marked by a preposition; the themains unmarked in
both constructions. If the prepositional constructioneveerceived as more formal,
then in some situations and possibly with less common rectgypes, the preposi-
tional construction might be preferred. Finally, prosadifferences might also af-
fect construction choice in different varieties (Anttila@B, Shih et al. 2009). These
speculative remarks are only intended to suggest direcfanfurther investigation.
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Another important limitation of this study is that we canoeergeneralize from
small samples of speakers of different varieties, becatisgaay other differences
between the groups. Most of the Australian subjects wera idQueensland state
university which admits many students of lesser means thaelite and expensive
private university of the American subjects located in altgaCalifornian suburb.
However, since quantitative trends in the dative alteomaéire entirely beneath the
awareness of speakers, there may be few social influencdseoratiable. Some
might wonder if there were differences in working memoryrspa reading span
between the two groups that could have caused our varidgreiifces (cf. Just and
Carpenter 1992, Wells et al. 2009). This seems unlikely. ®oeld expect that if
there were a group difference in memory or reading span,ulavoe one that would
favor the US students, from the elite university. Howeuenas the US participants
and not the Australian participants who had the longer i@adimes to the word
to as theme length increased beyond three words in ExperimelRti2her, it was
shown that the result could not be due to a difference in spetdeen the two
groups.

Another limitation is the absence of a corpus of spoken Alisin usage com-
parable to the corpus of spoken US English. Neverthelessatter how closely
matched, corpus data across varieties are full of poteatiafounds and unmea-
sured contingent differences. Our use of identical expemtad materials drawn
from the same corpus and then localized provides one soltaithis problem. In
future work, we hope to develop and more fully analyze lasgale contextualized
sentence-completion datasets across the varieties.

While our corpus model captures effects of spontaneousesppioduction, the
behaviors tapped by our three experiments—sentence yatiading with continu-
ous lexical decision, and sentence completion—are diggaspanning the range of
linguistic judgment, comprehension, and production. Targe extends the scope
of predictivity beyond a skill for a single task to a more gexhdase of implicit
probabilistic knowledge that supports, or perhaps caristt the language faculty.
But much future research will be required to replicate thigsgings and deepen
our understanding of predictive syntactic behavior acvaseties and its relation to
production probabilities.

If we can reliably detect the psycholinguistic effects dfating syntactic prob-
abilities between varieties, as the present study suggiestdll open many new
guestions in the intersection of language variation anditog, in language de-
velopment, and in the historical development of languadeerd are also potential
applications in reading, second language education (oafskt al. 2008), and lan-
guage impairment. We hope the present study stimulatescobadorative research
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within the boundaries of our field and across them.
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Appendix 1
Instructions for the continuous lexical decision task of Exeriment 2

Instructions
Welcome. In this experiment you will be reading some parnglggaon the com-
puter screen.
For each item, you will first see the beginning of a conveosatiollowed by the
next word of the conversation and dashes. An example would be

(21) Speaker A:
| just spoke to Peter on the phone. He didn’t sound very well.

Speaker B:
Has he got this cold that is going around?

Speaker A: No. He

The dashes are covering the words that continue the comiersa

Once you have read the conversation that is presented, ysturead the first
string of letters in the continuation (says in this example) decide whether it is a
word or not. If it is a word, press the key marked Y (for Yes) @nitlis not, press
N (for No). Once you have pressed Y or N, a new string of lettahsappear and
the last one will become dashes again. There are no trickailllbe obvious if
something is a word or not.

You should try to read the conversations as naturally asifplessnaking sure
that you understand what you read. Please do not rush thetuaiske as quick as
you can, while still reading naturally.

When you have finished a conversation, you will see a queationit what you
have just read. To answer the question press the Y (for Yes) @or No) key.
Sometimes you will be instructed to press the Space Bar onsooe times before
you get the question.

You should keep your thumbs resting on the Space Bar and yaerg on the
keys marked Y and N. Use the fingers next to your thumbs. Usetiiamb to press
the Space bar and your fingers for the keys marked Y and N.

You can take breaks as you need them, but please try to do secebguve
started reading a paragraph.

Thats all there is to it. Just to review:
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1. Once you have read the conversation, read the next sfrisjers and press
Y ifitis aword and N if it isnt.

2. Once you have pressed Y or N, the next string of lettersapiiear. Again
press Y or N.

3. Read as naturally as possible, comprehending what you rea

4. After each conversation you will see a Yes/No questioas®lY for Yes and
N for No.

When the experiment is over, a screen will appear telling tpostop. At that
point, you should let the experimenter know that you havelfied.



