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ABSTRACT Nowadays traffic congestion has become significantly worse. Not only has it led to economic
losses, but also to environmental damages, wastage of time and energy, human stress and pollution. Generally,
traffic congestion is a ripple effect of a road congestion on neighboring roads. When congestion occurs,
it will propagate through the road network due to increasing traffic flow. One of the complexities of
traffic congestion is unpredictability, thus it is difficult to represent traffic flows by numerical equations.
One possible approach is to use the spatial historical data of traffic flow and relate them with traffic
condition (congestion or clear) using statistical approach. Studies on traffic flow propagation generally
involves visualization with real time GPS trajectory data to help analyze traffic flow propagation using
human vision. Our research focuses on traffic flow pattern based on data from sensors without having
information about the connected roads. We study spatial and temporal factors that influence traffic flow
near a congested road in a neighboring area. Hence, our study investigates the relationship of roads in
a neighboring area based on the similarity of traffic condition. Roads with high relationship with other
neighbouring roads are identified by extracting spatial and temporal features using traffic state clustering.
Grey level of co-occurrence matrix (GLCM) is utilized with spectral clustering to cluster road segments that
have the same duration of road congestion in terms of day and time intervals. The emission probability is then
calculated for prediction of traffic state impact of road congestion in neighboring area using Hidden Markov
Model (HMM). We proposed HMM together with our clustering method to predict traffic state impact of
road congestion. The experimental results show that the accuracy of prediction using the proposed HMM
achieve 89%.

INDEX TERMS Intelligent transportation systems, Hidden Markov model, traffic flow propagation, road
congestion prediction.

I. INTRODUCTION

Due to increase in population and number of private cars,
traffic congestion has become considerably worse. Involv-
ing economic losses, environment damages [1], wastage of
time and energy [2], also human stress and environmental
pollution [3]–[5]. People need traffic guidance which can
influence their driving behavior (including changing their
driving habits and driving paths) [6]. Effect on one’s driving
can lead to changes in traffic flow state in the upstream
and downstream of a road section and other road segments
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in the network. Two complexities of traffic congestion are
dynamic and interrelated. In other words, traffic congestion
will propagate from one road to neighboring roads [7], [8].

Most studies in traffic flow involved visualization to
analysis of traffic congestion and traffic flow propagation.
For example, a study was conducted to analyse spatiotem-
poral trajectory using visualization of real time trajectory
data [9], [10], [11], [7], [12]. However, most studies did not
predict impact of traffic conditions on neighboring roads.
Usually, the prediction was used to manage, analyze the
traffic and to prevent traffic congestions (minimizing their
impact). There are several studies involved in predicting
propagation of traffic congestion. Studies by [13]–[15], used
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graph approach to estimate congestion propagation. Another
study by [16] used overlay polyline to detect congestion.
All these studies used frequent subgraph to find frequent
propagation tree and all of them used GPS trajectory data
to identify travel route and connected roads. Other studies
tried to predict propagation by clustering dynamically (re-
clustering) based on time. The study which is related to
our research is using graph approach by [17], [14], [15],
and travel trajectory by [18]. However, building a connected
graph and sub-connected graph recursively during a road
congestion needs dataset that has information about con-
nected roads. Since our dataset is taken from IoT sensors that
has no information about connected road, we used another
approach. We combined traffic flow similarity clustering and
statistical approach to predict impact of congestion on traffic
state in neighboring area. In our study, statistical Hidden
Markov approach is used for predicting propagation of road
congestion on other roads in the neighboring area. Many
work has been done which applied HMM to predict traf-
fic flow [2], [6], [19], [20], [21], [22]. A study which is
similar to our work is by Jiang et al. [2]. They found that
predicting traffic state based on high relationship roads is
better than based on adjacency of roads. Their study used
the average probability of traffic state in neighboring roads
at certain time interval. For predicting the impact of road
congestion, we extended from [2] by considering road con-
gestion and time window as emission. Furthermore, we used
similarity clustering of traffic state based on statistical feature
from [19], [21]. We proposed traffic state clustering based
on frequency of congestion occurrence at certain time inter-
val. Grey level of co-occurrence matrix (GLCM) is utilized
to cluster road segments that have same duration of road
congestion (frequency of occurrence congestion) in terms of
day and time intervals. The similarity of traffic state is then
monitored to find the best k cluster using spectral clustering.
The emission probability is then calculated for prediction of
traffic state on neighboring roads using HMM. Our proposed
clustering andmodel is then comparedwith HMM-Avg (aver-
age probability of neighboring roads at certain time intervals)
based on multiple days clustering. The model is compared
with predicting traffic state based on road congestion in
neighboring area. There are two main contributions of this
work. Firstly, we developed a traffic state clustering method
for mining roads that have a high relationship with the target
road. Secondly, we developed a Hidden Markov model for
predicting traffic state impact of road congestion at certain
time intervals.
The remainder of this paper is organized as follows.

Section 2 describes the problem of predicting impact of
road congestion. Section 3 discusses the construction of an
HM-based traffic estimation model. It outlines the main steps
of the proposed approach and presents an algorithm for
real-time traffic estimation. Section 4 describes the imple-
mentation of the proposed model as well as a case study
for assessing the accuracy of the model. Finally, Section 5
summarizes our findings and concludes the paper.

FIGURE 1. The situation of road congestion.

FIGURE 2. Methodology to predict traffic state impact of a road
congestion.

II. PROBLEM DESCRIPTIONS

One of traffic management controllers’ main responsibility
is to predict state of traffic in short to medium range. The
prediction can be used to manage traffic and to prevent traffic
congestions and minimizing their impact. For example, trav-
elling from point A to point B using road I and road II can
be affected by traffic conditions at road III and road IV. The
situation is depicted in detail in Fig. 1.

Based on Fig. 1, we can expect that the traffic flow on road
III or road IV will also impact the traffic flow on surrounding
roads like the road I and road II. The main objective of
this study is to predict the traffic state of neighboring roads
affected by a road congestion.

III. METHODOLOGY

Our methodology is explained in Fig. 2, descriptions for each
step are explained in section 3.A - 3.D.

A. SOURCING DATA

In this study, we used the dataset obtained from the IoT traffic
sensors located in Aarhus, Denmark [23]–[25]. The approxi-
mate number of sensors at this place is 449. However, in this
paper we present only the results of six road locations with
approximately 70 sensors located at this place as displayed
in Fig. 3.
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FIGURE 3. Map of six location of experiment in the city of aarhus,
denmark.

TABLE 1. Details of data from sensor 158536.

TABLE 2. Details of data from sensor 158536.

For instance, the sensor at location A is identified by
158536. This sensor is placed at SÃ ftenvej Street, Aarhus
city and at rhusvej Street, Hinnerup city, Denmark. The dis-
tance between both the sensors is 2061 metres. We conducted
the experiment using average speed and time to calculate the
congestion index. Example of traffic data taken from this
sensor are presented in Table 1.

B. DETERMINING CONGESTION

Determination of road congestion levels is crucial [26]. As a
result, various definitions of traffic congestion have been
outlined. Traffic congestion rank was defined by Rothen-
berg [27] as the condition in which the number of vehicles
on the road surpasses the carrying capacity of the standard
road service level. Another study used congestion index by
considering the saturation degree, travelling speed and a com-
bination of both [28]. A different study accounted for the
speed performance index by segmenting congestion level as

FIGURE 4. The average speed on road 158324 every five minutes.

four, three or two as needed [29]. In this study, the congestion
index was determined for a given time interval to calculate
similarity between roads to obtain the congestion level.

Congestion index was calculated based on the travelling
speed [28], with some adjustments. Instead of hourly calcula-
tion, congestion index was calculated every 20 minutes using
Eq. 1. For example, for road 158324, congestion index was
calculated from 04:00 to 10:00 AM as presented in Table 1I.
For neighboring roads, congestion index was calculated every
day from February 2014 until May 2014.

CI =
NDT − Vavgint_hours

NDT − Vminint_hours
×
Volumeint_hours

Volumeday
× 100 (1)

NDT: normal driving time in kilometre per hour or speed
limit, as shown in Table 2

Vavg int_hours: average speed in interval hours
Vmin int_hours: minimum speed in interval hours
Volume int_hours: number of vehicles in interval hours
Volume day: number of vehicles in a day
As we can see from Fig. 4, road congestion occurred

between 06:10 AM until 08:10 AM. From Table 2, it shows
that the congestion index is between three (3.03) to five
(5.41). In Denmark, the average speed of normal traffic in
town is 50 km/hour [30]. Based on this information, we
defined traffic congestion as the situation when average speed
is below 50 km/h. As we can observed from Table 3, when
the average speed is 50 km/hour, the congestion index value
is around 3. Thus, for this study, we consider that a road is
congested when the congestion index is above or equals 3.

C. TRAFFIC STATE CLUSTERING

Connected roads with both downstream and upstream are also
used as factors in predicting traffic flow)[31], [32] [33] [34].
Other studies used var,ious method to determine spatial rela-
tionship between roads. Linear regression [35] [24], [25], and
clustering method, k-Means [21], [38] and spectral cluster-
ing [2] have been widely used to group road segments. There
is also a study using probabilistic Markov chain [39] to find
similarity pattern between roads in spatial and time.

In this study, we use traffic state clustering to obtain the
relationship between roads. Number of occurrences of traffic
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FIGURE 5. (a) Traffic pattern on weekdays, (b) Traffic pattern on
weekends.

TABLE 3. Congestion Index (ci) on road 158324 from 05.40 – 09.20 am.

state for each road is calculated for clustering. There are
two algorithms for feature extraction which can be used;
Local Binary Pattern (LBP) and Grey Level Co-occurrence
Matrix (GLCM). However, we selected GLCM since we
want to cluster road segments based on traffic state (clear,
congestion). If we use LBP, we have to divide the congestion
index value into grayscale value (0-255), after which we
need to compare neighboring value that is greater or less
than the centre pixel value [40]. Furthermore, GLCM is a
method for pattern recognition by studying the spatial corre-
lation characteristics of grayscale. Since traffic flow pattern is
formed by repeated occurrences of congestion distribution in
spatial position, there exists a certain traffic state relationship
between two matrix values at a certain distance in the traffic
state space. This is the spatial correlation characteristics of
traffic state. From Fig. 5, we can see that traffic congestion
has similar patterns in terms of time and day intervals.

TABLE 4. Traffic congestion pattern in time and day on road 158536, road
173225, and road 158536.

Based on this pattern, we set our GLCM matrix with a
horizontal offset of 4 to the right and vertical offset of 4
downwards. The offset is set to 4 because we want to find the
traffic occurrence pattern on weekdays (Monday to Thurs-
day). By referring to Table 4, 0 indicates clear state and
1 indicates congestion state.

Using GLCM, we obtained roads that have the same num-
ber of congestion occurrences in the cluster. There are some
roads with the same number of occurrences but at different
times (Refer Table 5 ). There are four roads (158415, 172602,
158865, 158954) that have the same duration of congestion
with target road (158536) but occurred at different times.
To overcome this issue, we added another time dimension in
our GLCM clustering. We calculated the frequency of con-
gestions at certain time intervals, and clustered using spectral
clustering. The results are shown in Table 6. The clusters
based on frequency are then intersectedwith clusters obtained
using GLCM. The results of the intersection are our proposed
traffic state clusterings as presented in Table 7.

The example of data for traffic congestion occurrences is
given in Table 8, and the bar chart is shown in Fig. 6.

Our GLCM used contrast, homogeneity, correlation and
energy. Contrast is a measure of intensity between a matrix
value and its neighbour over the whole matrix [41] [42], [43].
Contrast is calculated using Eq. 2 and correlation of a matrix
value to its neighbour is given by Eq. 3. Energy is the sum
of squared elements in normalized GLCM as given by Eq. 4.
Homogeneity is a value that measures the closeness of the
distribution of elements in the GLCM to the GLCM diagonal.
It is calculated using Eq. 5.

Contrast =
∑

i,j
|i− j|2 p(i, j)2 (2)
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TABLE 5. The result obtained from GLCM spectral clustering on road 158536.

TABLE 6. The result obtained from frequent clustering on road 158536.
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TABLE 7. The result obtained from traffic state spectral clustering on road 158536.

TABLE 8. Number of occurrences of congestion.

Correlation =
(i− µi) (j− µj) p(i, j)

σiσj
(3)

Energy =
∑

i,j
p(i, j)2 (4)

Homogeneity =
∑

i,j

(j− µj) p(i, j)

1 + |i− j|
(5)

A spectral clustering algorithm is adopted to divide the
road segments into clusters with similar traffic characteristics
based on GLCM and frequency of congestions at certain
time interval. The spectral clustering is used to obtain road
segments that are located in the same cluster within the target
road. Using this spectral clustering algorithm, the set of points
in an arbitrary feature space can be represented as a complete
weighted undirected graph G (V ,E). The vertices of the
graph G are the points in the feature space and the weightWij

of edge
(

vi, vj
)

in E is ameasure of the similarity between ver-
tex vi, vj. However, it is difficult to determine a suitable num-
ber of clusters for road segment clustering [2]. A study by [44]

FIGURE 6. The frequency of congestions on road 158536 at different
times.

FIGURE 7. Similarity of roads between road 158324 and members of
cluster.

used Davies–Bouldin (DB) index to find the best k cluster.
Clustering scheme with the smallest DB value represents
the optimal clustering performance. DB Index is the sum of
square within clusters and sum of square between clusters.
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TABLE 9. Result of prediction on neighboring roads 158324.

TABLE 10. Result of prediction on neighboring roads 158536.

However, in our case we considered only the similarity within
clusters, which is the similarity of target roads with members
of the cluster. In this case, we used percentage of traffic state
similarity of target road with members of the cluster to find
the optimal number of k clusters. We expressed similarity
between roads using Eq. 6, whereas similarity of target road
and roads within cluster is expressed using Eq. 7 [45]. The
similarity of traffic state is represented as line chart as shown
in Fig. 7.

Similarity =
1

n

∑n

j=2

(

Road1 == Road j
)

(6)

Cluster Similarity =
1

n

∑n

i=1

(

Similarityi
)

(7)

Selecting a very high number for k may result in zero
intersection between clusters. We selected the lowest number
for k with the highest similarity and occurrence. For example,
from Fig. 7, even though similarity occurred at 3, 4, 5, 6 and 7,
however, we selected 3 as the value of k rather than 8, since
it is the lowest.

D. PREDICTING TRAFFIC STATE USING HIDDEN MARKOV

MODEL (HMM)

HMM has been widely used for prediction of traffic state.
The observation state is used to predict the traffic state
in a road segment. Previous studies used HMM for pre-
dicting traffic state with Variable Message Sign (VMS) as
observed state [6]. Other studies by [19] [21] predict traffic

state on freeway using HMM but using time window as
observed state. Another study by [20] used HMM to pre-
dict traffic speed on highway whereas a study by [18]
used HMM with double layer hidden state to predict vehi-
cle trajectory. A study that is similar with our work is
by [2]. They predict traffic state based on average speed
on neighboring roads. The neighboring roads is obtained by
performing multiple spectral clustering on different days.
Observation state is calculated based on the average of
emission probability in neighboring roads at certain time
intervals. In this paper, we referred to their model as
HMM-Avg (Average probability of neighboring roads at time
intervals).

HMM is a statistical model used to describe the Markov
process with hidden (unobserved) states (for more thorough
description see [46], [47]). HMM can be presented as a form
of dynamic Bayesian network.

There are three fundamental problems that are mainly
solved using HMM [46]. They are:

The evaluation problem: Given the model λ = (A,B, π)

and observation sequence O = O1, O2, . . . ,OT , determine
the likelihood P(O|λ).
The decoding problem: Given an observation sequence O

and HMMmodel λ = (A,B, π) discover the best hidden state
sequence Q. Find the most likely state sequence in the model
that produced based on observations.
The learning problem: Given the model λ = (A,B, π) and

observation sequence O = O1, O2, . . . ,OT , how should we
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TABLE 11. Result of prediction on neighboring roads 158715.

adjust the model parameters (A,B, π) in order to maximize
P{O|λ}?
A = a11, aij, . . . ann: a transition probability matrix
B: emission probabilities.
π = initial probability distribution
In our case, HMM is used as a decoder to find the most

likely state sequence in the model which are produced based
on given observations. There are two kinds of observation
state in our study; observed state (the state of time and target
road state) and hidden state (the state of traffic flow on
neighboring roads). We determined the implicit parameters
of the process from the observable parameters, and then use
these parameters to do prediction. Detailed explanation is
given below:

1. The hidden states S = {S1,S2}, are represented follow-
ing the Markov chain. Our hidden state is divided into
two: clear state and congestion state. Congestion state
is the condition when congestion index value is above
or equals 3 and clear state is the condition when con-
gestion index is less than 3 as explain in section III (A).
The transition probability matrix A = [a11,a12,a21,a22]

FIGURE 8. The elbow curve of time cluster in cluster of road 158324,
cluster of road 158536, cluster of road 158715 and cluster of road 158954.

of hidden states represents the probability of transition
between hidden states.

2. The n observed states O = {O1,O2, . . . ,On}, denote
the number of observable states which is associated
with the hidden states in the model. Observed states
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TABLE 12. Summary of the average accuracy of prediction on all location.

FIGURE 9. Relationship between roads for Road 158324 using (a) Traffic state clustering (b) Spectral with multiple days clustering.

FIGURE 10. Relationship between roads for Road 158536 using (a) Traffic state clustering (b) Spectral with multiple days clustering.

describe the transition probability between hidden
states and observed states in HMM. The transition

probability between hidden states and observed
states is called emission probability matrix B, where
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FIGURE 11. Relationship between roads for road 158715 using (a) Traffic state clustering (b) Spectral with multiple days clustering.

FIGURE 12. Relationship of roads for road 158954 using (a) Traffic state clustering (b) Spectral with multiple days clustering.

B = bijP(Oi| Sj). It represents the probability of
observed state Oi in the condition of hidden state Sj
for (1 ≤ i ≤ M, 1 ≤ j ≤ N) in timestamp t.

Our observation state is based on time cluster and traffic state
of target road. After identifying the neighboring roads of the
target road using traffic state clustering, we divide the traffic
flow in the neighboring roads by time periods usingK-Means.
We determined the number k by observing the elbow curve
of time cluster in four locations. Fig. 3 shows that the elbow
point is 2.5 and become flat at five. However, the elbow point
becomes really flat at six. Based on this information and
the pattern of time cluster of average speed in a day [37],
we divide time into six clusters. These six-time clusters are
then used for defining our observation state. We divide each

time cluster into two states; i) when target road has clear
traffic flow, and ii) when target road is in a congestion state.
From this, we obtained twelve observation states.

3. The initial state probability matrix π , denotes hidden
state probability matrix at the time when initial times-
tamp t = 1. For example, for two hidden states, at time
t = 1, P(S1) = π1 and P(S2) = π2, the initial state
probability matrix π = π1, π2 and S1,S2 are hidden
states.

4. The final step is the decoder. The dynamic Viterbi
programming algorithm is then used for predicting
the hidden traffic states sequences. Viterbi algorithm
is used to find the most likely sequence of hidden
states that can generate the given set of observations.
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FIGURE 13. Relationship of roads for road 210013 using (a)Traffic state clustering (b) Spectral with multiple days clustering.

FIGURE 14. Relationship of roads for road 192574 using (a)Traffic state clustering (b) Spectral with multiple days clustering.

The state of target road and time cluster is treated as
the observed sequence of events, whereas traffic state of
road segment in a neighboring area is considered as the
‘‘hidden impact’’ of target road. Themain task is to find
the best traffic state sequence associated with a given
state of target road and time. That is, predicting the
optimal traffic state sequence impact of road conges-
tion at a time interval. As defined by Rabiner [46], there
could be more than one optimal criterion or there is no
single optimal sequence. In our case, there are several
paths through the hidden states (clear and congestion)
that lead to the given sequence S. However, these
paths do not have the same probability. The Viterbi
algorithm is used to compute the most probable path.
We implemented the Viterbi algorithm [48] to find the
optimal traffic state sequence S = {S1,S2} for a given
observation sequence O = {O1,O2, . . . ,O12}.

IV. RESULTS AND DISCUSSION

A. RESULTS

In this paper, we present the results of traffic state predic-
tion at six (6) locations of roads namely road 158324, road
158536, road 158715. road 158954, road 210013 and road
192574.We define neighboring roads as roads that are located
less than 5 kilometres from location.

We present our clustering results on maps to show the
relationship between target road and its neighboring roads
(Fig. 9, Fig. 10, Fig. 11, Fig. 12, Fig. 13, and Fig. 14).
We also present the prediction results of our proposed HMM
and HMM-Avg. Since we are predicting the state of traffic
flow during weekdays, we computed the congestion index
on weekdays starting from 15 Feb 2014 to 31 May 2014.
Detailed explanation is given in section III (B). We split
20 percent of our dataset for testing the proposed HMM
model. The prediction results of traffic state on neighboring
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FIGURE 15. Similarity of roads based on number of clusters.

FIGURE 16. The similarity percentage of traffic state between target road
and neighboring roads.

roads are shown in Table 9 (road 158324), Table 10 (road
158536), Table 11 (road 158715), and the summary of all
locations are presented in Table 12.
The relationship of roads are compared between our pro-

posed traffic state clustering with spectral multiple day clus-
tering and are then displayed on maps. Fig. 9, Fig. 10,
Fig. 11, Fig. 12, Fig.13 and Fig.14 show neighboring roads of
road 158324, road 158536, road 158715, road 158954, road
210013 and road 192574 respectively. The blue markers and
blue lines are roads obtained from clustering which are con-
sidered as high relationship roads, whereas the red markers
and the red lines are roads within radius of 5 km which have
no relationship with target roads or excluded from the cluster.
Figure 15 shows similarity of roads with member of clusters
based on k. The explanation is given earlier in this paper using
an example with Fig. 7.

FIGURE 17. The comparison of traffic state prediction using proposed
HMM and HMM-Avg.

B. DISCUSSION

From Fig. 9 and Fig. 10 for road 158324 road 158536 respec-
tively, the results using traffic state clustering and multiple
spectral cluster are similar. The roads are connected to each
other and no road is separated from the target roads. From
Fig.11 and Fig. 12, for road 158715 and road 158954 respec-
tively, we observed that fewer roads are obtained when using
traffic state clustering if compared with multiple days cluster-
ing. In other words, traffic state clustering filtered more roads
than multiple days clustering. In Fig. 13 for road 210013, and
Fig.14 for road 192574, different results were obtained. There
are many roads separated or not connected with target roads.
To investigate these differences, we summarized similarity
of clusters from Fig. 15 to Fig. 16. From Fig.16, we ver-
ified the relationship between target road and neighboring
roads on road 158324, road 158536, road 158715 and road
158954. The similarity of traffic state within these clusters
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is above 80%. However, for road 210013 and road 192574,
the similarity of traffic state within these clusters is below
75%. These results explained why the traffic state clustering
in road 210013 and road 192574 produced many roads that
are separated from target roads.
Based on the experimental results, our proposed HMM

gives better performance when compared with HMM-Avg.
From Table 9, the highest prediction accuracy using our traf-
fic state clustering method with our proposed HMM is 92.5%
for road 158386. The highest average accuracy is 89.3% at
neighboring roads of road 158324 (Table 9). Fig. 17 shows the
comparison of accuracy between these two-clustering meth-
ods and two Hidden Markov models. Our proposed HMM
produces superior result when a target road and neighboring
roads have high relationship (similarity of traffic state within
the cluster) as explain in Fig. 16. When traffic flow of tar-
get roads is less similar with neighboring roads, HMM-Avg
shows better result.

V. CONCLUSION

The main objective of our study is to predict impact of a
congested road on traffic condition in neighbouring roads.
To achieve this, we study the relationship between a con-
gested road with neighbouring roads. Relationship of roads
with other neighbouring roads are obtained by extracting their
spatial and temporal features using occurrence of congestions
in terms of day and time. The extracted features are then clus-
tered using spectral clustering. Neighbouring roads within the
same cluster with target roads are then obtained as new set
of neighbouring roads which is defined as high relationship
roads. Our results show that our proposed HMM model with
our proposed traffic state clustering performed better when
compared with HMM-Avg. However, this method produces
high results only when a congested road has high relationship
with roads in a neighbouring area.
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