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Abstract

The purpose of this study is to investigate and determine the factors a�ecting vehicle and pedestrian accidents taking 
place in the busiest suburban highway of Guilan Province located in the north of Iran and provide the most accurate 
prediction model. Therefore, the e�ective principal variables and the probability of occurrence of each category of 
crashes are analyzed and computed utilizing the factor analysis, logit, and Machine Learning approaches simultaneously. 
This method not only could contribute to achieving the most comprehensive and e�cient model to specify the major 
contributing factor, but also it can provide o�cials with suggestions to take e�ective measures with higher precision to 
lessen accident impacts and improve road safety. Both the factor analysis and logit model show the signi�cant roles of 
exceeding lawful speed, rainy weather and driver age (30–50) variables in the severity of vehicle accidents. On the other 
hand, the rainy weather and lighting condition variables as the most contributing factors in pedestrian accidents sever-
ity, underline the dominant role of environmental factors in the severity of all vehicle-pedestrian accidents. Moreover, 
considering both utilized methods, the machine-learning model has higher predictive power in all cases, especially in 
pedestrian accidents, with 41.6% increase in the predictive power of fatal accidents and 12.4% in whole accidents. Thus, 
the Arti�cial Neural Network model is chosen as the superior approach in predicting the number and severity of crashes. 
Besides, the good performance and validation of the machine learning is proved through performance and sensitivity 
analysis.
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1 Introduction

With the growing economy in developing countries, 
suburban tra�c plays a crucial role in the country’s com-
prehensive transportation system. The increase in road 
transport in comparison to less progress in other types of 
transportation systems and insu�cient infrastructures in 
Iran, has signi�cantly increased the urban pollution, road 
users wasted time and above all the damages caused 
by tra�c accidents [1, 2]. The high death rate of tra�c 

accidents in suburban roads is considered as one of the 
challenging safety issues in developing countries like Iran. 
According to World Health Organization (WHO), there are 
more than 20,000 fatalities, and around 300,000 injuries 
in road tra�c accident occurred in Iran each year, which 
69% of them belongs to suburban roads’ crashes [3, 4]. 
Therefore, the analysis and investigation of suburban road 
accidents and providing solutions to reduce them due to 
local tra�c and environmental characteristics are essential 
to be investigated. It is obvious that such recognition will 
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lead to the feasibility of developing tra�c safety programs 
of engineers and will enable them to better understand 
the factors that have a positive or negative impact on the 
severity of crashes. The ultimate goal of analyzing and 
studying the data gathered by experts is to reach the most 
accurate and comprehensive method to forecast type and 
number of accidents considering the given characteris-
tics such as geographical, physical, and human factors of 
studied road. Limited available accidents data especially 
in short-term period or pedestrian crashes is deemed one 
of the main challenges of engineers. On the other side, 
dealing with limited number of accidents is the nature of 
road accidents analysis. Due to numerous preventive and 
corrective measures utilized by governments, the num-
ber of accidents should be reduced as many as possible. 
Therefore, due to this limitation, it is decided to utilize the 
statistical approaches (factor analysis and logit model) 
and machine learning in order to investigate the occurred 
accidents in one of the busiest suburban highways of Gui-
lan Province located in North of Iran. The �nal goal is to 
determine and analyze the most e�ective parameters on 
increasing the severity of accidents and present the most 
accurate prediction model for vehicle and pedestrian acci-
dents separately.

This paper is organized as follows. Section 2 describes 
the past studies about the application of statistical and 
arti�cial neural network approaches in generating and 
analyzing the prediction model of accidents. Section 3 
introduces the study route and the utilized methodology 
in this paper. Section 4 describes the details of the fac-
tor analysis, logit, and Machine Learning approaches and 
presents the obtained results. Finally, Sect. 5 and 6 dem-
onstrate the di�erences in results using di�erent modeling 
methods and present the main conclusions of this study.

2  Previous Studies

A review of past studies in the �eld of predicting number 
and severity of crashes indicates that each of them has 
examined the relationship between e�ective parameters 
in accidents with the severity that are classi�ed into dif-
ferent categories [5]. Most of the previous studies in this 
area have been conducted in two categories of statisti-
cal and arti�cial neural network approaches. Firstly, many 
researchers had focused on generating models based on 
a statistical methods to predict the crash numbers. The 
signi�cant di�erence in their conducted researches was 
between the type of model and the number of param-
eters or independent variables in�uencing the severity of 
crashes. Thus, various models of logit or probit had been 
utilized according to their proportion. In studies that the 
severity of accidents is divided into two categories, binary 

logit or probit models have been necessarily utilized, and 
in studies with more categories of severity, the multiple 
logit or probit models have been used. Jason and Shan-
ker [6] studied the impact of the �xed roadside objects 
on the entire urban state route system in Washington 
State. The utilized models in this research were multivari-
ate nested logit models of injury severity and the severity 
of collisions were classi�ed into �ve categories: property 
damage, minor injury, moderate injury, severe and fatal 
collisions. The proposed model showed that the utiliza-
tion of well-designed leading ends of guardrails decreases 
the number of fatal accidents. The model also indicated 
the importance of protecting vehicles from collisions with 
trees stumps and rigid poles that cause severe injury or 
death. Yan et al. [7] studied the multiple logistic regression 
model and Quasi-induced exposure concept for rear-end 
accidents occurring at signalized intersections. In order to 
study the characteristics of accidents, parameters related 
to the road environment, striking and struck role were 
investigated. The most important factors were in�uenc-
ing these types of accidents included number of lanes, 
divided/undivided highway, accident time, road surface 
condition, highway character, urban/rural, and speed limit, 
vehicle type, driver age, alcohol/drug use and driver resi-
dence. Deng et al. [8] investigated the severity of head-on 
collisions in Connecticut State utilizing a sequential pro-
bit model. Their studies showed that the wet surface of 
the pavement and the time of the collision at night are 
highly correlated with the severity of the collision, while 
the increase in the width of the lane decreases the severity 
of the collisions. Kim et al. [9] investigated the severity of 
bicycle injuries in bicycle–motor vehicle accidents and the 
factors a�ecting it. The utilized multinomial logit model 
could predict the probability of four categories of colli-
sions severity, including fatal, incapacitating, non-incapac-
itating, and possible or no injury. The results of their mod-
elling showed that a lot of factors such as a truck involving 
in a collision, high speed, consuming alcohol by driver or 
cyclist, the age of over 55 years old for the cyclist, inclem-
ent weather and head-on collisions lead to an increase 
in the severity of injuries leading to death. In a study by 
Peter Savolainen and Fred Mannering in 2007, modeling 
was utilized once for single-vehicle crashes and once for 
multi-vehicle crashes, which Nested logit and standard 
multinomial logit model were used for modeling [10]. The 
results showed that the parameters such as age, roadway 
characteristics, alcohol consumption, helmet use, unsafe 
speed were the most prominent factors which increase the 
severity of crashes. Pengfei Liu et al. [11] studied the con-
tributing factors that a�ect the severity of head-on crashes 
in North Carolina in United States utilizing mixed logit 
model. Results of their studies maintained that adverse 
weather condition, two-way divided road, tra�c control, 
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young drivers, and pickups would decrease the injury 
severity of head-on crashes.

The majority of statistical methods have their assump-
tions and prede�ned relations between independent and 
dependent variables, and if these assumptions are vio-
lated, the model will provide incorrect prediction of acci-
dents. Machine learning tool seem to be one of the most 
reliable and e�cient approaches dealing with everyday 
human challenges with the capability of skipping theo-
retical assumptions. [12] Machine learning approaches 
using Arti�cial Neural Network (ANN) could be utilized in 
various areas such as environment and business sectors 
to develop prediction models of ambient temperature, 
energy production and consumption. [13–15] Demirezen 
et al. proved the competence of arti�cial neural network 
(ANN) as a dependable and powerful predicting approach 
of outdoor temperature with minimum error in two dif-
ferent studies.[16, 17] Banan et al. utilized deep learning 
neural network as a smart and real-time approach to pre-
sent an automate identi�cation process of �sh species 
[18]. Fan et al. adopted the multilayer perceptron (MLP) 
together with spatiotemporal model and the long short-
term memory (LSTM) network to make an estimation of 
temperature distributions during the thermal process. 
[19] Wu et al. selected ANN to present a rainfall predic-
tion model due to its high e�ciency in training large-size 
samples. [20]

Since crashes are directly related to the human lives, 
the arti�cial neural network will have widespread appli-
cation in making major decisions including prediction of 
the type and severity of collisions and proposing alterna-
tives in order to reduce it, without the requirement for any 
prede�ned assumptions and relations, and with higher 
accuracy than statistical methods [21, 22]. Nonlinear rela-
tionship between variables can be modelled with various 
types of ANN in order to recognize the e�ect of in�uential 
factors in an event occurred and predict the future events 
[23–26]. Chang utilized two models of arti�cial neural net-
work and negative binomial regression for analyzing and 
modeling road crashes. Comparing these two methods, 
he concluded that the arti�cial neural network model is a 
more accurate and in�uential method for analyzing free-
way accidents [27]. Akgungor and Dogan [28] proposed 
two models to estimate number of accidents, injuries 
and fatalities by making us of arti�cial neural networks 
and nonlinear regression. Their study showed that the 
arti�cial neural network model could present the predic-
tion model with the lowest error. They used the acquired 
results to evaluate the performance of proposed model 
for the future of road safety programs in Turkey. In another 
study in 2009 [29], they presented an arti�cial neural net-
work and genetic algorithm (GA) model to acquire predic-
tion model for the number of fatal and injury accidents in 

Ankara, Turkey. The results showed that the arti�cial neural 
network model have the least error in training and test-
ing data, resulting in a more reliable and better predic-
tion model for crashes comparing to GA model. Cansız [30] 
modelled the accidents with the help of Smeed equation 
and ANN to estimate the number of fatalities in accidents. 
This study proved their model accuracy and competency 
of dead prediction’s numbers.The arti�cial neural network 
along with log-normal regression models were utilized in 
a freeway accidents prediction studied by Bagheri et al. 
[31]. They considered three-year accident data and param-
eters such as average daily tra�c volume, percentage of 
heavy vehicle, average speed and pavement condition 
as input variables. At the end of their study, they proved 
the ANN model e�ciency over log-regression model and 
concluded that the average speed of vehicles and aver-
age daily tra�c volume are the most in�uential factors in 
freeway accidents. Khair et al. [32] predicted crashes that 
occurred under Jordanian local conditions, utilizing novel 
arti�cial neural network model. They asseted that the esti-
mated collisions based on su�cient data were close to the 
actual number of crashes and thus considered the pro-
posed model reliable for forecasting number of occurred 
accidents. Afandizadeh et al. [33] started modeling the role 
of human factors in collisions utilizing the arti�cial neural 
network. In this study, they considered accident-prone 
violations in the suburban highways to select the e�ec-
tive variables in the model designing process. Afterward, 
they categorized the collision into three levels of severity, 
property damage, injury, and death, then di�erent struc-
tures were built using the arti�cial neural network, and 
eventually the model was validated using new data, and 
the results of the optimal network parameters showed a 
high accuracy of the neural network in building the model. 
E. Contreras et al. [34] utilized a model by using ANN to 
predict tra�c accidents in urban zones of Nuevo León 
city. In this study Scilab development software was used 
to validate the maximum sensitivity of intended Neural 
Network. The satisfactory mean square gradient error of 
the presented model demonstrated the validation of the 
prediction model.

3  Study route and methodology

In this research, the study route (Chaboksar–Lahijan) is 
a busy road in the north of Iran, which is known as the 
most accident-prone suburban highway in the Guilan 
province. The length of this route is 61 km, and due to 
lots of accesses, commercial and residential land uses in 
many parts, especially at the city entrances in which urban 
texture overcomes suburban texture; therefore, highway 
tra�c performance in this route is challenged. This road is 
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categorized as the most traveled highway in this province, 
so the accidents’ frequency and severity analysis are critical 
to be investigated. Generally, the whole data consists of 
1117 accidents which 56 of them have some de�ciencies. 
Eventually, 1061 accidents (956 vehicle accidents and 105 
pedestrian accidents) are obtained for analysis.

In this paper, the dependent variable is the di�erent 
levels of accident severity, which have been divided into 
three categories of fatal, injury, and property damage 
only (PDO) accidents. Since the number of fatal accidents 
is few compared to total accidents and by considering the 
three levels of dependent variables, the independent vari-
ables signi�cance and goodness-of-�t of a model have not 
been achieved, therefore, in the case of vehicle accidents, 
fatal accidents has been merged with accidents leading 
to injury and the dependent variable is divided into two 
categories. It should be noted that, in many cases, traf-
�c polices consider the injured persons just in accident 
scenes; however, the injured may die after being trans-
ferred to the hospital or on the way of the hospital; so it 
leads to an inconsistency in the accidents fatalities statis-
tics. Therefore, merging these two categories is practically 
sensible, and there is no interference in the study’s objec-
tive, which is understanding the most e�ective factors on 
the severity of accidents. Furthermore, for the analysis of 
pedestrian accident severity, the dependent variable has 
been divided into two levels of injury and fatal.

Independent variables a�ecting the severity of acci-
dents have been categorized for both vehicle and pedes-
trian accidents according to Table 1. The data should be 
converted to nominal variables to be used in the modeling 
process; therefore, all variables have become nominal in 
a way that number 1 indicates the variable intervention 
in the accident, and zero indicates the variable non-inter-
vention in the accident. After preparation of data and con-
verting the dependent and independent variables into 
dummy variables, vehicle and pedestrian accidents will be 
separately modelled and analyzed using factor analysis, 
logit and machine learning approaches.

4  Analysis and discussion

4.1  Exploratory factor analysis

In studies with large number of variables, researchers are 
looking to reduce the number of variables and form a new 
structure for more practical and accurate data analysis. 
Therefore, factor analysis is used to identify the princi-
pal variables in order to explain the correlation pattern 
between the observed variables. Factor analysis plays a 
very important role in identifying hidden variables or fac-
tors through observed variables.

The results of Kaiser-Meyer-Olkin (KMO) indexes and 
the Bartlett tests for vehicle and pedestrian accidents 
are shown in Table 2. Since the KMO index for vehicle 
accidents in 2018 and pedestrian accidents are less than 
0.5, the factor analysis results would not be reliable for 
these two mentioned cases. Moreover, the significance 
value of Bartlett’s test for all cases is less than 5%, which 
rejects the assumption of the known correlation matrix.

The eigenvalues and remaining factors in the analysis 
should be recognized in order to perform factor analysis. 
The factors with an eigenvalue of less than one should 
be excluded from the analysis. Table 3 shows the eigen-
values of sum of three years vehicle accidents occurred 
between 2017 and 2019.

According to Table 3, factors one to six have an eigen-
value more than one and remain in the analysis. There-
fore, Table 4 represent rotated component matrix, which 
contain estimates of the correlations between each of 
the variables and the estimated components. The higher 
coefficients in each row represents the more importance 
of that variable.

According to factor analysis on the 13 variables affect-
ing the vehicle accidents (2017–2019), six factors are rec-
ognized as principal factors. The factor analysis shows 
that collision with, type of collision and the main cause 
variables are considered as the first factor affecting the 
severity of accidents. In addition, the variables of the 
road surface and weather condition are considered as 
the second factor. Moreover, accident time and light-
ing conditions are categorized as the third factor. The 
at-fault vehicle, age of driver and driver’s gender are 
the fourth factor and road geometric characteristic is 
regarded as the fifth factor. Finally, the season and day of 
the accident are considered as the sixth factor. In a nut-
shell, the importance of “collision with, type of collision 
and main cause” as the first influential factors on increas-
ing the severity of accidents asserts further attention to 
details of these sub-variables. The frequency analysis of 
accidents shows the large share of light vehicle, rear-end 
and side-impact, lack of attention and driving too close 
to the car in front in total number of accidents. All of 
these behaviors are the direct result of careless driving 
and they are extremely dangerous. They may also result 
in a serious car crash that has a long-lasting influence on 
innocent people, drivers, pedestrians, and cyclists alike. 
Therefore, imposing more penalties such as dramatically 
increase of insurance rates and driving license suspen-
sions for novice drivers would seem reasonable. It is also 
suggested to alert inattentive drivers of potential danger 
by implementing pavement warning methods such as 
alert strips (sleepy bumps) or installing speed humps, 
especially at the city entrances along this road in which 
urban texture overcomes suburban texture.
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Table 1  Description of variables used in the study

Variable Variable levels (vehicle accidents) Variable levels (pedestrian accidents)

Accident severity 1- PDO 1- Injury

2- Injury/fatal 2- Fatal

Accident time 1- 00:00 to 06:00 1- 00:00 to 06:00

2- 06:00 to 12:00 2- 06:00 to 12:00

3- 12:00 to 18:00 3- 12:00 to 18:00

4- 18:00 to 24:00 4- 18:00 to 24:00

Accident day 1- Saturday 1- Saturday

2- Sunday 2- Sunday

3- Monday 3- Monday

4- Tuesday 4- Tuesday

5- Wednesday 5- Wednesday

6- Thursday 6- Thursday

7- Friday 7- Friday

Season 1- Spring 1- Spring

2- Summer 2- Summer

3- Autumn 3- Autumn

4- Winter 4- Winter

Weather 1- Sunny 1- Sunny

2- Cloudy 2- Cloudy

3- Rainy 3- Rainy

4- Snowy 4- Snowy

5- Foggy 5- Foggy

6- Stormy 6- Stormy

Road surface condition 1- Dry 1- Dry

2- Humid 2- Humid

Geometry of accident location 1- Straight Section –

2- Horizontal Curve –

Lighting condition 1- Day 1- Day

2- Night (Adequate lighting) 2- Night (Adequate lighting)

3- Night (Inadequate lighting) 3- Night (Inadequate lighting)

Collision with 1- Light vehicle –

2- Heavy vehicle –

3- Motorcycle –

4- Curb and �xed object –

5- Animal –

6- Unknown object –

At-fault Vehicle 1- Light vehicle 1- Light vehicle

2- Pickup truck 2- Pickup truck

3- Heavy vehicle 3- Heavy vehicle

4- Motorcycle 4- Motorcycle

5- Fleeing vehicle and miscellaneous 5- Fleeing vehicle and miscellaneous

6- Unknown object –

Type of collision 1- Head-on collision –

2- Rear-end collision –

3- Side-impact collision –

4- Sideswipe collision –

5- Rollover –

Driver gender 1- Male 1- Male

2- Female 2- Female
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Due to the large number of rainy days in this highway, 
and considering the surface, weather, time and lighting 
condition as second and third most in�uential factors, 
both these mentioned issues indicate the importance of 
implementing corrective actions such as increasing high-
way lighting condition and improving pavement surface 
quality in addition to preventive measures such as install-
ing more VMS (Variable Message Signs) and tra�c speed 
cameras especially in bad weather conditions.

4.2  Modeling using logit model

In order to analyze data and obtain a prediction model 
using logit model, there are three ways to enter variables, 
including Entering, Backward and Forward approaches. 
Since all variables are entered simultaneously into the 
equation in the �rst method (Enter), this model does not 

have the opportunity to process data appropriately and 
extract the most signi�cant variables, so it cannot be a 
suitable method. Therefore, the Backward and Forward 
methods are used to enter data into the logit equation. 
The one with higher accuracy in predicting the number 
of accidents will be recognized as the superior method. 
Table 5 summarizes logit models in forward and backward 
methods. As it is mentioned earlier, prediction accuracy 
determines the superior model, so the Backward method 
with a higher percentage of accurate predictions is chosen 
as the best method for making models in all cases. Besides, 
Tables 6 indicates the chi-square, degree of freedom (df ), 
and signi�cance (sig) of the Backward method in the mod-
eling process. Since the signi�cance of two backward mod-
els used to predict vehicles and pedestrians’ accidents are 
zero, the capability of the model to predict accidents is 
con�rmed.

Table 1  (continued)

Variable Variable levels (vehicle accidents) Variable levels (pedestrian accidents)

Driver age 1- Less than 18 yrs 1- Less than 18 yrs

2- 18–30 yrs 2- 18–30 yrs

3- 30–40 yrs 3- 30–40 yrs

4- 40–50 yrs 4- 40–50 yrs

5- 50–60 yrs 5- 50–60 yrs

6- 60–70 yrs 6- 60–70 yrs

7- 70–86 yrs 7- 70–86 yrs

Reason of accident 1- Failure to yield the right-of-way 1- Lack of attention

2- Lack of attention 2- Backover movement

3- Yaw motion of the vehicle to the left 3- Unsafe Lane Changes

4- Exceeding lawful speed 4- Wrong way movements

5 Failure to observe longitudinal spacing 5- Inability to control the vehicle

6- Backover movement –

7– Unsafe Lane Changes –

8– Wrong way movements –

9– Inability to control the vehicle –

10– Improper Turns –

11– Sudden door opening of vehicle –

12– Technical defect in the vehicle –

Table 2  KMO and Bartlett tests

Year 2016 
(Vehicle 
Accidents)

2017 
(Vehicle 
Accidents)

2018 
(Vehicle 
Accidents)

Sum of 3 years 
(Vehicle Acci-
dents)

Sum of 3 years 
(Pedestrian 
Accidents)

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.554 0.5 0.493 0.525 0.487

Bartlett’s Test of Sphericity Approx Chi–Square 731.236 225.534 310.278 957.416 78.042

DF 66 66 66 66 46

Signi�cance 0.000 0.000 0.000 0.000 0.002



Vol.:(0123456789)

SN Applied Sciences (2021) 3:13 | https://doi.org/10.1007/s42452-020-04081-3 Research Article

Tables 7 and 8 indicate the e�ective variables on mak-
ing a prediction model for both vehicles and pedestrian 
accidents. Since the factor analysis speci�ed collision with, 
type of collision and the main cause variables as the �rst 

factor a�ecting the severity of accidents, the logit model 
proved this result. According to Table 7, after “collision 
with” variables, the most e�ective variables increasing 
the severity of vehicle crashes are respectively exceeding 

Table 3  Eigenvalues of vehicle accidents in (2017–2019)

Extraction Method: Principal Component Analysis

Component Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings

Total % of Variance Cumulative % Total % of Variance Cumulative % Total % of Variance Cumulative %

1 1.805 13.885 13.885 1.805 13.885 13.885 1.748 13.444 13.444

2 1.533 11.794 25.679 1.533 11.794 25.679 1.508 11.600 25.044

3 1.351 10.396 36.075 1.351 10.396 36.075 1.363 10.487 35.530

4 1.204 9.258 45.332 1.204 9.258 45.332 1.228 9.444 44.974

5 1.024 7.877 53.210 1.024 7.877 53.210 1.045 8.039 53.013

6 1.006 7.740 60.950 1.006 7.740 60.950 1.032 7.937 60.950

7 0.944 7.263 68.213 – – – – – –

8 0.880 6.768 74.981 – – – – – –

9 0.872 6.708 81.690 – – – – – –

10 0.828 6.372 88.061 – – – – – –

11 0.632 4.858 92.920 – – – – – –

12 0.550 4.233 97.153 – – – – – –

13 0.370 2.847 100.000 – – – – – –

Table 4  Rotated component 
matrix for vehicle accidents 
(2017–2019)

Extraction Method: Principal Component Analysis

Rotation Method: Varimax with Kaiser Normalization.a

a. Rotation converged in 5 iterations

Component

1 2 3 4 5 6

Time – 0.133 – 0.194 0.796 0.005 – 0.065 – 0.041

Season 0.088 0.331 – 0.055 0.230 0.311 0.443

Day – 0.039 – 0.110 0.065 – 0.081 – 0.106 0.895

Surface – 0.033 0.831 0.030 – 0.020 – 0.087 0.004

Geometry 0.101 0.010 0.017 – 0.047 0.882 – 0.039

Lighting Condition 0.073 0.166 0.823 0.012 0.067 0.085

Collision With 0.865 – 0.022 0.015 0.040 0.005 0.029

At–fault Vehicle 0.174 – 0.028 – 0.107 0.656 – 0.205 0.049

Age – 0.202 – 0.094 – 0.064 0.566 0.256 – 0.023

Sex 0.063 – 0.111 – 0.156 – 0.636 0.023 0.028

Type of collision 0.847 0.058 – 0.030 0.015 – 0.075 – 0.119

Weather 0.010 0.777 – 0.037 0.019 0.089 – 0.039

Main Cause 0.405 – 0.027 – 0.036 – 0.086 0.145 0.061

Table 5  Prediction accuracy of 
regression models

Regression type Vehicle acci-
dents (2017)

Vehicle acci-
dents (2018)

Vehicle acci-
dents (2019)

Vehicle accidents 
(sum of 3 years)

Pedestrian 
accidents (sum of 
3 years)

Forward 78.2% 74.3% 82.7% 75.8% 77.1%

Backward 79.9% 79.6% 84% 78.2% 80%
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lawful speed, rainy weather, driver age (30–40), driver age 
(40–50). In addition to implementing corrective and pre-
ventive actions mentioned in factor analysis sector about 
rainy weather condition and exceeding lawful speed due 
to poor visibility and violation of speed limit, this result 
asserts the role of drivers at the age between 30 and 
50 years on the rise of the severity of accidents. It could be 
related to the tendency of these drivers to higher speeds 

considering their more skills at this age range. It clearly 
shows that the new drivers and also the more experienced 
drivers with age of older than 50 are more cautious in driv-
ing. Therefore, government should provide more applica-
ble education by focusing on this age group to warn them 
about careless driving behaviors.

According to the variables’ coe�cients for pedestrian 
accidents (Table 8) through the logit model, the three 
most e�ective variables in�uencing the severity of pedes-
trian crashes are respectively rainy weather, heavy vehicle 
and lighting condition. The repetition of rainy weather and 
lighting condition as e�ective variables on the severity 
of pedestrians accident, maintains the signi�cant role of 
these factors.

4.3  Modeling using artificial neural network

Several types of neural networks can be used to make 
an artificial neural network prediction model. Consider-
ing that the qualitative data used in this study, a neural 
network with pattern recognition capability is used to 
make the prediction model. Pattern recognition is an 

Table 6  Backward model coe�cients (vehicle and pedestrian acci-
dents)

Final Step Chi–square df Sig

Accidents of Vehicles (Sum of 3 years)

Step 33 Step –2.254 1 0.133

Block 446.006 29 0.000

Model 446.006 29 0.000

Accidents of Pedestrians (Sum of 3 years)

Step 23 Step –0.533 1 0.465

Block 137.32 9 0.000

Model 137.32 9 0.000

Table 7  Variables of the severity of vehicle accident logit model in 2017, 2018, and 2019

Predictive variables (β) Standard deviation Wald statistic Signi�cance Odds ratio

Season (Spring) 0.531 0.194 7.482 0.006 1.7

Season (Fall) 0.422 0.232 3.305 0.069 1.525

Day of the accident: Thursday –0.4 0.214 3.513 0.061 0.67

Collision with light vehicle 4.417 0.55 64.451 0.000 82.828

Collision with heavy vehicle 4.264 0.668 40.703 0.000 71.059

Collision with curb and �xed object 3.312 0.611 29.411 0.000 27.448

Collision with unknown object 2.567 0.678 14.343 0.000 13.029

At–fault vehicle (pickup truck) 0.501 0.294 2.895 0.089 1.65

At–fault vehicle (motorcycle) –3.626 0.540 45.104 0.000 0.027

Age (18–30 years) 0.928 0.463 4.018 0.045 2.528

Age (30–40 years) 1.376 0.470 8.57 0.003 3.959

Age (40–50 years) 1.445 0.479 9.093 0.003 4.240

Age (50–60 years) 0.859 0.526 2.671 0.102 2.362

Head–on collision –1.062 0.343 9.577 0.002 0.346

Rear–end collision –0.587 0.242 5.884 0.015 0.556

Side–impact collision –1.109 0.263 17.815 0.000 0.330

Weather (Rainy) 1.52 0.846 3.233 0.072 4.573

Weather (Snowy) 1.078 0.372 8.388 0.004 2.934

The main cause (failure to yield the right–
of–way)

–1.249 0.367 11.559 0.001 0.287

The main cause (lack of attention) –0.781 0.335 5.42 0.020 0.458

Yaw motion of the vehicle to the left –1.068 0.621 2.954 0.086 0.344

Exceeding lawful speed 1.59 0.859 3.428 0.064 0.204

Unsafe Lane Changes –0.952 0.382 6.223 0.013 0.336

Inability to control the vehicle –1.314 0.413 10.121 0.001 0.269

Constant 12.938 11,395.1 000/0 0.999 415,541.2
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important component of neural network applications 
in computer vision, radar processing, speech recogni-
tion, and text classification. It works by classifying input 
data into objects or classes based on key features, using 
either supervised or unsupervised classification.

The input attributes and output labels used in the 
machine learning approach are the same as the men-
tioned variables in Table 1. It is worth mentioning that, 
as it is clarified in “study route and methodology” sec-
tion, the dependent variable (output class) is the differ-
ent levels of accident severity. It has been divided into 
two categories of fatal/injury, and property damage only 
(PDO) for vehicle accidents, and two levels of injury and 
fatal for pedestrian accidents. Then it is time to build a 
neural network by software. In this study, the used ANN 
is an application of an existing algorithm. The neural net-
work’s input data is divided into three categories:

• Training: These are presented to the network dur-
ing training for learning process, and the network is 
adjusted according to its error.

• Validation: These are used to measure network gen-
eralization, and to halt training when generalization 
stops improving.

• Testing: These have no e�ect on training and so pro-
vide an independent measure of network performance 
during and after training. In other words, it is the main 
criterion to realize how much the neural network’s �nd-
ings are similar to the actual result.

The details of the accident data entry to the software 
and its Mean Squared Error and Percent Error are shown in 
Table 9. Since the number of occurred accidents separately 
between 2017 and 2019, as well as the sum of three years, 
is su�cient for the network training process, 70% of the 
data is used for network training and 15% of the data is 
used for validation process and the remaining 15% is con-
sidered as a test of the built network. Furthermore, due to 

Table 8  Variables of the 
severity of pedestrian 
accidents logit model in 2017, 
2018, and 2019

Predictive variables (β) SD Wald statistic Signi�cance OR

Season (summer)  − 1.038 0.596 3.032 0.082 0.354

Day of the accident (wednesday) 1.743 1.055 2.73 0.098 5.713

Day of the accident (thursday) –1.296 0.668 3.763 0.052 0.274

Lighting condition (adequate light) –1.917 0.773 6.154 0.013 0.147

At–fault vehicle (heavy vehicle)  − 2.045 1.165 3.08 0.079 0.129

Weather (rainy) 2.43 0.645 13.66 0.000 12.39

Constant  − 63.374 80,974.516 0.000 0.999 0.000

Table 9  Details of data entry

Year Number of 
Dummy Inputs

Number of Hid-
den Layers

Number of 
Outputs

Number of Training–Validation–Testing Samples

Samples MSE %E

2017 66 10 2 Training 338 1.02893e–1 13.01775e–0

Validation 72 1.49935e–1 20.83333e–0

Testing 72 1.73922e–1 25.00000e–0

2018 66 11 2 Training 133 1.000096e–1 10.52631e–0

Validation 17 1.79309e–1 35.29411e–0

Testing 17 2.008183e–1 29.41176e–0

2019 66 13 2 Training 215 5.10555e–2 5.11627e–0

Validation 46 1.77010e–1 23.91304e–0

Testing 46 1.57805e–1 21.73913e–0

Sum of 3 Years 
for Vehicle 
Accidents

66 11 2 Training 670 1.08855e–1 13.58208e–0

Validation 143 1.54477e–1 24.47552e–0

Testing 143 1.83499e–1 25.87412e–0

Sum of 3 Years 
for Pedestrian 
Accidents

46 10 2 Training 83 1.58403e–1 24.09638e–0

Validation 11 1.95070e–1 27.27272e–0

Testing 11 1.20227e–1 9.09090e–0
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fewer pedestrian occurred accidents during three years, 
80% of data is used for network training, 10% as validation, 
and the remaining 10% as testing.

4.3.1  Results of confusion matrix

Figure 1 indicates the confusion matrix of three modes 
of training, testing and validation of the created neural 
network of vehicle-pedestrian accidents. This matrix helps 
to show the accuracy of the network in the prediction of 
accidents (PDO, injury and fatal). The squares (1.1) and (2.2) 
indicated in green squares are the cases which correctly 
predicted by the network and the squares (1, 2) and (2, 1) 
indicated in red squares are the cases which present an 

false prediction of the network. Finally, the blue square 
shows the total predictive power of the network.

As an illustration, Fig. 1d demonstrates the confusion 
matrix of vehicle accidents for sum of three years. Accord-
ing to the this matrix, which represents the result of the 
three processes of training, validation and testing of the 
network, out of 514 property-damage accidents, 452 
cases, and out of 442 injury/fatal accidents, 341 cases are 
predicted correctly by the model. The prediction accu-
racy of property-damage accidents in the model is 87.9% 
and the prediction accuracy of injury/fatal accidents is 
77.1%. For a more accurate explanation of the squares of 
the matrix, the square (1.1) indicates that 452 accidents 
are correctly predicted as PDO and square (1.2) denotes 

Fig. 1  Confusion matrix of 
accidents
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that 101 accidents leading to fatality or injury are wrongly 
predicted as PDO. In addition, square (2.1) indicates that 
62 fatal or injury accidents are also mistakenly predicted 
as PDO and square (2.2) suggests that 341 accidents are 
correctly predicted as fatal or injury accidents. Finally, the 
blue square represents the overall vehicle accidents pre-
dictive power of the network is 82.9%.

4.3.2  The results of the performance of neural network

Figure 2 indicates the performance of neural network 
training process of vehicle and pedestrian accidents. The 
indicated circle on these �gures shows that since that 
point on, the answers do not improve and after repeating 
the process to a given value, which has speci�ed in the 
horizontal axis, the training process has stopped. The men-
tioned point is the compromise point with speci�c mean 
squared error indicates the best point for the completion 
of the calculation and the creation of an arti�cial neural 
network for the given data.

4.3.3  Sensitivity and specificity analysis of the neural 

network for the given accident data

The Receiver Operating Characteristic (ROC) curve is a plot 
of the true positive rate (sensitivity) versus the false posi-
tive rate as the threshold is varied. A perfect test would 
show points in the upper-left corner, with 100% sensitivity 
and 100% speci�city. Figure 3 analyzes the sensitivity of 
the network to the correct prediction for vehicle-pedes-
trian accidents. Class 1 on the diagram indicates network 
accuracy for existing accidents and class 2 indicates the 
accuracy of network prediction for future accidents. As the 
curve goes more upper-left corner, the network is more 
powerful to predict and estimate correctly the answers 
which perform very well in this network for both passen-
ger and vehicle accidents.

5  Discussion on the di�erences in results 
using di�erent modeling methods

Using factor analysis and logit model simultaneously could 
contribute to achieving the most comprehensive and 
e�cient model to specify the major contributing factors 
and their e�ects on accidents. This being the case, using 
these results together with the ANN approach as a strong 
predictive solution provide o�cials with suggestions to 
take e�ective measures to lessen accident impacts and 

improve road safety. According to Fig. 4, considering two 
types of accidents leading to damage and the ones lead-
ing to death or injury in the vehicle accidents and the acci-
dents leading to death or injury in pedestrian accidents, 
the arti�cial neural network modelling has higher accuracy 
than the statistical methods such as Logit. Therefore, the 
machine learning model’s competence in accident model-
ling and prediction has been proved as one of the meta-
heuristic methods compared to statistical methods.

6  Conclusions

In this study, data of accidents in one of the suburban and 
most accident-prone highways of Guilan province in the 
north of Iran were collected from 2017 to 2019, includ-
ing both vehicle and pedestrian accidents. Firstly, the fac-
tor analysis was utilized to obtain the classi�cation of the 
most signi�cant factors a�ecting the severity of accidents. 
The combined result of factor analysis and logit model 
proved the substantial roles of exceeding lawful speed, 
rainy weather, driver age (30–50) variables in the severity 
of vehicle accidents. The repetition of rainy weather and 
lighting condition as in�uential variables on the severity 
of pedestrians accident asserted the signi�cant roles of 
these factors in the whole accident numbers. Thus, the 
o�cials should pay more attention to corrective meas-
ures such as increasing highway lighting condition and 
improving pavement surface quality in addition to pre-
ventive measures such as installing more VMS (Variable 
Message Signs) and tra�c speed cameras, especially in 
bad weather conditions. Finally, machine learning was 
used to build a prediction model of accidents. Compar-
ing the accuracy of logit and the utilized ANN model in 
this study, the results showed that the machine learning 
as a metaheuristic approach could lead to better predic-
tion power, particularly in pedestrians’ accident in all cases. 
By using this approach, the e�ect of corrective measures 
in reducing the number and severity of accidents would 
be predictable with high precision. For future studies, it is 
suggested that other signi�cant data relevant to accidents, 
including pedestrian clothing color, tra�c characteristics 
of the road, and geographic coordinates of the accident 
location, would be considered for analyzing the accidents. 
Implementing these valuable data by Geographical Infor-
mation System alongside statistical analysis and machine-
learning approaches could provide valuable information 
for a more precise and comprehensive analysis of accident 
severity.
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Fig. 2  Performance of neural network training process
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Fig. 3  Sensitivity and speci�c-
ity



Vol:.(1234567890)

Research Article SN Applied Sciences (2021) 3:13 | https://doi.org/10.1007/s42452-020-04081-3

Fig. 4  Comparison of mod-
eling accuracy by logit method 
and arti�cial neural network
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