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Abstract—In this paper, a fast transient testing methodology testing. These low-cost tests are referred talternate testén
for predicting the performance parameters of analog circuits is  thjs paper. Experiments performed on a low-power operational

presented. A transient test signal is applied to the circuit under 5y jifier test vehicle in a production environment showed that
(cut) test and the transient response of the circuit is sampled and

analyzed to predict the circuit's performance parameters. An al- up to an or_der of magn'tUde reduction '_n production test time
gorithm for generating the optimum transient test signal is pre- €an be achieved with the proposed testing methodology. In the
sented. The methodology is demonstrated in a production environ- recent past, there has been a lot of research work in low-cost

ment using a low-power opamp. Result from production test data alternate testing of analog and mixed-signal circuits. Below, a

showed: 1) a ten times speedup in production testing; 2) accurate brief overview of the previous research is given
prediction of the performance parameters; and (3) a simpler test )

configuration. .
9 A. Previous Research

Index Terms—Analog specification prediction, mixed-signal cir-
cuit testing, test generation. In [5]-[8], researchers proposed that the performance param-

eters have a high correlation between them and hence many
functional tests can be eliminated from the test plan without af-
. INTRODUCTION fecting the overall test quality. During production testing, not
RADITIONALLY, the quality of an analog IC is evalu- Only the number of functional tests, but also the order in which

ated by measuring ifserformance parameterSlew rate, they are performed, affect the overall testing time. Hence, in [9]
offset, gain bandwidth, etc. are examples of performance r?dld [10], a further reduction in the average production testing
rameters of an opamp. The measured performance parametfg?@ is achieved by appropriately ordering the functional tests.
are compared with thepecificationlimits to decide if an IC Although these techniques [5]-[10] helped to reduce the pro-
is good or bad. A lower bound on the slew rate, upper bou,q@ctiqn testing.time by eIiminating many functional tests and by
on offset, etc., are examples of the specifications of an oparfdering them in an appropriate manner, they used costly func-
This testing methodology is referred tofasictional testing or tional tests for fault detection. o
specification-basetsting. During production, ICs are firstsub- Motivated by the popularity ofault-based testingn the
jected to wafer probing, wherein a set of low-frequency fundroduction testing of digital circuits, many researchers tried
tional tests is performed. Good ICs are then packaged and stfilacing the functional tests with simple fault-based alternate
jected to a final test, comprised of a complete set of function@Sts in the analog and mixed-signal domain. In fault-based
tests. A sample set of qualified packaged ICs is subjected!&sting. a list of physically realistic faults are derived from
stress testing by operating the ICs in an oven at elevated te?H2C€SS information, defect statistics, and circuit layout [11].
peratures for a long time. This is to eliminate any “weak” del€Sts are then developed to distinguish these faulty circuits
vices that are likely to fail during their early period of operatiorffom the fault-free circuit. Depending on the nature of the test
Finally, a smaller sample of packaged ICs is retested prior #gnal and the way in which the circuit response is analyzed,
delivery for quality assurance (QA) purposes. Thus, functionf&]U|t'baS?d testing can be classified !nto three categories.
tests are performed repeatedly during the wafer probe, final testl) Static DC Testing:In the dc testing, a dc voltage or cur--
stress test, and quality assurance test. This repeated perform&pikis applied to the CUT and the dc response of the circuit is
of costly functional tests increases the production test cost™BPnitored to detect faults in the CUT [12]-{15]. Although dc
analog and mixed-signal products [1]—[4]. This paper presentie£!S can detgct gatastrophic_faults effectively, they cannot de-
low-cost testing methodology that can replace costly functioni@ct parametric failures effectively.

2) Steady State Frequency Domain Testig: the fre-
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generator (AWG) and the transient response of the CUT is
sampled and analyzed for fault detection [25]-[30].

In the fault-based test generation methods described above
[12]-[30], test generation problem is formulated as an optimiza-
tion problem where the goal is to maximize the difference be-
tween fault-free and faulty circuit responses. The optimization
problem is solved in a computer-aided framework to determine
the bestinput stimulus. The CUT is excited with this input stim-
ulus and its response is compared with a threshold for detecting
faults. The chief drawback of these methods is that they do not
correlate the alternate test measurements with the performance
parameters. Hence it is not possible to compare and contrast the
quality of these alternate tests with that of the functional tests.

In an attempt to overcome this drawback, many researchers
linked the alternate test thresholds directly with the circuit spec-
ifications such that if a circuit passes the alternate tests it is guar-2)
anteed that it meets all the specifications. In [1] and [31], a set of
dc and low-frequency test measurements were used to check for
circuit specifications. In [32], white noise was used as an alter-
nate test signal to test linear time invariant (LTI) analog circuits. 3)
In [33], a test generation problem was formulated as a problem
of deriving hyperplanes and the coefficients of the derived hy-
perplane were used as test patterns for LTI circuits. In [34], sen-
sitivity-based approximations were used to derive alternate testst)
for linear analog circuits. In all the methods described above

IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 21, NO. 3, MARCH 2002

sifying a circuit during testing are minimized. Many re-
searchers have used PWL test stimulus for detecting faults
in analog circuits [28]—[30], [34]. However, the objective

in all these methods was to maximize the difference be-
tween the response of the fault-free and faulty circuits in a
fault list. The objective of the testing technique presented
here is to detect circuits that fail the specifications without
actually performing the specification tests. In such a sce-
nario, circuits with performance parameters close to spec-
ification boundary are most prone to get misclassified.
Hence, maximizing the difference between the response
of the fault-free and faulty circuits in a arbitrary fault list
does not help. Hence, the test generator presented in this
paper specifically targets circuits close to the specifica-
tion limits.

The mathematical relationships between the transient re-
sponse of the circuit and the performance parameters are
derived using statistical techniques and stored in the tester
computer.

The alternate transient test is performed on the CUT and
the performance parameters of the CUT are predicted
from the transient test measurements using the relation-
ships stored in the tester computer.

A pass/fail decision is made based on the predicted per-
formance parameters of the CUT.

[1], [31]-[34], test decisions were made by looking at a linear The test generation algorithm given in this paper can generate
combination of the test measurements. A linear combination¥VL test waveforms to excite only one input of the CUT. To
m test measurements define a hyperplane imagdimensional accurately predict the performance parameters of an IC it might
space. These hyperplanes are derived such that all the circb#necessary to excite more than one input of the IC using PWL
satisfying a particular specification is on one side of the hypdransient waveforms. For example, to predict the common mode
plane and all the circuits that violate the specification is on thiejection ratio (CMRR) of an opamp, it is necessary to excite
other side of the hyperplane in this space. A CUT is declaredlasth the positive and negative input terminals of the opamp. If
faulty or fault-free depending on which side of the hyperplaree PWL waveform is applied at one terminal with the other ter-
the alternate test measurements lie. minal at a fixed potential, the transient response will not contain
the information necessary to predict the CMRR. However, gen-
erating PWL test stimulus for all the inputs of a CUT can be
computationally expensive. Hence, such performance parame-
Although the testing methods in [1] and [31]-[34] can checfers are predicted by exciting the IC using the PWL stimuli gen-
if a circuit satisfies the specifications or not, these tests cannotqgteqd using designer input.
used to get any information about the performance parametergiye performance parameters of a low-power operational
of the circuit. The test engineer has to decide about the qualgy]p”ﬁer from National Semiconductor Corporation (NSC)
of the product by looking at an abstract quantity such as a lingggre predicted accurately using the PWL waveform generated
combination of the test measurements [1], [31]-[34]. Inthe PRy the proposed test generation algorithm. To predict the
posed testing method, tiperformance parameters of the CUTremaining performance parameters, four PWL waveforms
is predicted from the transient response of the CUfiis is of \yere designed using the designer's recommendations. The test
great advantage during production as the performance paragmuli were generated by the AWG of an Eagle mixed-signal
eter values provide physically interpretable information abopster, ETS-500D and applied to 587 ICs. The transient response
the quality of the product. This helps in making a confident dgjf the circuits was sampled and analyzed for predicting the
cision about the quality of the CUT by comparing the calCuserformance parameters. The key outcomes of this experiment
lated performance parameters against the specification boungse: 1) a ten times speed up in production testing; 2) simpler
Moreover, all the performance parameters of the CUT are cgdst configuration; 3) accurate prediction of the performance
culated from fast transient tests leading to a considerable redHﬁrameters; and 4) accurate classification of all the 587 ICs.
tion in production testing time. The testing methodology pre- The remainder of this paper is organized as follows. In the
sented here is applicable to general nonlinear analog circuits #jagt section, a multivariate parametric fault modeling method-
mixed-signal circuits. The proposed testing method consistsgfqgy that forms the basis of the alternate testing technique, is
the following steps. discussed. In Section 1Il a methodology for postprocessing the
1) A PWL transient test stimulus is generated in a contransient test measurements to extract the information about the
puter-aided framework such that the chances of misclgserformance parameters of the CUTs is discussed. In Section IV,

B. Contributions of the Proposed Approach



VARIYAM et al. PREDICTION OF ANALOG PERFORMANCE PARAMETERS 351

D2
C2
—————— .
A I
D2 Cl :
T
| |
| |
1 1
Ap; P
12} b] b2 Sy
Fig. 1. A 2-D circuit parameter space. 2-dimensional circuit parameter space  2-dimensional performance parameter space

) o ) ) . Fig. 2. Functionf,, maps circuit instances C1 and C2 from the 2-D circuit
the test generation method is discussed in detail. In Sectionpsfameter space to the 2-D performance parameter space.

the results from the experiments with the operational ampli-
fier test vehicle are discussed. Finally, Section VI concludes thecomposed to two single-ended specifications.r,etlenote

paper, with directions of future research. the number of performance parameters with single-ended spec-
ifications andn, denote the number of performance parameters
Il. MULTIVARIATE PARAMETRIC FAULT MODELING with double-ended specifications, such thatt- no = n,. The

tal number of single-ended specifications after decomposing

In this section, a multivariate parametric fault modelin o O
P Iéthe double-ended specifications is given by (5)

methodology is described. The alternate testing techniq
presented in this paper is developed from the theoretical
framework of this fault modeling methodology.
The performance of an analog circuitis determined by a set ofThe lower or upper bound of thih single-ended specifi-
associatecircuit parametersGate oxide thickness of transis-cation is denoted a&. Following the notation in [35], théth
tors, threshold voltages of NMOS and PMOS transistors, valgihgle ended specification (on the performance parameer
of a lumped resistance, etc., are examples of circuit parametefsfines a regiom, ; in the n,—dimensional performance pa-
These circuit parameters can be denoted as in (1) whgie rameter space containing all the performance parameter values
the total number of circuit parameters which affect the circutatisfying (6). In (6), different subscripts are used for perfor-
performance. A circuit withe,, circuit parameters can be repremance parameter and specification bound, since a perfor-
sented by a point in the,, dimensionatircuit parameter space mance parameter can have more than one bound. Performance
parameter sets satisfying all the single-ended specifications
p=[p1.p2 00, - (1) form theacceptance region in the performance parameter space

. . — . A, defi 7
A two-dimensional (2-D) circuit parameter space with two defined by (7)

ny = n1 + 2na. )

circuits, C1 and C2, is shown in Fig. 1. In the figure, C1 is the __|33>bs il lower Lound
nominal fault free circuitand C2 is a circuit with parametric Asi = {8 eR”’ } (6)
deviations in the circuit parameters andp,. 3;<b; if upper bound

The quality of an analog circuit is evaluated by measuring A, = ﬂ A, (7
various performance parametershich reflect its transient, i=1,...,m

frequency, and dc performance capabilities. Slew rate, 9ain~. . its with performance parameters lying.i are clas-

bandwidth, etc. are examples of performance parameters of . .
. siiied asfault-freeor good circuits.Circuits with performance
opamp. These performance parameters are denoted as in . : L :
parameters lying outsidd are faulty or bad circuits. Since
the circuit and performance parameter spaces are related by the
s =[51,52,.,5n.]. @) mappings given in (4), the acceptance region in the performance
e parameter space is implicitly related to theceptance region in

A circuit in the circuit parameter space can be mapped € circuit parameter spacd,, as defined by (8) and (9)

wheren is the total number of performance parameters

a point in theperformance parameter spacsing a set of,
mapping functions. These mapping functions are denoted as in A;=4peR” 8)
(3) and are defined by the relation given in (4) m f,.mca.

fps = [fpsl’ fP52’ R fpsns] (3) Ap B 471ﬂ Ap,i' (9)

frsi D=8, PER ", 5, €Ri=1...n,. (4)
Fig. 2 shows 2-D circuit parameter and performance param-
The performance parameters of a circuit have to satiséyer spaces with a nominal fault-free circuit C1 and a circuit C2
certain specificationswhich are given by lower and/or upperwith parametric fault. Functionfsps = [fps1, fps2] map the two
bounds on the performance parameters. Specifications witleiecuits from the circuit parameter space to the performance pa-
single bound are known aingle-ended specificatioasid those rameter space. Since these mappings are not generally available
with both upper and lower bounds are knowndasible-ended in closed form, they are evaluated using numerical circuit sim-
specificationsNote that a double-ended specification can belation. Performance parameters s1 and s2 have double-ended
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Fig. 4. (a) Previous testing approach. (b) Proposed testing approach.

Mapping from the circuit parameter space to the measurement
space is usually done through numerical circuit simulation.
Test criteriaare certain conditions on the alternate test mea-
surements based on which a circuit is classified as faulty or
Two dimensional measurement space  Two dimensional performance parameter space  fault-free during alternate testing. Assuming there ardest
criteria on the alternate test measurementshey can be rep-

Fig. 3. Two-dimensional circuit, performance and measurement parameter . . e
sp%ces. P P resented as in (15), whetgare certain specified bounds

m, by by sy

specifications on themng = 0,7, = 2) and these specifica- fim) > tior fi(m) <ti,i=1...n. (15)

tions can be decomposed into fous, (= 4) single-ended spec- 40 of the test criterion defines a region in the measurement
ifications (s1 > b1, 51 < by, sp > by @andsy < by). Circuit g4 06 defined by (16). The region in the measurement space that

C2 lies outside the acceptance regibnin the performance pa- ¢4iisfies all the test criteria is defined by (17)
rameter space and is a faulty circuit. Boundaries of the accep-

tance region in the performance parameter space are mapped .

back into the circuit parameter space to get the acceptance re- Api {m eR

gion in the circuit parameter spagk,. The two acceptance re-

gions are shown as shaded areas in the figure. A:Fn
Alternate test measuremertiee certain easy-to-performig.

a. vis.measuring the performance parameters) measurements b )

which the CUT can be classified as good or bad. Assuming therd" [1] and [31]-{34], a hyperplane was derived for each of

aren,, alternate test measurements, they can be representel'gssingle-ended specifications;(= n;) as the test criterion.
in (10) Four such hyperplanes are shown in Fig. 3. It can be seen that

the acceptance region in the measurements spaceannot be
m=[my,ma,..., My, | (10) accurately bounded with hyperplanes. This leads to a misclassi-

o . _ o fication of circuits during alternate testing using the techniques
A circuit in then,—dimensional circuit parameter space Cafescribed in [1] and [31]-[34]

be mapped to a point in the,,—dimensionalmeasurement

fi(m)>t; if lower bound
} (16)

fi(m)<t; if upper bound

N 4l 17)
1=1,...,np

spa_\ceusing o, ma_ppir_19 functions denoted as in (11) and lIl. PREDICTING PERFORMANCE PARAMETERS
defined by the relation in (12) FROM TRANSIENT RESPONSE
o = [fom1, fom2s - -+ fomnn) (11) Given a set of test measurements, determining the test cri-

Somi :p—mi, pER " m; eR,i=1...n,,. (12) teriainvolves finding the boundaries of the acceptance region

in the measurement space. Previous methods [1], [31]-[34]

Every circuit within the acceptance region in the circuit paapproximated the boundaries of the acceptance region in the
rameter space can be mapped into the measurement space uaggsurement space using hyperplanes. Their methodology is
the mappings given in 12 to give atceptance region in the depicted in Fig. 4(a). For general nonlinear analog circuits the

measurement spack,, defined by (13) and (14) boundaries of the acceptance region in the measurement space
could be very complex and simple approximations using hy-
Api = {m = fom() R } (13) perplanes could _Ie_ad to Iarge_ misqlassificati(_)ns._Our method-
peA, . ology for determining test criteria is shown in Fig. 4(b). We
A = ﬂ A (14) propose to calculate the performance parameters of the circuit
"o e from the transient test measurements. Circuits are then classi-

fied by comparing the calculated performance parameters with
Fig. 3 shows a 2-D measurement space along with the dine specification bounds.

cuit parameter space and the performance parameter space. ThHe predictn, performance parameters from the transient test

acceptance region in all three spaces is shown as shaded armaasurement, it is necessary to determigemapping func-
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tions relating the measurements to theperformance parame-

ters.These mapping functions are denoted as in (18)
Jms = [fmsts fms2, - - fnsn, |- (18)
These functions are to be derived such that
Jps(P) = fms(fpm()) fOr (YpeR7).  (19)

Sy

If the postprocessing functiofi,,s satisfies the relation given _ o _ L

in (19), thenfms (m) becomes equal to the performance pd:—lg' 5. Circuits at the boundary are more prone to misclassification.
rameterss. As a consequence, the specification botindself

becomes théth test criteria. Using the notation presented ialgorithm refer to [38]. Below we summarize the steps involved
Section Il,:th test criteria can be defined as in (20). Note thaity deriving the mapping,..

in (20), different subscripts are used for the calculated perfor- 1y perform both the conventional specification-based tests
mance parameters and the corresponding bounds as there can gnd the transient tests on an initial set of ICs coming out
be performance parameters with double-ended specifications.  of the production line. These ICs constitute traning

Thus there are, s_uch test criteria on, _ca_lculated perfqrmance setfor building the MARS models relating the transient
as fault-free 2) Use the transient test measurement data (as the indepen-
_ [ Fnsi(m) > b; if upper bound dent variables) and the performance parameters (as the
CUT is fault-free If{ fmsj' Emg <b; |if Ior\)/\?er bound. (20) dependent variables) of the circuits in the training set to

find the mappingf,.s using the MARS procedure.
Thus we have converted a problem of accurate boundary deter3) Store the regression splines in the tester computer for
mination to one of function approximation. The key advantages  future use.

of this technique are enumerated below. The functionf,,, derived using MARS will not be able to pre-

1) Sincefy,s(m) tracks the performance parameter valueslict the performance parameters of the CUT accurately. The in-
it is possible to determine directly froffy,, s(mn) whether accurate prediction of the performance parameters will lead to
the CUT meets its specifications. Postprocessed measurgsclassification of circuits. Two chief reasons for misclassifi-
ments f,,,¢(m) contain much more information aboutcation are: 1) transient test measurement errors and 2) errors in
the performance parameters than the measurement théine-approximation fof,,... The chances of misclassification can
selves. be minimized by deriving an appropriate transient test stimulus

2) There are robust nonlinear function approximation teckn excite the circuit. In the following section a methodology for
nigues which can be used to derive mapping functiomigriving PWL transient test stimulus is discussed.
fms(m). These functions can capture highly nonlinear
relations between measurements and performance paramy, p\wL TesST STIMULUS GENERATION FORMINIMIZING
eters. Below we discuss a multivariate regression tech- THE CHANCES OEMISCLASSIFICATION

nique to derive the mapping functions. ) ) ) o
Generating the best PWL test stimulus is an optimization

A. Deriving the Functiong,,., problem. Two components of this optimization problem are:
1) a fitness function for guiding the optimization and 2) an

The functionsf,, and f,., are very complex and are not” =~ .~ = : .
available in closed form. So it is not possible to directly deriv(tjapt'm'z"’ltlon procedure to find the PWL waveform with max-

. . T mum fitness. In the following section, the fitness function for
the functionsf,,., using the condition in (19). Hence, we resort .. L . - e
: 2 : . : iding the optimization is derived. Maximizing this fitness
to function approximation using regression which has a rob . - -
. L , unction guarantees that a minimum number of circuits gets
framework in the realm of statistics. The technique used for ap- v . . .
N . . isclassified during alternate testing. In Section IV-B, a ge-
proximating the functional mapping between measurements an

performance parameters needs to have the following desirabie algorithm-based search procedure is described.

properties [36], [37]. A. Derivi Fitness Function
1) It should be able to approximate highly nonlinear func-" enving a = unct

tions accurately. Circuits with performance parameters close to the specifica-
2) It should be able to handle large dimensionality of depefion boundary are affected severely by the nonidealities in the

dent variables. test procedure and are more prone to the problem of misclas-
3) It should be immune to the problem of overfitting. sification. This can be explained with the help of Fig. 5. Fig. 5

Multivariate adaptive regression splines (MARS) [38] is a togihows a 2-D performance parameter space and two specification
which has the above-mentioned desirable properties. Hencelwggindsh; andb,. Circuit C1 is a faulty circuit close to the spec-
use MARS to derive the postprocessing functigpg. One can ification boundary and C2 is well within the acceptance region.
also use neural networks or any other regression strategy to @3-+ andC2™ represent the performance parameters predicted
proximate the functiotf,,. For a detailed description of MARS using f,.s. These do not coincide with the actual performance
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Input: Circuit parameters, perfor-
mance parameters, specifications
and circuit netlist.

i<0
; False Fosi i=l.n
r<ny, tOutput: {7 b
p; i=l.ny,
outer loop True
p; <N xn, matrix of n, circuit parame-
ters of N circuits generated by random @
sampling

z; < the performance parameters corre-

sponding to the i specification of the N
circuits

Fosi < MARS(p;2,)
pnew; « GetCircuitsAtBoundary()

Error « FindError()

inner loop

i—i+1 1 Error<ErroMax

znew; < The performance parameters

corresponding to the i specification of
the M new circuit instance

P |:pi pnewJ

;< [zi znew;|

Fig. 6. Flow diagram for GenerateCriticalCircuits().

parameters represented by C1 and C2 due to an error in fuatthe circuit due to process variation is maximized for all the
tion approximationy,,... Also, the circles around’1™ andC2* circuits close to acceptance boundary

show the inaccuracy in the prediction of the performance param- P T
eters due to measurement errors. It can be seen that the circWtness = > > [mi, §) ey = 7206 ) patey—sree| - (1)
C1 has a high probability of getting misclassified while C2 is j=1i=1

classified correctly_eve_n with an inaccurglg, and measure- To calculate the fitness function for a given PWL test stimulus,
ment errors. The circuits close to the boundary are hencefoitly, hocessary to have the circuit parameters of a set of critical
referred t_o_ asrlt_lcal_cwcuns. The fitness function should focus ;. jits. The problem of determining the circuit parameters of a
on the critical circuits. set of critical circuits can be stated as follow&venthe circuit

Let C()sault—tree D€ @ circuit within the acceptance regiorparameters, performance parameters, specifications, and the cir-
close to a circuit at the bounda§(z) and letC(i)ut, be cuit netlist,find a set of circuits (critical-circuits) in the circuit
a circuit outside the acceptance region closeCi@). Let parameter space whose performance parameters are close to the
n., Measurements be made on the transient response of tsghcification bounds. This problem is complicated because the
C(Diault—tree AN Gi)putly. AlSO let m (4, fraut—mee De the acceptance boundaries are specified in the performance param-
jth measurement made @(%)puii—ree aNdm(%, H)muty e  eter space and the relations between circuit parameters and per-
the jth measurement made @H(%).uiiy - If 7. critical circuits  formance parameters are very complex even for simple analog
are used, the fitness function driving the search for optimuaircuits.
PWL transient stimulus is given in (21). Maximizing this fithess Critical circuits can be generated by randomly selecting cir-
function guarantees that the change in the transient respoasis in the circuit parameter space and simulating these circuits



VARIYAM et al. PREDICTION OF ANALOG PERFORMANCE PARAMETERS 355

to see if the performance parameters of these circuits are clost Vmax, Vmin, At, Tmax

ipr . . . . - such that PWL signal can
to the specification boqr_lds. T_hls _mgthod |s. based on a randorr Tnitial population be generated using an AWG
search and a set of critical circuits is obtained only after per-

forming a large number of circuit simulations. We employ two
techniques to cut down the simulation time for deriving the crit- Evaluate the fitness
ical circuits: 1) An iterative directed search is used instead of of all members
random search and 2) The relations between the circuit parame
ters and performance parameters are modeled using MARS [38
to cut down the number of circuit simulations [36], [37]. Select members
The flow diagram for generating critical circuits using the with higher fitness
iterative procedure is shown in Fig. 6. A set &f circuits is
generated by uniformly sampling the circuit parameter space
and then,, circuit parameters of these circuits are stored in an Crossover of ]
N x n, matrixp;. TheseN circuits are then simulated and the selected members
performance parameters corresponding toithesingle-ended
specification are evaluated and stored infdnx 1 matrix z;.
A MARS modelfpsi is built with the circuit parameterg; as
the independent variable and the performance paramgtass
the dependent variable. Using this MARS model, a sebpof
critical circuits corresponding to thi¢h single-ended specifi-
cation is generated by the procedure GetCircuitsAtBoundary() _ _
and these circuits are stored in &hx n,, matrixpnewi. Inthe F19- 7. Overview of the genetic search.
procedure GetCircuitsAtBoundary(), critical circuits are gener-
ated by binary search. Two circuit instances at either side of theerview of the test generation procedure based on genetic al-
specification boundi are used as the initial points for the bi-gorithms is shown in Fig. 7.
nary search. Note that during this binary search, performanceUnlike other search procedures where the search is done
parameters are evaluated using the MARS mg@gglto avoid on the parameters themselves, the genetic algorithm works by
costly circuit simulation. Theél newly generated circuits arecoding the parameter set into genetic strings. The parameters of
used by procedure FindError() to calculate the average squatieeldesired PWL test stimulus, namely maximum voltage swing
error between the performance parameters predictggpand 1V max, minimum voltage swing” min, the time between the
those obtained through actual simulation. If this error is leg®rner points of the PWL test signalt, and the maximum
than a thresholdf,; is declared accurate near the specificaesting time7 max, are taken as inputs to the test generation
tion bound and a desired number of critical circuits are gengrrogram. These parameters can be controlled appropriately to
ated using. If the error is more than the threshold, the setmfke sure that the PWL test signal can be accurately generated
M circuits are added to the training set for the MARS routinasing the AWG. Each member (chromosome) of the population
and f,,; is rebuilt. Thus, the accuracy of the MARS model ifas | Tmaxz/At| genes in them. Théth gene of the genetic
improved by iterating through the inner loop of the procedurehromosome is an integer representing the voltage at time point
MARS models corresponding to all the single-ended specificg-given by (22)
tions are generated by iterating through the outer loop. The out-

n, critical circuits

Mutation

New population

puts of this procedure are the MARS models relating the circuit t; =i At (22)
performance parameters to the process parameters and a set of
critical circuits. Let the maximum allowed integer value of a genécheax and

The quality of the fitness function defined in (21) depends dat theith gene have a value then the PWL transient waveform
the number of critical circuits. in the equation. It is better that has a voltage; at the corner point; is given by
to use a maximum possible number of critical circuits while .
(V max —V min)

evaluating the fitness of a transient stimulus. However, having v; = V min+ k. (23)

a greater number of critical circuits will increase the simulation k max

time and the overall test generation time. An example of the encoding is shown in Fig. 8 withmax =
5V, Vmin = -5V, At = 1 ms,Tmax = 10 ms. There are

ten corner points for this PWL waveform and hence there are
ten genes in the genetic chromosomes. The values of the genes
Since a large number of voltage levels can be generated by thieand the shape of the PWL waveform are shown in the figure.
AWG for each corner point of the PWL test stimulus, the searchInitially, a population of PWL test stimuli are generated at
space for finding the optimum PWL test stimulus is very largegandom and the fitness function of all the members of the pop-
For such problems genetic algorithms have shown the abiliflation are evaluated through simulation. A setngfcritical
to move toward better solutions by selecting possible solutioagcuits generated by the procedure GenerateCriticalCircuits(),
from a large search space [39], [40]. Hence, genetic algorithifiSg. 6) is taken as input to the procedure for evaluating the fit-
are used to search for the optimum PWL transient stimulus. Avess. From these circuits, a set2af, circuits at either side of

B. Genetic Algorithm for Test Generation
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k |1|3|10|4|0|10|5|812|9| TABLE |
PERFORMANCE PARAMETERS AND SPECIFICATIONS
Encoding Number Performance parameter Specification

1 Supply current (Isup) <1.5mA

5V 2 Short circuit current (Sourcing) (Isc_src) > 30mA
3 Short circuit current (sinking) (Isc_snk) > 30mA
4 Slew rate (SR) >0.5V/us
5 Offset voltage (Vos) < 3mV

S Time(ms) 10KQ

My

-5V

AWG

1K
CuUT Output response

Fig. 8. Encoding a PWL waveform as a genetic string. sampler

+
7.5V

Crossing sites

Parent 1
Before
crossover _L_
Parent 2
Fig. 10. Test configuration for the low-power opamp.
the iteration, the average fitness of the members increases and
after a large number of iterations the fithess does not improve
much. At that point the PWL waveform with highest fitness is
Parent 1

selected as the optimum PWL test waveform.

After
crossover

Parent 2 V. EXPERIMENTSWITH A LOow-PowER OPAMP

The testing methodology presented in this paper was ex-
Fig. 9. Uniform crossover. perimentally validated in a production environment using
a low-power operational amplifier from National Semicon-

the acceptance boundary is generated. These circuits are sigrﬂ?tor Corporation as the test vehicle. To validate the testing

lated with the PWL waveforms of the population and thefitneggethOd.()IOgY' 587 pa_ckaged ICs were taken out from the
of each of the members is evaluated using (21). production line. The list of targeted performance parameters
. .tqnd the specifications are listed in Table I. All the performance

ay meters were measured at 15 V power supply conditions.

ness values is taken and subjected to crossover. The selectiog ) rcing tests (1 [c) the CUT outout was forced t
strings for crossover is biased toward strings having the high § sourcing tests (Isc_src) the > 1 output was forced 1o
ce load current and for the sinking tests (Isc_snk), the

. ' . r

fithess value so that the average fitness of successive populati %%T . !

tends to increase. We ustedirnament selectiofor selecting the output was forced_ to sink the load current. _The derived
transient test was applied to all the 587 ICs using an Eagle

arents for reproductiofournament selectianvolves pickin . ) L
Fwo strings fr(F))m the population and selecting the bgtter fgr rgy.xed-&gnal tester, ETS-500D. The existing f[est program was
production. using a Teradyne tester :?md hgnce conventional specification
The crossover operator takes genes from each of the parI ﬁ{s were performed using th|s Tgradyne te;ter. Results of
strings and combines them to create child strings. We ust §>¢ experiments are summarized in this section.
the uniform crossovescheme for creating child strings. Fig. 9
shows howuniform crossoveis performed to produce the child
strings. Each gene of the parent strings is chosen with certaifVith the help of circuit designers and test engineers, a PWL
probability and is swapped to yield the two child strings. test stimulus was generated for the test vehicle in a computer-
After the child strings are created, the genes of the chifided environment. The following were the steps involved in the
strings can undergo mutation. For mutation, a gene is select&nsient test generation.
with a certain probabilityrfiutation probability and is replaced 1) The level-2 SPICE netlist of the circuit was obtained from
with a random number within the allowed range. Thus, after se-  the circuit designer.
lection, crossover, and mutation, the resulting new population 2) A set of performance parameters, that are to be replaced

undergoes the entire cycle of genetic evolution. With each of  with the alternate tests, were selected from the data sheet

. PWL Test Stimulus Generation
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PWL stimulus
CUT response

Voltage(V)
)
%

-2

-4l

—6 \
\\ ‘\ ! ¢ ‘\ ! ‘v ‘ ‘\J v ’
) o5 3 15 z 2.5 s =5 a4
Time(s) x 102
Fig. 11. PWL test stimulus for the LMC7101 and CUT response.
TABLE I
STANDARD DEVIATION OF THE RESIDUALS
Standard deviation of the residuals
Supply Short circuit Short circuit Offset
Size of the current current current Slew rate voltage CPU time
training set (mA) (sourcing) (mA) (sinking)(mA) (v/us) (mV) (s)
100 0.0187 1.1353 1.041 0.0132 0.3582 161.12
200 0.0164 0.9199 0.9582 0.0099 0.3622 364.95
300 0.0223 0.6924 0.8147 0.0099 0.3351 61121
400 0.0136 0.6920 0.8748 0.0089 0.3169 826.27
500 0.0119 0.7640 0.7689 0.0077 0.3168 960.73

3)

4)

5

~

of the device. Table | shows the five performance param- 6) Using the data sheet of the Eagle tester, ETS-500D, it

eters of the opamp targeted during the alternate testing
process.

With the help of designers, a set of important circuit pa-
rameters for the test vehicle was identified from the cir-
cuit's level-2 SPICE netlist. A circuit parameter is said
to be important if the selected performance parameters

are highly sensitive to the circuit parameters of the CUT. 7

There were 29 important circuit parameters for the test
vehicle.

An appropriate test configuration forthe CUT was decided
with the help of circuit designers. Since open-loop config-
uration of the opamp is highly sensitive to the nonideali-
ties of the test environment, it was decided that the opamp
should be connected in a negative feedback configuration.
When a unity feedback configuration was used, the circuit
response was insensitive to the parametric deviationsinthe
process parameters. Hence, it was decided that the CUT
must be connected in a negative feedback configuratigw
with a gain of 10 during transient testing. Fig. 10 shows the’
final test configuration of the opamp.

was decided that the time duration between the corner
points of the PWL test stimulusy¢) must be at least
0.1 ms. When a shorter time duration was used, the
tester was not able to reproduce the PWL test waveform
accurately. Also, a maximum testing time of 4 ms was
selected.

Circuit netlist, performance parameters, specifications, a
list of important circuit parameters, and the parameters
of the PWL test waveform were used to generate the op-
timum PWL test stimulus. The arbitrary waveform gen-
erator (AWG) of the Eagle tester ETS-500D was pro-
grammed to generated the PWL test stimulus. The PWL
test stimulus generated by the tester and the CUT re-
sponse are shown in Fig. 11. The transient response of
the CUT was sampled 400 times and these 400 transient
test measurements were used for fault detection.

Deriving fins
Before using the transient test in production, it is necessary

Since the maximum power supply swing for the test véo derive the functiong,, relating the transient test measure-
hicle was 15 V and the feedback gain was 10, it was dgents to the five performance parameters. The accuracy of these
cided thatV max = +2 V andV min = —2 V for the functions depends on the size of the training set used for de-

PWL test stimulus.

riving them. Residuals of the prediction, are defined in (24).
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§-44 » : , *
P 0.8 . . : :
£
g-45 ]
2 <0.75¢ o ]
: -46+ 4 \E/ + o+
s 3 07 ’ :
8 47 8 £
47+ g + +
= *
3 20.65- #
= g wh T
Q-48 ] ® LA
g B 06} . o
2 L . Fal+
5—49 1 8 +++++ ?
g 085 |, 2 ]
@ 4,
h_5 1 ! ! L 1 + 4
00 a9 a8 47 46 a5 a4 *

Measured Short Circuit Current — Sourcing (mA) 0'8_5 055 0.6 0.65 0.7 0.75 0.8

Measured Supply Current (mA)
Fig. 13. Comparison of predicted short circuit current sourcing with short
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Assumingr circuits are used for evaluating the accuracy of pre- .
diction, r is ann x n, matrix C. Predicting the Performance Parameters
For all the ICs coming out of production line after deriving
T = fms(m) —s. fms,» coOnventional specification tests are not performed, only
the transient tests are performed. In the experiments with the
The effect of the size of the training set on the accuracy of pé@W-power opamp, a training set of 300 ICs was used to derive
formance parameter prediction and the CPU time for obtainidgs- For the remaining 287 ICs the five performance parameters
the function,.s are summarized in Table II. Training sets ofvere predicted from the transient test measurements yfsing
different sizes were used to derif#.s and the residuals of the Flg 12 shows the scatter p|0t of the slew rate with the measured
prediction was calculated for 80 ICs. These 80 ICs selected fdgW rate on theX'-axis and predicted slew rate on thieaxis.
validation were different from those in the training set. Table f Similar analysis for the other four performance parameters is
gives the standard deviation of the residuals for all five perfoflepicted in Figs. 12-16. From this analysis it can be seen that
mance parameters. It can be seen that the accuracy of predictitshperformance parameters can be predicted very accurately
improves with the size of the training set. Also, the CPU timom the transient test measurements. Thus conventional speci-
for building f,.. increases approximately linearly with the sizdication-based tests can be completely eliminated.
of the training set. However, this is a one-time cost and does not - -
affect the production test time. The best strategy here is to R'— Predicting the Remaining Performance Parameters
crease the size of the training set until the desired accuracy o¥Vhen trying to predict the remaining [(6)—(8)] performance
prediction is achieved. parameters given in Table Ill, it was found that all four nodes of
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Number | Performance parameter Specification 2 s ;p
6 Common mode rejection ratio (CMRR) > 65dB g + *; *
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7 Positive power supply rejection ratio (PPSRR) > 65dB S0r +I+ ;+ + 1
8 Negative power supply rejection ratio (NPSRR) > 65dB . M mf’ y
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Fig. 19. Comparison of predicted CMRR with CMRR measured using a
1KQ Teradyne tester.
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the opamp should be excited using PWL waveforms to get q'?q'gési?éd E;L?;g#;?;dy‘ﬁe féi?e'f_ted positive PSRR with positive PSRR
curate prediction. Generating the 4-PWL linear waveforms will

be computationally very expensive. Hence, the input waveforms ) ) .

were selected based on designer’'s recommendations. The %esTeSt Time Considerations

configuration for this transient test is shown in Fig. 17. The input The total test stimulus application time for the transient test
transient test waveforms are shown in Fig. 18. An AWG is coiis 13 ms. The average CPU time for predicting all eight per-
nected to all four inputs of the opamp and PWL test stimuli afermance parameters from the transient test measurement data
applied to all these inputs. The predicted performance parange0.4 ms. Thus the total test time without taking the instru-
ters are compared with the measured performance parametera@mt and DUT setup time into account is 13.4 ms. The con-
Figs. 19-21. It can be seen that the performance parameters\amtional specification test time for these eight specifications is
be accurately predicted from the transient test measurementsell above 100 ms. Thus approximately an order of magnitude
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Fig. 21. Comparison of predicted negative PSRR with negative PSRF£ ]
measured using a Teradyne tester.

[14]

speedup in production testing can be achieved by the proposed
testing method.

In digital circuits, customers are satisfied with a 97% fault

VI. CONCLUSION

(15]

[16]

coverage number. Customers of complex analog device ask d
the specifications of the device and it is hard to satisfy thenug;
with a fault coverage number. With the increasing device com-
plexity, testing for all these specifications is becoming a majohg]
bottleneck in reducing the production cost. This paper proposed
fast transient testing as a viable alternative to the costly specifi-
cation-based testing to bring down the production test cost.
The test methodology proposed in this paper was experimeng1]

tally

erational amplifier from National Semiconductor Corporation

cation-based testing, the overall test time for this device is morf®

validated in a production environment. A low-power op-
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obtained from the transient tests was able to track the perfor-
mance parameters accurately. The total test time for the transiefit!
testing was 13.5 ms and all the ICs were classified correctly witlp4
the proposed test methodology. Using the conventional specifi-

than 100 ms. Thus the proposed method provides approximategys)
an order of magnitude speed up in production testing over the
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