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ABSTRACT Chronic Kidney Disease is one of the most critical illness nowadays and proper diagnosis is

required as soon as possible. Machine learning technique has become reliable for medical treatment. With

the help of a machine learning classifier algorithms, the doctor can detect the disease on time. For this

perspective, Chronic Kidney Disease prediction has been discussed in this article. Chronic Kidney Disease

dataset has been taken from the UCI repository. Seven classifier algorithms have been applied in this research

such as artificial neural network, C5.0, Chi-square Automatic interaction detector, logistic regression, linear

support vector machine with penalty L1 & with penalty L2 and random tree. The important feature selection

technique was also applied to the dataset. For each classifier, the results have been computed based on

(i) full features, (ii) correlation-based feature selection, (iii) Wrapper method feature selection, (iv) Least

absolute shrinkage and selection operator regression, (v) synthetic minority over-sampling technique with

least absolute shrinkage and selection operator regression selected features, (vi) synthetic minority over-

sampling technique with full features. From the results, it is marked that LSVM with penalty L2 is giving

the highest accuracy of 98.86% in synthetic minority over-sampling technique with full features. Along

with accuracy, precision, recall, F-measure, area under the curve and GINI coefficient have been computed

and compared results of various algorithms have been shown in the graph. Least absolute shrinkage and

selection operator regression selected features with synthetic minority over-sampling technique gave the best

after synthetic minority over-sampling technique with full features. In the synthetic minority over-sampling

technique with least absolute shrinkage and selection operator selected features, again linear support vector

machine gave the highest accuracy of 98.46%. Along with machine learning models one deep neural network

has been applied on the same dataset and it has been noted that deep neural network achieved the highest

accuracy of 99.6%.

INDEX TERMS Chronic kidney disease, machine learning, prediction.

I. INTRODUCTION

Chronic kidney Disease (CKD) means your kidneys are dam-

aged and not filtering your blood the way it should. The

primary role of kidneys is to filter extra water and waste from

The associate editor coordinating the review of this manuscript and

approving it for publication was Haruna Chiroma .

your blood to produce urine and if the person has suffered

from CKD, it means that wastes are collected in the body.

This disease is chronic because of the damage gradually over

a long period. It is flattering a common disease worldwide

[1]. Due to CKD may have some health troubles. There are

many causes for CKD like diabetes, high blood pressure,

heart disease. Along with these critical diseases, CKD also
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depends on age and gender [2]. If your kidney is not working,

then you may notice one or more symptoms like abdominal

pain, back pain, diarrhea, fever, nosebleeds, rash, vomiting.

There are twomain diseases of CKD: (i) diabetes and (ii) high

blood pressure [3]. So that controlling of these two diseases is

the prevention of CKD. Usually, CKD does not give any sign

till kidney is damaged badly. CKD is being increased rapidly

as per the studies hospitalization cases increase 6.23 per cent

per year but the global mortality rate remains fixed [4]. There

are few diagnostic tests to check the condition of CKD:

(i) estimated glomerular filtration rate(eGFR) (ii) urine test

(iii) blood pressure.

A. EGFR

eGFR value shows that how your kidney cleaning the blood.

If your eGFR value is greater than 90, that means the kidney

is normal. If eGFR value is less than 60, that means you have

CKD [5].

B. URINE TEST

The doctor also asks for urine test for kidney functionality

because kidneys make urine. If the urine contains blood and

protein [6], that means your kidney is not working properly.

C. BLOOD PRESSURE

Doctor measures blood pressure as Blood pressure range

shows how your heart is pumping blood. If eGFR value

reaches less than 15, that means the patient has end-stage kid-

ney disease. At this point, there are only available treatments:

(i) dialysis and (ii) kidney transplant. Patient’s life after

dialysis depends on such factors as age, gender, frequency

and duration of dialysis, physical movement of the body and

mental health [7]. If dialysis is not possible, the doctor has

only one solution, i.e., kidney transplantation. However, it is

extremely expensive [8].

Therefore, it is critical noteworthiness in early recognition,

monitoring and handling of the disease. It is essential to

predict the striding of CKD with appropriate accuracy due

to its dynamic and secretive nature in the early stages and

patient abnormality. Medical treatment of CKD is prescribed

by the stage. Anything other than this, it is very imperative to

characterize the organization of the infection because it gives

a few indications. It underpins the assurance of fundamental

intercessions and medications.

Medical treatment is a very significant application area of

intellectual intelligent systems [10]. Afterwards, Data mining

can play a big role to find out hidden information from the

huge patient medical and treatment dataset that doctors fre-

quently obtain from patients to get pieces of knowledge about

the symptomatic data and to execute precise treatment plans.

Data mining can be categorized as the method of extracting

hidden information from a huge dataset. Data mining strate-

gies are connected and utilized broadly in various contexts

and areas. Using data mining methods, we may predict, clas-

sify, filter and cluster data. The objective states the algorithm

processing of a training set containing a set of attributes and

targets. Data mining is suitable to mining in data if the dataset

is huge but we can also do it with the help of machine learning

with a small dataset. The machine learning can also find

data analysis and pattern detection [9]. A variety of health

dataset is present so machine learning algorithms are best

fit to improve the accuracy of diagnosis prediction [11]. As

healthcare electronic dataset grows rapidly, machine learning

algorithms are becoming more common in healthcare. [12].

Qin et al. [13] proposed data assertion and sample diagno-

sis achievable in CKD diagnosis. KNN is used for data asser-

tion. Six classifiers algorithms used for accuracy of diagnosis:

logistic regression, random forest, support vector machine,

K-nearest neighbor, naive Bayes classifier and feed-forward

neural network. In these classifiers random forest gives better

accuracy, i.e., 99.75%.

Vasquez-Morales et al. [14] developed a neural network

model for risk prediction of Chronic Kidney Disease devel-

opment on 40000 instances dataset and their model accuracy

was 95%.

Chen et al. [15] applied three models on the dataset that

is provided by UCI. They used KNN, SVM and soft inde-

pendent modelling of class analogy (SIMCA) for finding the

risk calculation of patient using these classifiers. In which the

SVM and KNN model attained, the best accuracy of 99.7%

and SVM model has the greatest capability to endure noise

disturbance.

Because CKD is invasive, costly so that many patients

reached at last stages without treatments. So that early detec-

tion of this disease remains important. Besides, Amirgaliyev

[16] gave the experimental result of SVM machine learning

classifier algorithm with accuracy 93%.

Padmanaban and Parthiban [17] suggested that the early

detection of CKD for diabetic patients with the help of

machine learning classifiers algorithms. They collected data

from Chennai based diabetes research center and applied

Naive Bayes and Decision tree on the dataset. For finding

the accuracy they used Weka tool and concluded that Naïve

Bayes classifier achieved the highest accuracy of 91%.

de Almeida et al. [18] in their work applied Decision tree,

Random Forest, Support Vector Machine (SVM) and also

used SVM with linear, polynomial, sigmoid and RBF func-

tions. For their research, they used the MIMIC-II database.

They concluded that random forest and Decision tree got the

best result in the form of prediction accuracy of 80% and 87%

respectively.

Gunarathne et al. [19] built a model of various machine

learning classifiers algorithm and analysis of which algorithm

is best suited to the dataset. They used dataset provided by

UCI containing 400 instances and 14 attributes. They con-

cluded that the Multiclass decision forest algorithm was best

fitted for the CKD dataset with an accuracy of 99.1%.

Polat et al. [20] used SVM algorithm for CKD prediction.

For the accurate result, they worked on an important feature.

For selecting the correct feature, they used two-approach

Wrapper and filter with the SVM algorithm. In the Wrapper,

there were the greedy stepwise search engine for classifier
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subset evaluator and best first search engine for Wrapper

subset evaluator. In filter, there were the greedy stepwise

search engine for correlation feature section subset feature

and best first search engine for filtered subset evaluator. The

results of all techniques were compared and it was found that

SVMgave the highest accuracy with filtered subset evaluator,

i.e. 98.5%.

Sujata Drall, Gurdeep Singh Drall, Sugandha Singh,

Bharat Drall et al. [21] worked on CKD dataset given by

UCI with 400 instances and 25 attributes. Firstly, data was

preprocessed, the missing data was found, filled with 0, then

transformed and applied on the dataset. After preprocess-

ing, authors applied algorithm for important attributes and

found 5 most important features and then the classification

algorithm: Naïve Bayes and K-Nearest Neighbor. The gotten

result KNN achieved the highest accuracy.

Almasoud andWard [22] worked with CKD dataset of 400

instances and 25 attributes. They applied the filter feature

selection method on attributes and found that haemoglobin,

albumin and specific gravity are feature attributes in CKD

dataset. After feature selection, they trained the dataset and

validated with 10-fold cross-validation. The gradient boost-

ing algorithm achieved the highest accuracy of 99.1%.

Shankar et al. [23] applied three steps on the same UCI

dataset: (i) data preprocessing & feature selection (ii), algo-

rithms’ accuracy determination and (iii) diet plan suggestion.

In the feature selection method, they applied two approaches:

one is theWrapper and the other is the LASSOmethod. After

the feature selection method, 4 classification algorithms were

applied: Logistic Regression, Random forest tree K-Nearest

Neighbors, Neural Network and Wide and Deep Learning.

For diet plan suggestion blood potassium level was used. The

blood potassium level was divided into three groups based on

its value: Safe Zone, Caution Zone and Danger zone.

Vijayarani and Dhayanand [24] collected kidney function

test (KFT) dataset from medical labs, research centres and

hospitals. The dataset contained 584 instances and 6 attributes

and two classifier applied algorithms: support vector machine

(SVM) and artificial neural network (ANN). It was found that

ANN achieved the highest accuracy of 87.7%.

Xiao et al. [25] used the data of 551 patients and applied

9 machine learning algorithm: XGBoost, logistic regression,

lasso regression, support vector machine, random forest,

ridge regression, neural network, Elastic Net and K-nearest

neighbor. They evaluated accuracy, ROC curve, precision and

recall and found that linear model gave the highest accuracy.

Reshma et al. [31] used the feature selection technique

on CKD Dataset. For feature selection, ACO method was

applied. ACO is the meta heuristic algorithm for the feature

selection. It is the type of Wrapper method. In their dataset,

total 24 attributes were available. After applying feature

selection algorithm, 12 features was used for making the

model. The Support Vector machine classifiers algorithmwas

used for building the model.

Deepika et al. [32] built a project on prediction of Chronic

Kidney Disease based on old dataset of CKD. The dataset had

24 attributes and 1 target variable. For building the model,

they applied KNN and Naïve Bayes supervised machine

learning algorithm. KNN achieved highest accuracy 97% and

Naïve Bayes achieved 91% accuracy.

Ma et al. [33] proposed the deep learning algorithm for

predicting the Chronic Kidney Disease s at early stage. The

deep neural network was built from Heterogeneous Modified

artificial neural network algorithm. For building the model,

ultrasound images were used. For comparing the result, there

were three different classifiers: Support Vector machine, arti-

ficial neural network and multilayer perceptron.

UI Haq et al. [34] proposed the machine learning model

to predict the diabetes disease at early stage. They concluded

that machine learning can play vital role in the healthcare.

Amin et al. [35] proposed machine learning model for the

prediction of Parkinson’s disease at early stage. For building

the model, they used SVM classifier. Feature selection algo-

rithms were also applied for extract the important features:

Relief and ACO feature selection algorithm.

This research article primarily aims to predict whether a

person has Chronic Kidney Disease or not. In this perception,

seven different machine learning classifiers were applied on

the dataset. All the algorithms were running with both full

features and selected features. SMOTEwas used for oversam-

pling and all the results were recorded. All the machine learn-

ing model results were also compared with one deep neural

network algorithm. Deep learning neural network was used

with two hidden layers. IBM SPSS Modeler was applied for

computational purpose. The contribution reveals the accuracy

estimate of 99.6% when applying deep neural network on the

dataset.

II. RESEARCH GAP

Until now, in majority of cases full features have been taken

into consideration. In this research, feature optimization was

carried out, wherein three different feature selection algo-

rithms were applied to find the algorithm most beneficial to

extract the important feature for the prediction of Chronic

Kidney Disease. As many datasets have imbalanced class,

class balancing is needed for increasing the performance of

classifier model. In this research SMOTE was used as a

class balancer. The highest accuracy of 99.6% was achieved

whereas the article [22] provides an accuracy of 99.1% on

the same dataset. According to [15] the highest accuracy of

the model was 99.7%, but they worked on risk calculation of

the patient whereas the main aim of the article is to predict

Chronic Kidney Disease.

III. METHODS AND MATERIALS

In this section, the research methodology and a dataset will

be discussed.

A. DATASET

Chronic Kidney Disease dataset is used for this research

work. Many researchers had also used this dataset [26].

This dataset is being provided by the UC Irvine Machine
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Learning Repository and it is available on the UCI website.

This dataset contains 400 instances and 24 attributes with

1 target attribute. The target attribute has labelled in two-class

to represent CKD or non-CKD. The dataset was collected

from various hospitals in 2015. It contains also missing value.

The description of all 24 attributes is represented in the table

1 below.

B. METHODOLOGY

In this research, we have developed a model to predict CKD

disease in patients. The performance of the model was tested

on both all attributes and selected features. Among feature

selection methods there were Wrapper, Filter and Embedded

[27] allowing to select vital features. Classifier algorithms

performance was tested on the selected features. IBM SPSS

tool is used for preparing the model. The machine learning

classifiers such as artificial neural network (ANN), C5.0,

logistic regression, linear support vector machine (LSVM),

K- nearest neighbors (KNN) and random tree were used

for training the model. Each classifier validation and perfor-

mance matrix were computed. The procedure of this research

including five stages: (i) dataset preprocessing, (ii) feature

selection, (iii) classifier application, (iv) SMOTE and (v) ana-

lyzing the performance of the classifier. Along with machine

learning models, a deep neural network was applied for com-

paring the result of machine learning models and deep neural

network. Artificial Neural network classifier was used for this

purpose. In this research the significance of two model were

checked by statistic testing namely McNemar’s test.

C. PREPROCESSING OF DATA

Data preprocessing could be a strategy that is utilized to

change over the raw information into a clean dataset. It is a

the basic step to train every machine learning classifier

algorithm. This technique concludes such actions as handle

missing values, rescaling of the dataset, transform into binary

data and standardize of the dataset.When the dataset included

attributes with varying scales, rescaling is used to scale the

dataset. The binary transformation has been applied to con-

vert the value into 0 and 1. All values of every attribute are

considered as 1 for above the threshold and as 0 for below the

threshold. Standardized method ensures that each attribute

has mean 0 and standard deviation 1.

D. FEATURE SELECTION

Feature selection is needed for trained each machine learning

classifier because without removing unnecessary attributes

from the dataset result may be affected. The classifier algo-

rithm with feature selection gives better performance and

reduce the execution time of the model. For this process, three

different feature selection methods were used in this research.

1) FILTER METHOD

The filter is one of the methods to select the appropriate

feature. It selects the feature on their integral features without

integrating any learning classifier algorithm. This method

gives result faster as compared to the wrapper method. The

method assigns the score to every attribute based on their

statistical correlator between attributes. There are many filter

methods are available, but Correlation-based Feature Selec-

tion (CFS) method has been used. CFS is the algorithm to

select the feature-based on the attribute ranks. It assigns the

rank to attribute subset as based on the correlation heuristic

evaluation function [28]. The function works on the strategy

that creates two class labels, one is correlated to class and

low correlated class and selects only correlated label class

attributes.

2) WRAPPER METHOD

Wrapper method selects the subset of features based on a

precise machine learning algorithm [29]. It used the greedy

search method for finding a possible subset of features. The

method can be implemented with using any of the follow-

ing algorithms forward selection, backward elimination and

recursive elimination. In the research, we used the forward

feature selection method. The forward feature selection iter-

atively selects the feature. This procedure starts with the null

model and work iteratively and add the attribute in each step.

The attribute is keeping add in the model until the attribute

does not improve model performance.

3) EMBEDDED METHOD

The embedded method is decision tree algorithm for feature

selection. It selects the feature in each step works recursively

while the tree is growing and split the sample set into a

smaller subset. The most common decision tree algorithm

are: ID3, C4.5 and CART. There are other available method

s creating linear models. The most common methods are

LASSO [30] with L1 penalty and Ridge with L2 penalty.

In this research LASSO (least absolute shrinkage and selec-

tion operator) algorithm has been used. It performs two main

tasks: regularization and feature selection. In regularization, it

shrinks some feature coefficients to zero that means features

are not important for the predictor model.

E. CLASSIFICATION ALGORITHMS

Classification technique is an important feature of supervised

learning. Classifiers learn from the training dataset and apply

on the testing dataset for finding the target attribute. Below

there are classification techniques used in research.

1) ARTIFICIAL NEURAL NETWORK

Artificial neural network is a part of artificial intelligence.

It is a type of supervised machine learning. Its structure is

the same as the human brain. ANN also have neurons and

just like in human all neurons are interconnected to one

another, ANN neurons are connected to each other in layers

of the network. Neurons there are known as nodes. ANN

can solve the problem that has been impossible for human

or statistical standards. ANN consists of three layers: input,

hidden and output layers. The input layer takes input and

weight and passes to hidden layer for performing calculation
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TABLE 1. Description of Attributes in the Dataset.

and finding the hidden structures and patterns. The number of

hidden layers can be increased as required. The output layer

computes the output. The weight values from the output, i.e.

predicted, and actual value were recomputed and the network

again restarts for finding the class from the previous learning.

Therefore, ANN works based on backpropagation.

2) C5.0

C5.0 is a type of decision tree because it creates the decision

tree from the input. The tree has the number of branches. It

utilizes the tree structure to model the relationship between

features and potential outcomes. At each node of the tree,

the attribute of the dataset is chosen. It can handle nominal

and numeric features both. C5.0 is the extended version of the

C4.5 classification algorithm and uses information entropy

concept. Entropy is used for finding the impurity of features.

Information entropy is produced based on the calculation of

parent and child entropy values. This process is iterative and

works until there is no the further split.

3) LOGISTIC REGRESSION

Logistic regression is also a type of supervised learning algo-

rithm. It is a statistical model. The probability of target value

is predicted from logistic regression. It is divided the target

attribute into two-classes: success or not success. For success,

it returns 1 whereas it returns 0 for not succeeding. Logistic

regression is represented by equation 1:

P = 1/(1 + e^(−(b0 + b1x + b2x^2)) (1)

where P is the predicted value, b0, b1, b2 are biases and

x is is an attribute. It is used in various field of machine

learning application in social sciences and medical arena,

for example, for spam detection, diabetes detection, cancer

detection, etc. Logistic regression is the advanced version of

linear regression. Through this technique, we only concern

about the probability of the outcome variable.

4) CHAID

Chi-square automatic interaction detection (CHAID) is a type

of decision tree technique. It is used to determine the rela-

tionship between variables. Nominal, ordinal and continuous

data can be used in CHAID for finding the outcome. For

each categorical predictor, all possible cross-tabulation is

created in the CHAID model and it process works until the

best outcome is attained. The target or dependent variable

becomes a root node in the tree, the target variable is split into
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two or more parts as per the categories in target variable and

child of the root node are created using the statistical method

and variable relationship. Such a process will be till leaf nodes

of the tree. Ftest is used for the continuous dependent variable

and the Chi-square test is used for the categorical dependent

variable.

5) LINEAR SUPPORT VECTOR MACHINE (LSVM)

linear support vector machine (LSVM) is the modern partic-

ularly fast machine learning algorithm for solving multiclass

classification problem for the large dataset based on a simple

iterative approach. It is created the SVM model in linear

CPU time of the dataset. LSVM can be used for the high

dimensional dataset is the sparse and dense format. It is used

for solving the large dataset machine learning problems in

less expensive computing resource. Support Vector Machine

is a supervised classifier algorithm. It is used kernel trick for

solving the classification problem. Based on these transfor-

mations, ideal edge is found between the possible outputs.

SVM is used for the nonlinear kernel, such as RBF. For

the linear kernel, LSVM is an appropriate choice. LSVM

classifier is sufficient for all linear problems.

6) K- NEAREST NEIGHBORS (KNN)

KNN is a simple type of supervised algorithm. It can be used

for both classification and regression problems. However, it is

largely used for classification problems. KNN does not use

a particular training stage and use all the data for training

so that it is a lazy learning algorithm and also it does not

consider anything about the underlying data, so that is a non-

parametric learning algorithm. KNN stores the whole dataset

because it has no model so that there is no learning required.

When the new data enter for predicting the outcomes, it com-

pares K – neighbors so that selection of K’s value is very

important. The distance is calculated between two already

label data. The distance helps to find the nearest neighbor

of the new data. A Euclidian method is used for finding the

distance.

7) RANDOM TREE

The random tree is a type of supervised classifiers. It produces

lots of distinct learners. The stochastic process is used to

form the tree. It is a type of ensemble learning technique for

classification. It works the same as decision tree, but a random

subset of attributes uses for each split. This algorithm uses

for both classification problems and regression problems.

A group of random trees is known as a forest. The random

trees classifier takes the input feature set and classifies input

for every tree in the forest. The output of the random tree

selects from the majority of votes. In the tree, every leaf node

holds a linear model. The bagging training algorithm is used

to train the model.

F. VALIDATION METHOD OF CLASSIFIERS

The dataset was divided into parts: training dataset and testing

dataset. IBM SPSS modeller was used for the partition and

TABLE 2. Confusion Matrix.

prediction of the result. The training dataset contains 50% of

the data and remaining data is considered as the testing data.

The type tool of IBM SPSS was applied for changing the type

of attributes. The performance evaluationmatrix was received

for each classification algorithm.

G. PERFORMANCE EVALUATION MEASURE

Various evaluation matrices were used for checking the per-

formance of the classifier. For this purpose, the confusion

matrix was used. It is a 2∗2 matrix due to two classes in the

dataset. The confusion matrix gives two types of correct pre-

diction of the classifier and two types of incorrect prediction

of the classifier. The confusion matrix is presented in Table 2.

1) CONFUSION MATRIX DESCRIPTION

TP: True Positivemeans output as positive such that predicted

result is correctly classified.

TN: True Negative means output as negative such that

predicted result is correctly classified.

FP: False Positive means output as positive such that pre-

dicted result is incorrectly classified.

FN: False Negative means output as negative such that

predicted result is incorrectly classified.

2) CLASSIFICATION ACCURACY

Classification accuracy shows the correct rate of prediction

results. It computes from the confusion matrix. The classifi-

cation accuracy is found by equation 2:

accuracy =
TP + TN

TP + TN + FP + FN
∗ 100 (2)

3) CLASSIFICATION ERROR

Classification error shows the incorrect rate of prediction

results. It computes from the confusion matrix. The classi-

fication error is found by equation 3:

Error =
FP + FN

TP + TN + FP + FN
∗100 (3)

4) PRECISION

Precision is an important model performance evaluation

matrix. It is the fraction of related instances among the total

retrieved instances. It is a positive predicted value. The pre-

cision is calculated as follows in equation 4:

Precision =
TP

TP + FP
∗ 100 (4)
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5) RECALL

Recall is also an important model performance evaluation

matrix. It is the fraction of related instances among the total

number of retrieved instances. The recall is calculated as

follows in equation 5:

Recall =
TP

TP + FN
∗ 100 (5)

6) F-MEASURE

It is also known as F Score. F-measure is calculated so as

to measure the accuracy of test. It is calculated from the

precision and recall by equation 6:

F −Measure = 2∗
Precision ∗ Recall

Precision + Recall
(6)

7) ROC AND AUC

The performance of the classification model is measured

from the Receiver operating a characteristic curve (ROC).

ROC is a graph that is created for true positive rate vs. false

positive rate at different classifications threshold. The entire

area under the ROC curve is known as area of the curve

(AOC). It gives a collective measure of performance across

all achievable classification’s threshold.

8) GINI COEFFICIENT

It is also known as GINI index. It is a measure of statistical

distribution. It is used to measure the inequality amongst

values of attributes. It is also possible to say that it calcu-

lates the impurity of a particular attribute in the form of

degree or probability.

H. SMOTE

Synthetic Minority Oversampling Technique (SMOTE) is

used for oversampling the minority class. It is also known

as a balancer. It takes the whole dataset as input but works

only onminority class. It increases the percentage of minority

class. SMOTE used KNN for finding new instances. It does

not make any change in themajority cases. The new examples

are not simply duplicating of existing minority cases. Instead,

the calculation takes tests of the component space for each

target class and its closest neighbors and then produces new

models that join attributes of the objective case with the

highlights of its neighbors. This methodology builds the high-

lights accessible for each class and makes tests progressively

broad.

The mathematical symbols used in this research is shown

in the table 3.

I. STATISTICS TEST FOR MODEL COMPARISON

For the purpose of comparing two models, McNemar’s test

was applied on the predicted output of two models. The

McNemar’s test is used to determine whether there are dif-

ferences on bipolar dependent variables between two related

groups. In this test 2∗2 contingency matrix is formed of two

groups and p value is calculated. For this purpose, signifi-

cance level α = 0.05 is considered. If p< α, we can reject the

null hypothesis. If p> α, we fail to reject the null hypothesis.

If p value is less than α, it means both models show a

significant difference as regards the hypothesis. However, if p

> α, the difference would not be regarded as statistically

significant.

IV. EXPERIMENTAL AND RESULT

The result of this research including all outcomes and clas-

sification models from different perception will be discussed

in this section. IBM SPSS model is shown in figure 1. First,

the performance of different machine learning algorithm

viz. an artificial neural network, logistic regression, C5.0,

CHAID, random tree, K-nearest neighbors and linear support

vector machine have been checked on all features. Second,

part feature selection algorithm CFS, forward Wrapper and

LASSO have been applied on the dataset to find the impor-

tant features. Third, the performance of all above-mentioned

classification algorithm on important features was checked.

Fourth, SMOTE filter was also applied to the dataset and the

result of classifiers were checked. Various tools were used.

Weka tool was used for CFS and Forward method. r studio

was used for LASSO. IBM SPSS Modeler was used for the

performance of classifiers. Deep neural network was built in

IBM SPSS modeler. ANN was used with 2 hidden layers for

building deep neural network. Twelve nodes were used in

hidden layer 1 and eight nodes were in hidden layer 2.

A. RESULT WITHOUT FEATURES SELECTION

In this subsection, the full features of the dataset were used

and the result was tested on all seven machine learning

classification algorithms with 50% of training data and 50%

of testing data. The comparison matrix was created for all

algorithms. With the resultant matrix, three graphs were also

created for checking the variation of various classifiers. The

first graph provides a comparison of all classifier’s accuracy,

precision and recall. The second one contains the variation of

AUC and the third one includes the variation of F-measure.

The comparison of all classifiers showed that the C5.0 algo-

rithm achieved the highest accuracy, i.e. 96.10%. The value

of all parameters of C5.0: precision was 92.40%, recall was

97.30%, F-measure was 94.80%, AUCwas 97.80% and GINI

index was 0.96. The artificial neural network was trained on

3 hidden layers. The ANN achieved accuracy of 94.63%,

precision of 93.24% and recall of 92%. The logistic regres-

sion achieved accuracy of 71.71%, precision of 56.48% and

recall of 98.6%. The CHAID algorithm achieved accuracy

of 96%, precision of 93.50% and recall of 92%. The LSVM

with Penalty L1 and Lambda 0.5 achieved accuracy of 92.2%,

precision of 83.90% and recall of 97.33%. The LSVM with

Penalty L2 and Lambda 0.5 achieved accuracy of 94.63%,

precision of 90% and recall of 96%. The KNN gave the worst

result for this dataset with a K value of 5: accuracy of 64.39%,

precision of 59.01% and recall of 96%. The random tree algo-

rithm achieved accuracy of 90.73%, precision of 83.34% and

recall of 93%. As a result, ANN achieved the highest AUC

and C5.0 achieved F-measure. The result of all classifiers is
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TABLE 3. Description of Used Mathematical Symbol.

as follows in table 4. The comparison of precision, recall and

accuracy is described in figure 2. The comparison of AUC

is described in figure 3. The comparison of F-Measure is

described in figure 4.

B. RESULT OF CORRELATION-BASED FEATURE SELECTION

(CFS)

In this subsection, the important features were selected by

CFS algorithm to pass in the classifier algorithms for predict-

ing the outcomes. Six most important features were used for

finding the outcomes such as bp, pc, pe, ane, pcv and rbc.

As per the CFS algorithm, bp and pc are the most important

factors for predicting Chronic Kidney Disease. The result of

CFS algorithm is shown in figure 5. The performance of all

seven classifiers was described in table 5. The LSVM with

Penalty L2 and Lambda 0.5 achieved the highest accuracy

for selected features from the CFS algorithm with 95.12%

accuracy, 93.34% precision and 93.34% recall. C5.0 and

CHAID achieved an accuracy of 92.68%. The C5.0 algorithm

achieved 85.71% precision and 96% recall. The CHAID

algorithm achieved 92.68% accuracy, 96.87% precision and

83% recall. The ANN algorithm achieved 91.71% accuracy,

89.19% precision and 88% recall. The logistic regression

algorithm achieved the lowest accuracy of 51.22%, 96.87%

precision and 92.54% recall. The LSVMwith Penalty L1 and

Lambda 0.5 achieved 93.66% accuracy, 87.8% precision

and 96% recall. The KNN achieved for this dataset with

a K value of 5 accuracy of 53.17%, precision of 97.05%

and recall of 100%. The random tree algorithm achieved

87.80% accuracy,82.05% precision and 85% recall. As from

the result, LSVM with penalty L1 achieved the highest

AUC. The comparison of precision, recall and accuracy is

described in figure 5. The comparison of the GINI index is

shown in figure 6. The comparison of AUC is described in

figure 7.

C. RESULT OF WRAPPER FORWARD FEATURE SELECTION

AND CLASSIFICATION

In this subsection, the important features were selected by

Wrapper forward feature selection algorithm to pass in the

classifier algorithms for predicting the outcomes. Six most

important features were used for finding outcomes such as

hemo, htn, dm, cad, pe, al. As per the CFS algorithm, hemo

and htn are the most important factors for predicting Chronic

Kidney Disease. The result of the Wrapper algorithm is

shown in figure 9. The result of all classifier algorithm perfor-

mance is described in table 6. The C5.0 achieved the highest

accuracy with the Wrapper algorithm, namely 96.1% accu-

racy, 98.55% precision and 90.67% recall. ANN, CHAID

and the random tree also gave a good result. The ANN

algorithm achieved 94.63% accuracy, 90% precision and 96%

recall. The CHAID algorithm achieved 94.63% accuracy,

93.24% precision and 92% recall. The random tree algorithm

achieved 94.63% accuracy, 93.24% precision and 92% recall.

The logistic regression algorithm achieved 78.54% accuracy,

98.55% precision and 100% recall. The LSVM with Penalty

L1 and Lambda 0.5 achieved 94.15% accuracy, 88.89% preci-

sion and 96% recall. The LSVMwith Penalty L2 and Lambda

0.5 achieved 93.66% accuracy, 87.80% precision and 96%

recall. The KNN gave the worst result for this dataset with

a K value of 5 76: 10% accuracy, 95.58% precision and

95.58% recall. As from the result, LSVMachieved the highest

AUC. The comparison of precision, recall and accuracy is

described in figure 10. The comparison of the GINI index

is shown in figure 11. The comparison of AUC is described

in figure 12.

D. RESULT OF LASSO FEATURE SELECTION

In this subsection, the important features were selected by

LASSO feature selection algorithm to passe in the classifier

algorithms for predicting the outcomes. Six most important

features were used for finding outcomes such as rbc, pc, al,

ba, su, pcc. As per the LASSO FS algorithm, rbc and pc

are the most important factors for predicting Chronic Kidney

Disease. The result of the LASSO FS algorithm is shown

in figure 13. The result of algorithm performance for all

seven classifiers is described in table 7. LSVM and CHAID

achieved the highest accuracy of 97.07%. LSVM with both

penalty L1 and L2 achieved 97.07% accuracy, 98.59% pre-

cision and 93.33% recall. The CHAID algorithm achieved

VOLUME 9, 2021 17319



P. Chittora et al.: Prediction of Chronic Kidney Disease

FIGURE 1. IBM SPSS model for kidney disease prediction.

97.07% accuracy, 100% precision and 92% recall. The ANN

algorithm achieved 94.63% accuracy, 90% precision and 96%

recall. The random tree algorithm achieved 90.24% accuracy,

80.90% precision and 96% recall. The logistic regression

algorithm achieved 74.15% accuracy, 80.23% precision and

100% recall. The random tree algorithm achieved 88.78%

accuracy, 78.26% precision and 96% recall. The KNN gave

the worst result for this dataset with a K value of 5: 56.59%

accuracy, 92% precision and 100% recall. As from the result,

LSVM achieved the highest AUC. The comparison of pre-

cision, recall and accuracy is described in figure 13. The

comparison of the GINI index is shown in figure 14. The

comparison of AUC is described in figure 15 shows.

E. RESULT OF SMOTE

As the above result, it was observed that the highest accuracy

achieved on the selected features was given by LASSO fea-

ture selection method. Thus, SMOTE technique was applied

on full features and on selected features given by LASSO

regression method. The performance of ANN, CHAID,

LSVM and Random Tree was checked by SMOTE. These

classification algorithms were performed very well in all
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FIGURE 2. Comparison of precision, recall and accuracy for all classifiers without feature selections.

FIGURE 3. Performance of Area under curve for all classifiers without feature selections.

FIGURE 4. Performance of F-Measures for all classifiers without feature selections.

experiments. As the above result, Logistic regression and

KNN were not performed well on this dataset, so these two

classification techniques performance were not checked with

SMOTE technique.

1) SMOTE WITH SELECTED FEATURES

The main purpose of this experiment was to increase the

performance of the model and to achieve higher accu-

racy in this model. As per the expectation, this experiment
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FIGURE 5. Dataset Feature importance using CFS algorithm.

TABLE 4. Performance of Classifiers Without Feature Selection.

FIGURE 6. Comparison of precision, recall and accuracy for all classifiers after correlation-based feature selection.

gave the highest accuracy as compared to without SOMTE

in LASSO’s selected features model. Linear Support Vec-

tor Machine (LSVM) achieved the highest accuracy with

98.46%. LSVM with penalty L1 and L2 gave the same

result i.e. 98.46% accuracy, 98.59% precision and 97.22%

recall. Table 8 shows the result of classification model with
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FIGURE 7. Performance of GINI index for all classifiers after correlation-based feature selection.

TABLE 5. Performance of Classifiers After Correlation-Based Feature Selection.

FIGURE 8. Performance of area under the curve for all classifiers after correlation-based feature selection.

SMOTE and LASSO. It can be noted that all the algorithms

were performed better with SMOTE than without SMOTE.

After the LSVM, CHAID achieved 97.95% accuracy, 95.49%

precision and 99% recall. ANN achieved 91.92% accuracy,

84.34% precision and 95.89% recall. C5.0 achieved 88.72%

accuracy, 77.17% precision and 98.61% recall. The Random
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FIGURE 9. Dataset feature importance using CFS algorithm.

FIGURE 10. Comparison of precision, recall and accuracy for all classifiers after Wrapper feature selection.

FIGURE 11. Performance of GINI index for all classifiers after Wrapper feature selection.

tree achieved 89.23% accuracy, 78.02% precision and 99%

recall. The comparison graph of precision, recall and accu-

racy for all algorithms is shown in figure 17. The comparison

graph of AUC for all algorithms is shown in figure 18. The

comparison graph of F-Measure for all algorithms is shown

in figure 19.
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FIGURE 12. Performance of area under the curve for all classifiers after Wrapper feature selection.

TABLE 6. Performance of Classifiers After Wrapper Method Feature Selection.

TABLE 7. Performance of Classifiers After Lasso Feature Selection.

2) SMOTE WITH FULL FEATURES

As after the LASSO, full features model performance was

satisfactory. So also SMOTE was applied on models with

full features and all 5 classifiers performed well in this

case. LSVM with penalty L2 achieved the highest accu-

racy with 98.86%, precision of 96.67% and recall of 100%.
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FIGURE 13. Dataset feature importance using LASSO regression algorithm.

FIGURE 14. Comparison of precision, recall and accuracy for all classifiers after LASSO feature selection.

Table 9 shows the result of classification model with SMOTE

and full features. It should be noted that all the algorithms per-

formed better with SMOTE than without SMOTE. After the

LSVM with penalty L2, CHAID achieved the highest accu-

racy. CHAID achieved 97.25% accuracy, 91.93% precision

and 100% recall. ANN achieved 96.47% accuracy, 98.14%
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FIGURE 15. Performance of GINI index for all classifiers after LASSO feature selection.

FIGURE 16. Performance of area under the curve for all classifiers after LASSO feature selection.

FIGURE 17. Comparison of precision, recall and accuracy for all classifiers with SMOTE and selected features.

precision and 91.38% recall. LSVMwith penalty L1 achieved

96.53% accuracy, 91.04% precision and 100% recall. ANN

achieved 96.47% accuracy, 98.14% precision and 91.38%

recall. C5.0 achieved 96.45% accuracy, 96.61% precision and

93.44% recall. The Random Tree achieved 91.43% accuracy,

84.72% precision and 94% recall. The comparison graph of
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FIGURE 18. Performance of AUC for all classifiers with SMOTE and selected features.

FIGURE 19. Performance of F-Measure for all classifiers after LASSO feature selection and SMOTE.

TABLE 8. Performance of Classifiers With SMOTE and Selected Features.

precision, recall and accuracy for all algorithms is shown

in figure 20. The comparison graph of AUC for all algorithms

is shown in figure 21. The comparison graph of F-Measure for

all algorithms is shown in figure 22.
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FIGURE 20. Comparison of precision, recall and accuracy for all classifiers with SMOTE and full features.

FIGURE 21. Performance of AUC for all classifiers with SMOTE and full features.

FIGURE 22. Performance of F-Measure for all classifiers after LASSO feature selection and SMOTE.

F. COMPARISION MATRIX OF ALL EXPERIMENTS

It was observed that ANN, C5.0, CHAID, LSVNM and Ran-

dom tree performed well on the considered CKD dataset.

The Logistic regression and KNN have not given outcomes

as expected. So, the comparison table has been created for

five best-performed algorithms of all different technique type.
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TABLE 9. Performance of Classifiers With SMOTE and Full Features.

FIGURE 23. Comparison of all classifier models.

TABLE 10. Classifier Performance in Various Models.

The result is described in table 10. The accuracy comparison

graph is shown in figure 23.

G. PERFORMANCE OF LSVM IN ALL TECHNIQUES

As the above result, LSVM with penalty L2 gave a better

result in all techniques is it was discussed previously. In this

section, the performance of LSVM will be discussed. The

table 11 shows the result of LSVM in all techniques. Along

with the table, there is the graph on the table data. Fig-

ure 24 shows the comparison of LSVM in all techniques.

H. VALIDATE MACHINE LEARNING MODEL

To validate the findings above, the study includes results

from another data set found at The Cancer Imaging Archive
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FIGURE 24. Comparison of LSVM in different models.

TABLE 11. Performance of LSVM in all Machine Learning Models.

(TCIA). The dataset has 210 instances of kidney disease

patient. It contains 48 attributes and 1 target variable. The

dataset was used on the same models applied earlier. These

findings are given below and are, in general, comparable

to earlier results with no significant differences observed.

Though, the outcome of applying machine learning models

largely dependens on the specific dataset, the experiments

above validate earlier findings, namely, SMOTE with full

features result. Table 12 shows the result of both datasets.

I. PERFORMANCE OF DEEP NEURAL NETWORK

In this research work, artificial neural network was used for

machine learning and deep neural network-based analysis.

For machine learning artificial neural network used only

single hidden layer, but for the usage of the artificial neural

network as a deep neural network more hidden layers can

be added. So as to test the performance of machine learning

classifier algorithms, one deep neural network model was

built and the results were noted. In some cases, the deep

neural network gave strong result and important features were

extracted by itself, that is, no feature selection algorithm was

required. The same dataset was used for building a deep

neural network. It was noted that a deep neural network

achieved the highest accuracy of 99.6% and it was better than

other machine learning models.

V. DISCUSSION OF MACHINE LEARNING MODELS

All the machine learning models but Logistic and KNN

classifiers give satisfactory result and have the negligible

difference between precision and recall values. In comparison

with them precision for Logistic and KNN classifiers is low

whereas recall is high. It indicates that these two classifiers

give many False positive results due to unbalanced dataset.

Logistic and KNN algorithms have not enough capacity to

distinguish between positive class and negative class as the

related AUC score is very low. Along with AUC, the GINI

coefficient is also not satisfactory. Hence, Logistic and KNN

are not suitable for the prediction of CKD. In all cases LSVM

with L1 and L2 penalty has the best precision, recall, AUC

score andGINI coefficient and themodel achieved the highest

accuracy in majority cases.

VI. PERFORMANCE COMPARISON OF MACHINE

LEARNING MODEL AND DEEP NEURAL NETWORK

All the machine learning model results was discussed in the

table 10 and according to it LSVMwith penalty L2 performed

best in SMOTE with full features and achieved the highest

accuracy of 98.46%. As discussed, the deep neural network

achieved the highest accuracy from among all models with

99.6%. In order to compare the performance of two models,

McNemar’s test was applied. For this test, the highest accu-

racy was achieved by machine learning model, i.e., LSVM

VOLUME 9, 2021 17331



P. Chittora et al.: Prediction of Chronic Kidney Disease

TABLE 12. Validation of Machine Learning Model.

with SMOTE for all features and a deep neural network was

taken and their significant value was noted. The p value of

this test was 0.29 and it is greater than significant level (α =

0.05) and, hence, we would reject hypothesis.

VII. CONCLUSION

This article objects to predict Chronic Kidney Disease based

on full features and important features of CKD dataset.

For feature selection three different techniques have been

applied: correlation-based feature selection,Wrapper method

and LASSO regression. In this perception, seven classifiers

algorithm were applied viz. artificial neural network, C5.0,

logistic regression, CHAID, linear support vector machine

(LSVM), K-Nearest neighbors and random tree. For each

classifier, the results were computed based on full fea-

tures, selected features by CFS, selected features by Wrap-

per, selected features by LASSO regression, SMOTE with

selected features by LASSO, SMOTE with full features.

It was observed that LSVM achieved the highest accuracy

of 98.86% in SMOTE with full features. All classifiers

algorithms performed well on features selected by LASSO

regression with SMOTE and without SMOTE. SMOTE with

full features gave the best result for all 5 classifiers. In this

research, a total of 7 classifiers were used. However, Logistic

and KNN did not give suitable results and it was why they

were not used in SMOTE. As per the result, it is concluded

that SMOTE is a best technique for balancing a dataset.

It is noted that SMOTE gave better results with selected fea-

tures by LASSO regression as compare to without SMOTE

on LASSO regression model. LSVM achieved the highest

accuracy in all experiments as compared to other classifiers

algorithms.
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