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ABSTRACT Predicting city-scale taxi origin-destination (OD) flows takes an important role in under-
standing passengers’ travel demands as well as managing taxi operation and scheduling. But the complex
spatial dependencies and temporal dynamics make this problem challenging. In this paper, a hybrid deep
neural network prediction model based on convolutional LSTM (ConvLSTM) is proposed. For improving
the prediction accuracy, the implicit correlation between travel time and OD flow is explored and they are
combined as inputs of the prediction model. Moreover, in order to realize OD flows prediction at the road
network level, and solve the problem that grid-based representation method cannot distinguish traffic flow
at different heights, such as in multi-layer overpass areas, this paper presents a grid and road nested method
to represent ODs. With the time of day partitioned into time slots, OD flows are extracted and predicted in
both spatial and temporal domain. In the experiment, real taxi data are used to verify the proposed model and
prediction method fully. And the experimental results show that the proposed model can effectively predict
city-wide taxi OD flow, and outperforms the typical time sequence models and existing deep neural network
models.

INDEX TERMS Prediction of dynamic origin-destination flows, hybrid deep neural network, demands for

taxis, GPS trajectory of taxis.

I. INTRODUCTION

A. BACKGROUND

The purpose of predicting taxi origin-destination (OD) flows

is to obtain the travel demand between ODs within a

certain period. City-wide taxi OD flows can reflect the

spatial-temporal distribution of taxi passengers’ departure

and arrival flows, and accurate prediction of it is an indis-

pensable prerequisite for traffic modeling and planning.
Generally, the OD estimation can be divided into static and

dynamic OD estimations based on the assumption of static or
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dynamic changes of traffic flows on the transportation links.
Previously, due to the limited means of observation, most
studies focused on static OD flow estimation, and it was usu-
ally assumed that the traffic flow on the road sections was sta-
ble during a relatively long observation period (e.g., 1 week,
1 month, or 1 year) [1]. For static OD flow estimation, various
optimization and statistical models have been proposed, e.g.,
maximum entropy (information minimization) [2], [3], maxi-
mum likelihood [4], Bayesian reasoning [5], generalized least
squares for networks without congestion [6], and bi-level pro-
gramming for congested networks [7]. Since these methods
are based on the assumption that the traffic flow is stable, they
cannot be used for short-term prediction or circumstances
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with unstable traffic flow. In the actual urban traffic, affected
by various uncertain factors, the traffic flow usually fluctuates
in a short time, which does not fully satisfy the static hypoth-
esis. Therefore, the research focus of OD flow estimation has
been shifted to dynamic OD flow estimation.

The emergence and popularity of new sensor devices,
especially positioning devices such as the GPS, have made
dynamic OD flow estimation and prediction possible. Call
dial record (CDR) data, positioning data on users’ mobile
devices, and GPS data on vehicles are used for estimation
and prediction of OD flows [8]-[10]. The data cover a large
spatial-temporal scope, involves a large amounts of samples,
and can accurately obtain the user’s location with a high sam-
pling rate, so the departure time, origin, destination, arrival
time, trip time, route trajectory, and even travel purposes of
individuals can be relatively precisely recorded [11], which
is very helpful for fine-grained estimation of OD flows in
the spatial-temporal domain. Current studies on taxi OD
flow prediction based on taxi trajectory generally use the
method of traffic analysis zone (TAZ), which divides the
urban area into several grids spatially, regards each grid as
a region, and counts the number of trips from one region to
another. However, this method fails to make full use of the
accurate positioning ability of the GPS device, and it is still
a coarse-grained statistical analysis method from the spatial
perspective. To fully utilize the fine-grained characteristics
of taxi trajectory in the spatial-temporal domain, we propose
a grid and road nested OD representation method, and uti-
lizes ConvLSTM, Conv2DTranpose, and SeparableConv2D
to construct a hybrid deep neural network prediction model,
which can be applied to explore the correlation between
OD flow and travel time, and estimate the taxi OD flows
on the city scale. To the best of our knowledge, there has
been no study focusing on combining OD flows with travel
time and performing fine-grained OD flow prediction in the
spatial-temporal domain.

B. LITERATURE REVIEW

Traffic prediction has been extensively studied for many
decades. However, due to the complex spatial dependencies
and nonlinear temporal dynamics, it is still a challeng-
ing problem [12]. The research process has generally
gone through two stages of development, i.e., the math-
ematical model-driven stage and the data-driven stage.
The models can be roughly divided into parameterized
models, non-parameterized models, and hybrid integration
models [13].

Prediction of OD flow in the earlier stage was mainly
driven by mathematical models, and the main body of the
prediction model was often a parametric model. The typical
models are statistical analysis models based on time series,
e.g., the autoregressive integrated moving average (ARIMA)
model and its variants [14]. The ARIMA model considers
the intrinsic relevance of traffic variables over time and
applies auto-regression for prediction [15]. For its simplicity
in structure and only driven by endogenous variables, there
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is no need to consider other exogenous variables, but the
time series or its difference should be stable. As a linear
relationship model in nature, the ARIMA model is not suit-
able for describing the relationship between dynamic changes
and nonlinear variables. In addition, Kalman filtering and
its extension were also models commonly used in the pre-
diction of traffic variables [16]-[18]. Kalman filtering was
mainly constrained by the hypothesis that the noise followed a
Gaussian distribution, and for the extended Kalman filtering,
errors could easily occur during the linearization process,
which could affect the accuracy of the solution. In terms of
OD flow prediction, Ashok et al. used Kalman filtering for
time-dependent OD flow prediction based on traffic flow and
average velocity data observed on the road [19]. Based on bus
card swiping data, Chen et al. used Kalman filtering to predict
the short-term OD flow of bus lines [20]. The main drawback
of the time series-based methods was that the prediction of
traffic variables failed to take into account the spatial correla-
tion of the road network; thus, some studies have been carried
out to explore the influences of the spatial factors of the road
network on the prediction performance [21].
Non-parameterized models mainly include k-nearest
neighbor (KNN), support vector regression (SVR), support
vector machine (SVM), and artificial neural networks [22].
Artificial neural networks (ANN), especially deep neural
networks that have been rapidly developed in recent years,
e.g., CNN and RNN, can describe complex nonlinear rela-
tionships between variables. Ren et al. developed an effec-
tive approach for non-linear and nonperiodic traffic speed
prediction on urban road networks based on convolutional
neural networks, achieved an average improvement of pre-
diction accuracy from 0.9% to 3.3% for highly fluctuating
road segments and up to 23.8% improvement in accuracy
for individual road segment [23]. Lv et al. constructed a
stacked autoencoder (SAE) deep network model for traffic
flow prediction of local highway networks, indicating that
deep networks could better capture the spatial-temporal cor-
relation characteristics of data compared with the traditional
shallow models such as the machine learning algorithms back
propagation neural networks and SVM, and the prediction
accuracy could be significantly improved [24]. Since CNN
can extract the correlation of spatial features and RNN can
extract the correlation of temporal features, the integration
of the two has the ability to extract spatial-temporal fea-
tures. Hence, it is widely applied for the spatial-temporal
analysis of traffic flow. Yu et al. constructed spatiotemporal
recurrent convolutional networks (SRCNSs) to convert the
running speeds of vehicles in urban road networks into
images, predicted the vehicle running speed using image
sequence analysis, and analyzed its superior performance
in models like SVM and SAE [25]. Duan et al. used the
hybrid deep neural network composed of CNN and long
short-term memory (LSTM) to analyze the GPS trajectory
data of taxis and forecast the citywide traffic flow. Con-
sidering the spatial-temporal characteristics of traffic flow
changes, they extended the traditional traffic flow prediction
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from road sections to the entire urban road network [26].
Moreover, De Brébisson et al. applied RNN in taxi destination
prediction, predicting taxi destination based on the GPS
trajectory of the taxi after it had just departed, and the results
showed the excellent prediction performance of RNN [27].
Using deep learning technology to predict the evolution of
congestion in large-scale transportation networks, Ma et al.
proposed a recurrent neural network-restricted Boltzmann
machine deep prediction model that applied GPS trajectory
data to predict the formation, spread, and dissipation of traffic
jams [28]. The prediction accuracy rate reached 88%, and
its performances exceeded than that of BP NN and SVM
by over 20%. Zheng et al. adopted deep residual networks
to predict the flow of people in urban areas, achieving a
better performance than that of prediction methods such as
ARIMA and vector auto-regression (VAR) [29]. In order to
take more exogenous dependencies into consideration, fusion
deep network [30] and deep multi-view spatial-temporal
network (DMVST-Net) [31] were proposed for predicting
people’s demands for online taxi-hailing services, which
outperformed ARIMA and multiple layer perceptron. Li et al.
proposed a diffusion convolutional recurrent neural network
for the traffic flow prediction, and achieved a 12%-15%
improvement on the prediction accuracy [32]. The above
applications show that deep neural networks provides an
effective new way for traffic prediction.

Deep learning technology was first used for network OD
prediction in 2008, when Qian et al. introduced RNN technol-
ogy to analyze wireless communication network traffic [33].
RNN performed better than the gravity model in predicting
OD flows, showing the great potential of RNN in network
analysis. Few studies have been carried out on traffic OD
flow prediction in the current stage, and different traffic data
were used in these studies. Toqué et al. used LSTM to analyze
the swiping data of metro passengers to predict dynamic OD
flows between metro network sites, the performance of which
was improved compared with the traditional VAR and Calen-
dar methods [34]. However, Toqué et al.’s method cannot be
fully applied to the prediction of dynamic OD flows of taxis
because the metro lines are relatively fixed, the road network
has a limited scale relative to the road traffic network, and the
running time between the metro stations is fixed.

In general, with the increasing enrichment of traffic data,
non-parameterized prediction models have begun to play a
role in nonlinear, static, and dynamic processes as well as
spatial-temporal analysis, thus becoming the most effective
traffic prediction models in the current phase. Besides, some
of these models can also be combined with environmental
factors to further improve the accuracy of prediction [35].

C. MOTIVATION

As aforementioned, the deep learning technology has been
successfully applied in traditional traffic prediction [24], [34],
[36], [37], while the spatial-temporal characteristics of traffic
variables can be analyzed by constructing a hybrid deep
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neural network [15]. In addition, the increasing accumulation
of traffic big data, e.g., trajectory data of urban taxis, has
enabled the application of deep learning. Inspired by this,
we tried to use deep learning technology for short-term pre-
diction of city-scale taxi OD flows to explore the effective-
ness of deep learning technology in prediction of OD flows.

As far as we know, there has not been any similar research
using deep learning to predict urban taxi OD flows. The
research conducted by Toqué et al. [34] is closest to our study.
They used LSTM and the swiping data of metro passengers to
predict the OD flows of the metro network by regarding the
OD flows between different metro stations as a time series.
However, our hybrid deep neural network not only takes
into account the travel frequency but also the travel time of
OD flows, exploring the correlation of OD flows from both
the spatial and temporal perspectives to improve prediction
accuracy.

Current OD flow prediction technologies are unable to
accurately obtain the origins and destinations of travelers. For
example, when mobile phone data are used for OD estima-
tion, the accuracy of the location depends on the location of
the base station [10]. Thus, the data analysis mostly reflects
the distribution of OD flows between TAZs. Compared with
bus card swiping data and mobile phone data, the trajectory
data of taxis are characterized by better positioning perfor-
mance and higher sampling frequency, based on which the
origin and destination of each passenger can be accurately
estimated. Usually, each origin and destination can be posi-
tioned to a specific point on the road where the taxi is run-
ning. Therefore, we considered implementing fine-grained
OD flow analysis and integrating the TAZ with the road
network so that the estimated OD flows can be refined to
roads in TAZs, which is not only more conducive to providing
detailed information about taxi demand but also helpful to
estimate the traffic flow of roads. Thus, the problem is that the
OD matrix will be very large and sparse, which will result in
huge consumption of computing resources, so the dimension
compression of OD matrices needs to be properly handled.

This study contains the following research objectives:

« To explore the OD flow prediction problem at the road
network level, and at the same time, to solve the problem
that the grid-based representation method cannot distin-
guish the traffic flow at different heights in multi-layer
overpass areas;

o To design a hybrid deep neural network to explore the
spatiotemporal correlation of OD flows;

« To explore the implicit correlation between OD flow
and travel time and the influence of OD travel time on
the prediction accuracy of OD flow in the deep network
model.

And the main contributions of this study are as follows:

1) A fine-grained OD representation method is proposed
to refine the expression of OD flow to the road network
level. The method enables the traffic flow to have road
attributes and overcomes the problem that the grid-based
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FIGURE 1. Grid division of the urban traffic network.

representation method cannot distinguish the traffic flow
on the road at different heights in multi-layer overpass
areas.

2) The proposed method can learn the spatial-temporal fea-
tures of OD flow by using the ConvLSTM model, cap-
ture the sparse features of data with conv2DTranpose,
and finally, obtain the spatial position relationship
between the travel time OD matrix and the OD flow
matrix by using SeparableConv2D point-by-point con-
volution.

3) Additionally, the proposed method makes use of the
correlation between the travel time and travel frequency
of OD flow, i.e., the travel time matrix and the travel
frequency matrix are simultaneously fed into the deep
network model to improve the accuracy of OD flow
estimation.

D. ORGANIZATION OF THE PAPER

The subsequent sections are organized as follows: In
Section II, the problem of fine-grained prediction of OD
flows is defined. Section III introduces the method of pre-
dicting the OD flows using the hybrid deep neural network.
This section first briefly introduces the proposed hybrid deep
neural network, then the principle of three basic deep neu-
ral network blocks, i.e., ConvLSTM, conv2Dtranspose and
SeparableConv?2 are introduced in detail, and finally the OD
flow prediction method combining travel time is described.
In Section IV, a case study is conducted to compare the per-
formance of the proposed method with the currently available
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OD flow prediction methods, offering test results based on a
real dataset of taxis. In Section V, the conclusions from this
study and the prospects for future research are presented.

Il. PROBLEM DEFINITION AND OD DATA ANALYSIS

A. PROBLEM DEFINITION

In this section, we present the fine-grained OD representation
and define the problem of OD flows prediction.

Traditional OD flow prediction is usually TAZ-based. With
the improvement and popularization of data sensing technol-
ogy, the traffic state can be perceived increasingly accurately,
and more and more types of information can be perceived,
making finer traffic analysis possible. The trajectory data of
taxis used in this study contain information such as occupa-
tion status (available or unavailable), longitude and latitude
of the GPS sampling point, GPS sampling time, and taxi ID.
With these information, the pick-up point and drop-off point
of each taxi trip can be extracted, thereby obtaining the OD
of one trip [38]. Since the OD of trips can be aggregated
to a specific road section in the road network, we refine the
OD flow of the taxi to the road, which is more conducive to
vehicle scheduling and the analysis of road network traffic
flow, and it allows the driver to search for passengers on the
road rather than in an area.

We first partition the urban road network into grids that
are equally spaced horizontally and vertically. Assuming
the urban area is divided into N parts in the horizontal
direction and M parts in the vertical direction, a N x M
rectangular grids are obtained. As shown in figure 1,
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FIGURE 2. Description of OD flow with grid-nested road network. (A) Grid and road network
nesting diagram. (B) Origins on road network. (C) Destinations on the road network.

each grid is represented by Grid(n, m), where (n,m) €
ZT(Z*indicates a positive integer). The latitude range of
Xi’an City is (34.181, 34.370), and the longitude range
is (108.829, 109.076). In this paper, we divide the urban
area into 16 x 16 grids, and the actual size of each grid
is 1.314 km x 1.718 km.

Figure 2 shows the red area marked in figure 1. The figure
gives an example of representing OD with the grid and road
network nested method. Figure 2(A) shows that OD flow
becomes sparse within a given time interval. When OD flow
is represented with the road network, there is only one trip
between origin and destination road sections; when the OD
flow expression method is based on the traffic community,
there are six trips between the origin grid and the destination
grid. Figure 2(B) shows the starting point position at the level
of the road network. Also, figure 2(C) shows the destination
location at the level of the road network, in which each OD
in the figure corresponds to the road network in different
sections. The location in figure 2(C) is an interchange in
Xi’an city, whose function is to connect two main roads. It is
composed of a main north-south bridge and four directional
ramps, and it is a double-deck long-strip clover leaf inter-
change. Therefore, compared with the grid-based method,
our grid and road network nested method divides urban areas
hierarchically, so that traffic flows with road attributes can
effectively distinguish the traffic flows on roads at different
heights in multi-layer overpass areas; thus, the expression of
OD flows can be refined to the level of the road network.
In the case that a dataset from a large number of taxis is
available, it is feasible to use the grid and road nested network
to represent OD flow.

As shown in figure 3, each grid contains a different number
of road sections, and a triple can be defined as (n, m, rid),
where (n, m) denotes the position coordinates of the grid,
and rid is the identification number of a certain road section
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in the grid Grid(n, m). Here, each small grid has unique
coordinates, the roads are highlighted in yellow, and each
road section has a unique identification number.

All the road segments in the divided NxM rectangular
grids are encoded with a number. For each road segment,
a triplet is generated, and the generated triplets are recorded
into the triplet set R = {(n,m, k)|l < n < N,1 < m <
M, keZt}.

Definition 1 (Time Slot): Each 15-minute interval is
defined as a time slot, so each day can be divided into 96
(24x4) time slots. The set S = {sj(or, dy)|1 <j < 96)} is
used to represent all 96 time slots of a day, where s; is the jth
time slot, and o, and d; denote the start time and end time of
the jth time slot, respectively.

Definition 2 (Trip): The expression trip(o, d, s;) indicates
that the trip starts at time slot j from the origin o to the
destination d.For each trip, a trip sign is defined as follows

I, ifor<t<d
trip_sign(o, d, sj, 1) = 0 oljzrh:wise< t W

where t represents the start time of the trip.
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Definition 3 (The Number of Trips Between ODs): The
number of trips between ODs is defined as the number of trips
from the origin road section to the destination road section in
time slot j, which can be computed as follows:

trip_frequency(o, d, s;) = Z trip_sign(o, d, s;j, At)
telor,d;]

@

Definition 4 (OD Matrix): Let the number of elements in
the triplet set R be C, corresponding to C road sections. The
OD matrix can be expressed as follows:

.0 (O (0] (O

Yia Y2 o Yy o dice
()] ()] ) ()]

Y1 Y22 0 Ve 0 Vic

v _ | : : : 3

) 0] ()] )

Yoo Yipoo o Yoo Y

()] ()] ) ()]

e Yeo 0 Yoo 0 Yecd

where1 <1 < C,1 < r < C,whosesizeis CxC,represents
the OD matrix corresponding to the time slot j, where ygl)r
denotes the number of trips, with the /th triplet as the origin
road section and the rth triple as the destination road section.

The problem of fine-grained OD flow prediction can be
defined based on the above definitions.

Problem 1: Given the historical OD flows observation
matrices EY(i) i=0,1,---,1t— 1}, the OD matrix of the ¢th

time slot, Y® , need to be predicted.

The origin or destination in the OD matrices represents a
road in a certain grid. The essence of this representation is
to characterize OD flows from one road section to another.
Such fine-grained representation allows for a more accurate
representation of passengers’ travel demands. Moreover, for
relatively long road section crossing multiple grids, grid con-
straint can avoid the ambiguity in representing flows on the
same road section.

B. OD DATA'S FEATURE ANALYSIS

In this section, we analyze the correlation between travel
frequency and travel time by comparing travel frequency and
travel time in a different time slot on weekdays and weekends.

1) THE FREQUENCY OF TRIPS

Here we compare OD travel frequency on weekdays and
weekends. As shown in figure 4(a), the travel frequency of
all taxis in the Third Ring of Xi’an on a working day is
shown by the solid line for weekdays and the dotted line for
weekends. By comparing the travel frequency of passengers
on weekdays and weekends (every 15 min), we can find
that the travel frequency of passengers on weekends lags
behind that on weekdays. Especially during the period from
6:00 to 11:30, passengers travel more frequently on weekdays
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than on weekends. A possible reason is that most people
take a taxi to work place in the morning on weekdays,
so there are more vehicles on a limited road and the speed is
relatively slower. Citizens have a fixed lifestyle on working
days, such as workers commuting between their residential
area and work area, and students traveling between home
and school. Therefore, the demand for taxis is relatively
fixed. In addition, in figure 4(b), the solid blue line is the
average travel frequency for five days in the week, and the
orange dotted line is the average travel frequency for two
days on the weekend. It is obvious that during the period
from 6:00 to 7:00 and from 9:00 to 11:00, the frequency of
travel on weekdays is more than that on weekends, and from
11:00 to 13:00, the frequency of travel on weekends is more
than that on weekdays. In addition, during the periods from
17:00 to 18:00, 19:30 to 20:00, and 22:30 to 23:30, the travel
frequency on weekends is more than that on weekdays.
According to Wang’s study [39], residents have no fixed
lifestyle on weekends, and most of them choose to stay at
home in the morning and go out for activities after 11:00.

2) THE DURATION OF TRIPS

In this section, we compare the OD travel time starting at
different time slots on weekdays and weekends. As shown
in figure 5(a), the duration of taxi trips on weekdays is
indicated by the solid line, and that on weekends is indicated
by the dotted line. During the period from 6:30 to 8:30,
the travel time on weekdays is longer than that on weekends.
Residents have a fixed lifestyle on working days. For exam-
ple, on working days, people mainly commute between resi-
dential areas and work areas, especially during morning and
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IEEE Access

Z. Duan et al.: Prediction of City-Scale Dynamic Taxi OD Flows Using a Hybrid Deep Neural Network Combined With Travel Time

i
Ey
2
St
=}
z, i
i3 — o
g Tue
ik Weed
Lhi
=
2 sat
-=- Su
&
01 2 3 4 5 & ¢ % % 1010120 1405 16 17 18 1920 21 1223
onedsy
(a) A week
14 .
weekday trave]
sl weekend trave] me
I~ .
N foN
E . — —-
- e
o 8§ < N
B
Sl
2
E
2

01234 567§ 010112130 I51617 181920212213

oneday
(b) Weekdays and weekends

FIGURE 5. The duration of trips.

evening rush hours, which is likely to cause road congestion.
During the period from 8:30 to 22:00, the average travel time
on weekends is relatively long, probably because residents
do not have a fixed lifestyle on weekends. For example, most
residents prefer to take a taxi to go shopping or eat out after
11:00 on weekends, causing road congestion. To analyze the
travel difference of residents on weekdays and weekends,
we calculate the average travel time of each time slot on
weekdays and weekends. As shown in figure 5(b), we can see
that the average travel time of passengers across five days of
a week shows a double-peak feature, while the average travel
time of passengers across two days of a weekend shows a
single-peak feature.

3) THE RELATIONSHIP BETWEEN TRAVEL TIME AND

TRAVEL FREQUENCY

Generally speaking, when the departure place and the destina-
tion are determined, the more the travel frequency and vehicle
density on the road increase, and the lower the vehicle traffic
speed becomes. Correspondingly, travel time will also be
lengthened. The Pearson correlation coefficient is a pairwise
comparison. Therefore, the travel time corresponding to the
OD stream with the period N during weekdays and weekends
is denoted as x, and the travel frequency is denoted as y. The
calculating formula for the Pearson correlation coefficient is

- N Y xiyi— D Xi ) Y
\/N Yox— (in)z\/N >y =i’

The closer the Pearson correlation coefficient approaches
to 1, the stronger the correlation is. Conversely, the closer the

“
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correlation coefficient approaches to 0, the weaker the corre-
lation would be. As shown in Table 1, the greater the absolute
value of the Pearson correlation coefficient, the stronger the
correlation. In figure 6(a), the Pearson correlation coefficient
of travel time and travel frequency on weekdays calculated in
this paper is 0.4447. Figure 6(b) shows that the Pearson corre-
lation coefficient of the two on weekends is 0.584. By looking
up the Pearson correlation coefficient in Table 1, we find
that the travel time and the travel frequency are moderately
correlated.

lll. METHODOLOGY

A. OVERVIEW OF THE METHODOLOGY

As shown in figure 7, the proposed OD flow prediction
modeling process can be roughly divided into four parts,
namely, data preprocessing, OD information extraction, data
organization, and prediction modeling. The purpose of data
preprocessing is to remove invalid data and correct GPS
data errors through map matching. Another major task of
preprocessing is to conduct grid division of urban areas and
establish the expression of the grid-nested road network of
track points. The OD information extraction includes extract-
ing the number of trips and the average trip time between the
ODs from taxis’ trajectory data. The extracted OD demands
and trip times are organized into matrices. For the conve-
nience of subsequent calculation, the OD matrix and the trip
time matrix are stored in the hSpy library according to time
slots and then compressed. Prediction modeling is the core
part of this study, which will construct a hybrid deep neural
network based on ConvLSTM.
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TABLE 1. Pearson correlation coefficient.

passenger OD travel

Pearson correlation coefficient 0.0-0.2 0.2-0.4| 04-0.6 |0.6—0.8| 0.8—1.0
Correlation degree very weak or no| weak |moderate| strong |highly strong
1. Pre-processing [ RawTaxiGPSData | | CityVls Road Network | !
‘ Prepare Data Cleaning ‘
‘ Map Matching ‘
Mapping tabl
‘ Grid Network Data ‘ app1ng table
I key gridID roadID
Nest the road network in 1 g 1 51482601653
the grid & establish the [«
mapping table 989 |«>»| 256 51494001122
i 2. Data Preparation Extracted pick-up and drop-off points of passengers
within the third ring road of xi 'an city
[
¥ :
Travel time for Cumulatlvf: frequency
of trips for

passenger OD travel

3. Store Data

Use csr_matrix to process passenger travel time and
frequency into two-dimensional sparse matrix by time slot

v

Store the matrix in the h5py library by time slot
and compress the data structure in a pipeline

4. Predict Modeling

OD Predict Modelling and Simulation

FIGURE 7. Overview of the methodology.

B. DEEP NEURAL NETWORKS

1) CONVLSTM

The ConvLSTM model, which is the combination of CNN
and LSTM, was first proposed by Shi et al. for precipitation
nowcasting [40]. Each input feature of a ConvLSTM network
is a three-dimensional spatiotemporal tensor, where the first
two dimensions are the spatial dimensions. The structure
diagram of ConvLSTM is shown in figure 8. In its network
structure, the output values of each gate, and the state value of
the memory unit can be represented by the following group
of formulas:

i =0 (Wxi * X + Whix hy—1 + WCiQCl—l +bi)
fi=o (fo s x; + Wiy 5 by + W @c,,l + bf)

0y =0 (on * Xt + Who % h—1 + WC()@Ct +bo>

hy = o, @tanh(c,) (@)
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where i;, f; and o, denote the output of the input gate,
the forgotten gate, and the output gate, respectively; c; is
the output of the memory units; /; indicates the current state
of LSTM network; Wy;, Wyr, Wy,, Wy, is the weight matrix
connecting x; to the three gate units and the memory units;
Whi, Wh, Who, Wi is the weight matrix connecting h;, 1 to
the three gate units and the memory units; We;, Wer is the
weight matrix connecting C;_1 to the three gate units and the
memory units; b;, by, by, be stands for the bias of the three
gate units and the memory units; () represents the Hadamard
product; * is the convolution operation; and ¢ and fanh ()
are nonlinear activation functions, which are expressed as
follows:

1
= 6
o= ©)
tanh (v) = ©—°_ %
an. X)) = ———
et +e X
127823
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FIGURE 8. The model diagram of ConvLSTM.

Liu et al. and Yuan et al. have proved that ConvLSTM
has good properties for traffic flow prediction [41], [42] and
demonstrated that the local spatial characteristics of traf-
fic flow could be captured with the convolutional part of
ConvLSTM. In addition, the LSTM portion can capture the
temporal correlation of traffic flow. Therefore, a ConvLSTM
layer is used in this paper to learn the spatial and temporal
characteristics of OD flow.

In this paper, the input of ConvLSTM layer is a matrix
as shown in equation (3), which consists of a series of
Yll, Y/2, cee ,YJC . Each element in the
vector represents the OD flow between origin and desti-
(yi.,l , yiz . yic) A one-dimensional
convolution and pooling processes are performed on each
in and thus the spatial characteristics between near spots
are extracted. After then, these results are used as the input
to the LSTM layer, finally, the temporal characteristics are
also extracted.

vectors Y/ =

nation, i.e. le. =

2) CONV2DTRANSPOSE

Conv2DTranspose [43] is widely used in image processing
field. In the Conv2DTranspose network layer, the spatial
vector y/ consisting of N images‘y"l, e ,ij is used as the
input. Each channel of the image y;, .. is represented as a linear
sum of K latent feature maps z}; convolved with filters fj .

K
> gk e =Yhe ®)
k=1

where )’;, ~1san N, x N, image and the filters are H x H, then
the latent feature maps are (N, + H — 1) x (N +H — 1) in
size. Since equation (8) is a non-deterministic system and
cannot obtain a unique solution, a regular term needs to be
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introduced to capture the sparsity in the feature, and the cost
function is shown in equation (9).

) A N K ' ' K '
cr(v) = 2 LA D B+ 2L ©)

where A is a constant used to balance the reconstructed
relative error of y; and the sparsity of the feature map zj;.
It is worth mentioning that the sparse norm is the p-norm
of the vectorization version of the matrix. Some sparse
regularization norms ||Z,£|| p on the reconstructed item can
capture the sparse features of the features. In this paper,
the Conv2DTranspose layer is used to capture the sparse
features of OD flow.

3) SEPARABLECONV2D

SeparableConv2D consists of two smaller convolutional
filters: depth convolution and point-by-point convolution.
As shown in figure 9, the process of convolution in Sepa-
rableConv2D can be illustrated as follows. First, the depth
convolution of the 3x 3 filter window is used to convolve the
vectors of each input channel respectively, and the normaliza-
tion operation is carried out. Then, the conventional convolu-
tion of 1x1 window is used for point-by-point convolution.
Finally, the calculated channel vector is projected onto the
new channel space through the depth convolution. Verified
by Kaiser et al. [44], SeparableConv2D is able to learn the
spatial correlation of different channels.

In this paper, we use SeparableConv2D to study the rela-
tionship between the OD matrix of travel time and the OD
matrix of travel frequency. The matrix of our input model
is 2x989x989(989x989 is the size of the matrix; 2 is the
number of input channels, referring to travel time and travel
frequency). Here, there are two 3x3 convolution kernels to
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Depthwise Convolutional Filters

Travel number

FIGURE 9. The structure diagram of SeparableConv2D.

convolve with the two channels and the size of the output
is 2x989x989. Then, the pointwise convolution layer is
responsible for combining, that is, to combine the results
of the depthwise convolution layers. The above two steps
illustrate the relationship between travel time and travel fre-
quency, and the specific formula is as follows:

n—1
travel_frequency;, = Z [Ot X travel _frequencytn]
i=0
n—1
+ Z [/3 X travel_time,n]

i=0

(10)

where « and § are the learnable parameters of travel time and
travel frequency, respectively, during model training.

C. HYBRID DEEP NEURAL NETWORK

In the actual road network, the changes in traffic variables are
not only related to time (e.g., tidal phenomena on weekdays)
but also to space. Since the roads are connected to each other,
the traffic variables between road sections are also relevant.
Usually, changes in traffic variables on a certain road section
will affect the traffic variables of adjacent roads, and such
effects will spread over time, propagating from near areas to
far areas. Therefore, when forecasting traffic variables, it is
necessary to explore the dependence of changes in traffic
variables on time and space at the same time.

In this paper, we use a combination of deep learning models
to improve prediction effectiveness and accuracy. According
to the characteristics and performance descriptions of the
three deep learning models in Section III-B, we apply the
ConvLSTM model to learn the spatiotemporal features of
the OD stream. For the challenge of the sparsity problem in
fine-grained OD flow prediction, we use Conv2DTranpose
to capture the sparse features of the data. Finally, Separa-
bleConv2D is used to convolve the travel time OD matrix
with the travel frequency OD matrix point-by-point in order
to extract spatial correlation features. On this basis, a new
OD flow prediction network model CLTS (ConvLSTM-
Conv2DTranpose-SeparableConv2D) is designed. The model
framework structure is shown in figure 10. The entire model
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consists of two channels; one feeds the travel frequency
matrix between ODs, and the other feeds the travel time
matrix between ODs. Each channel consists of two layers of
ConvLSTM, one layer of Batch Normalization, and one layer
of Conv2DTranpose.

It is worth mentioning that at each time interval ¢, we will
think of the two-layer matrix C x C containing OD position
and neighborhood road network information around it as a
tensor y§ € RE*C*2 (with two channels, namely, the travel
time matrix and the travel frequency matrix, as shown in fig-
ure 10). The matrix can be represented as a time series vector
Y; = (Y1, Y2, Y3, -+, Y;), in which each element represents
the traffic flow data of all points including the adjacent
regions of the predicted points at the same time.

Here we input OD flow data into the model according to
time sequence. First, ConvLSTM is used to capture the spa-
tiotemporal characteristics of the OD flow. Second, Conv2D
transpose is used to capture the sparse feature of the OD flow.
Third, the results are sent to SeparableConv2D to learn the
relationship between the travel time OD matrix and the travel
frequency OD matrix. Finally, we feed yﬁ to the connection
network to obtain the final prediction value j}i 41 of each
region. The final prediction function is defined as follows:

i1 = (Wi +2y) ()
where Wy and by are learnable parameters, and o (x) is a
scaled exponential linear units (SELU) activation function
[45], which allows the network to have a self-normalization
function. After the activation function, the value distribution
of the variable is automatically normalized to zero mean and
unit variance. As the demand value is normalized, the output
value of the model has limited to the [0,1] interval, and
later we will normalize the prediction to obtain the actual
demand value.

IV. EMPIRICAL STUDY

In this section, the effectiveness of the proposed taxi OD flow
prediction model, CLTS, is evaluated. And in order to show its
advance, we compare our model to the existing time sequence
prediction models and other deep neural network models.
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FIGURE 10. Frame structure of the hybrid deep neural network.

A. DATASET AND PLATFORM

In the experiments, we use two datasets for performance
evaluation. One is the real taxi trajectory data of Xi’an City,
and the other one is the taxicab GPS data in Beijing.'

The real trajectory data of more than 10,000 taxis of Xi’an
City are used as the test data in the experiment. These data
are acquired inside the Third Ring of the city, which covers
almost 2/3 area of the city, including various urban functional
areas. The road network within this region contains about
12,000 road sections and over 12,800 road nodes. Each taxi
is equipped with a GPS data acquisition device that collected
GPS data once every 30 s, and the daily operation time is more
than 18 hours on average. The GPS data used in this study is
collected from September 1, 2016, to September 10, 2016,
with the total number of records exceeding 0.243 billion,
in which 80% of the data is used as training data and the
remaining 20% is used as testing data.

Beijing taxicab GPS data includes two types of crowd
flows, i.e. in-flow and out-flow. In-flow means the total traffic
of crowds entering a region from other place during a given
time interval. On the contrary, out-flow denotes the total
traffic of crowds leaving a region for other places during a
given period. Both flows track the transition of crowds among
regions and can be measured by the number of pedestrians,
or the number of cars driven on roads, or the number of people
traveling in public transportation systems (e.g., metro, bus),
or all of them together if data is available. We choose data
collected during the last four weeks as the testing data, and
all others as the training data.

Two types of computing platforms used in the experiment
are the high-performance computing cluster and the GPU
deep learning workstation. The high-performance computing
cluster is configured with nine computing nodes, each of
which is equipped with a 2.6 GHz dual CPU with a memory

1 https://github.com/lucktroy/DeepST/tree/master/data/TaxiBJ
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Predict OD matrix of
1 travel time

of 32 GB. Distributed data processing software systems such
as Spark and Hbase are installed for preprocessing and cluster
analysis of taxi data. The GPU deep learning workstation is
equipped with an Intel Core 17-6500U CPU with a memory
of 64 GB and two GTX 1080Ti GPU accelerator cards for
deep network training and testing of the performance of OD
flow prediction.

B. DATA PREPROCESSING

The area within the Third Ring of the urban area is divided
into 256 (16 x 16) grids of the same size. The choice
of grid size takes the size and sparsity of the OD flow
matrix into account, avoiding oversize and sparseness, which
we will discuss in detail in the Model Sensitivity Test
in Section IV-D-3.

By querying the attributes of the road network, we know
that there are 24,027 road sections in the whole urban area.
If all these road sections being considered, the OD matrix will
be particularly large and sparse. In this article, we confine
the research area within the Third Ring and only study the
OD flows of main roads. In this area, there are 912 trunk
roads, and some of them pass through multiple grids. For
the roads that span multiple grids, the sections of it within
different grids will be regarded as different road segments.
For example, the main road named A spans the grid 1 and
grid 2, when the grid and road nested method is used, the two
sections in grid 1 and grid 2 will be coded independently.
As shown in figure 11, we conduct 16x 16 grid division for
the research area, and finally form an OD matrix with the size
of 989x989. According to definitions (1) and (2), the travel
time and travel frequency of taxi passengers in each time slot
are calculated. The calculation results are stored in the corre-
sponding OD travel time matrix and the OD travel frequency
matrix, that is, the 2x989x989 three-dimensional matrix,
in which 2 represents the dimension and 989 x989 represents
the size of a single matrix.
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FIGURE 11. Grid scaling at different scales.

Figure 12 is a visual illustration of the actual OD flow
matrix, where the color indicates the value of OD travel time
or frequency. The brighter the color, the larger the value.
Zhang S analyzed the influence of grid size on travel distance
distribution. They found that no matter which scale they
choose, the spatial distribution of the trip-length is still near
the diagonal of the matrix [46]. As seen from figure 12,
the OD stream near the diagonal of the OD matrix belongs
to a short-range passenger (less than or equal to 6 km), and
the OD flow far from the diagonal belongs to a long-haul pas-
senger (greater than 6 km). As shown in figure 12, the spatial
distribution of the travel frequency and travel time is similar,
except that the order of magnitude is different.

For a single time slot, if each element in the matrix uses a
two-byte representation, approximately 7 Mbytes of storage
space is required, such that 960 time slots require approxi-
mately 6,720 Mbytes of storage capacity. In order to alleviate
the storage pressure and reduce the memory requirements in
operation, the matrix needs to be compressed. To be specific,
the data are stored by using the data partitioning method of
the HDF5 filtering channel, in which the matrix is divided
into blocks of comparable size, with each block having a size
of approximately 10 kB to 1 MB.

C. MODEL TRAINING

The OD flow prediction model constructed in this study is an
end-to-end system that requires supervised learning to train
model parameters before use.

The optimized Adam (Adaptive Moment Estimation) gra-
dient descent algorithm is used in the network training.
This algorithm dynamically adjusts the learning rate of each
parameter by using the first-moment estimation and the
second-moment estimation of the gradient. After the offset
correction, the learning step of each iterative parameter has
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a certain range. Instead of generating a large learning step
because of a large gradient, the values of the parameters are
relatively stable, which is beneficial to the stable extraction
of characteristics of the OD flow.

In addition, it should be noted that in this study, a custom
loss function is used to train the network, which is defined as
follows:

1 N
loss = v Z [(Xi — ¥)? + wia] (12)

i=1

where X; is the actual value and Y is the predicted value; « is
the absolute value of X; — Y;; and the value of w; is

0 if Y > 0.5
o= Y0 (13)
1, if otherwise

The regular term w;« is added to this loss function based
on the Euclidean distance to ensure the following conditions:
1) During the rush hours in the morning, at noon, and in
the evening, the traffic flow is large, the data of the OD
matrix are relatively dense, and the prediction results
are comparatively accurate. After normalization, the pre-
dicted ¥; > 0.5, so there is no need to add supplementary
weight in the loss function.

2) During the non-rush hours in the early morning, the traf-
fic flow is small, the data of the OD matrix are relatively
sparse, and there are a large amount of zero-value data in
the matrix, which will affect the accuracy of the predic-
tion. After normalization, the predicted ¥; < 0.5. At this
time, it is necessary to add supplementary weight to the
loss function to strengthen the impact on the training of
network parameters.
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FIGURE 12. Sparse OD matrix with time slot of 15 minutes.

D. PERFORMANCE ANALYSIS

1) MEASUREMENTS AND PARAMETERS

a: EVALUATION INDICES

In order to evaluate the accuracy of the prediction model,
the root mean square error (RMSE), mean absolute
error (MAE) and mean absolute percentage error(MAPE) are
used as the evaluation indicators to analyze the performance
of the model, and they are defined as follows:

1

N 2
1 .
RMSE = [ﬁ Y i yi)2:| (14)
i=1
N
1 .
MAE = = _Iyi = Jil (15)
i=1
N PR— A.
MAPE — Zu x 1% (16)
Yi

i=1

where y; and y; represent the true OD traffic flow and the
predicted OD traffic flow, respectively, and N is the total
number of accurately predicted OD flows.

b: MODEL PARAMETER SETTINGS

In the experiment, the Keras2 deep learning framework is
applied, in which all the parameters of the model take empir-
ical values; the number of filters in each layer is 2; the kernel
size is (3, 3); the learning rate is 0.0002; the number of
iterations is set to 140; the attenuation parameter is 0.9; and
the batch size is set to 4.

2) PERFORMANCE EVALUATION

a: COMPARE WITH COMMON TRAFFIC FLOW MODELS
Seven models (HA, ARIMA, MLP, SAEs, GRU, LSTM and
SRCNs) are selected for performance comparison with CLTS
in order to verify the validity of the proposed model. We will
introduce the seven models separately:

(1) Historical average (HA). The current traffic flow is
predicted by the historical inflow and outflow in the corre-
sponding period. In this paper, the corresponding periods are
all historical periods, especially between 7:30 and 7:40 in the
morning.
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(2) Auto-regressive integrated moving average (ARIMA)
[14]. The data structure of the traffic flow time series is
decomposed into linear autocorrelation structure, and the
moving average and autoregressive components are com-
bined with the modeling of time series.

(3) Multi-layer perceptron (MLP). The MLP is a common
neural network prediction model, which continuously trains
and learns historical data in a certain period, constructs the
optimal model structure between input and expected output,
and applies this optimal structure for prediction.

(4) SAEs [24] is a neural network consisting of multiple
layers of autoencoder, whose model inputs are encoded into
dense or sparse representations before being fed into the next
layer. More clearly, considering SAEs with L layer, the first
layer is trained like an autoencoder, with the training set as
inputs. After obtaining the first hidden layer, the output of
the k-th hidden layer is used as the input of the (k+1)-th
hidden layer. In this way, multiple autoencoder can be stacked
hierarchically. They put a logistic regression layer on top of
the network for supervised traffic flow prediction.

(5) GRU [47] has been utilized to capture non-linear traffic
behavior efficiently. We use two layers of GRU and a linear
regression layer is applied to the output layer of the GRU.

(6) LSTM [34]. This model is suitable for processing and
predicting important events with a relatively long interval and
delay in time series. In this paper, LSTM is used to process
one-dimensional OD flow data.

(7) SRCNs [25] consists of three layers: patch extrac-
tion/representation, non-linear mapping and reconstruction.
Filters of spatial sizes 9x9, Ix1, and 5x5 were used
respectively.

As shown in Table 2, it can be seen from the prediction
results of various models that the prediction errors of HA,
MLP, and ARIMA are relatively larger. Among them, MLP,
ARIMA, SAEs and GRU belong to a shallow network and
cannot memorize the OD flow with a relatively long time
sequence. Although LSTM can learn the characteristics of
OD flow with longer time sequence, it cannot learn the spatial
characteristics of OD flow. SRCNs has the smallest RMSE,
which shows that it can learn the spatial characteristics of
OD flows, but it does not work very well in learning the
temporal features. Compared with the other seven models
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TABLE 2. Model comparison.

Model RMSE | MAE MAPE
HA 1.218 0.102 74.1979%
ARIMA [14]| 2.6627 |2.079153| 14.37674%
MLP 2.52 | 1.308509 | 29.709133%
SAEs [24] |2.687849 |2.032406|25.146635%
GRU [47] |2.958639 |2.035636|19.881214%
LSTM [34] [3.050568|2.097614 | 19.683256%
SRCNs [25] | 0.000188 | 0.074952 | 6.649495%
CLTS 0.064674 | 0.002793 | 5.401400%

TABLE 3. Comparison on public dataset.

Model | RMSE | MAE MAPE

SAEs |2.116182|1.606162 |22.505910%
GRU |2.116182|1.606162 |20.024778%
LSTM |2.229644 | 1.660732 | 20.588726%
SRCNs | 0.003010 | 0.955625 | 11.553283%

CLTS | 0.16605 | 0.82215 | 10.8161%

in short-term traffic flow prediction, CLTS gives the best
performance in MAE and MAPE and ranks only second to
SRCNs in RMSE. It is mainly because the CLTS model
takes into account the spatiotemporal feature of OD flow,
can learn the spatial characteristics and temporal regularity
of citywide traffic flow, capture the sparse characteristics of
OD flow, and learn the relationship between travel time and
travel frequency of OD flow.

b: PERFORMANCE ON THE PUBLIC DATASET

Table 3 shows the comparison results of our model with
other baselines on the Beijing crowd flow dataset. Beijing
crowd flows consists of two different types of crowd flows,
i.e., in-flow and out-flow. As it can be seen that the predic-
tion errors of SAEs, GRU and LSTM are relatively larger.
Although, the RMSE of SRCNs is lower than other models,
its MAPE is the highest, and its MAE is bigger than CLTS.
Compared with the other models in short-term traffic flow
prediction, MAE and MAPE of the CLTS model indicate the
minimum error, 0.82215 and 10.8161%, respectively.

In general, the performance of our model outperforms the
baseline models in OD flows prediction task for its ability
to learn the spatial and temporal characteristics of OD flows
simultaneously.

3) MODEL SENSITIVITY ANALYSIS

In this section, sensitivity analysis is performed on CLTS.
In this process, four parameters are investigated, including
loss function, grid size, whether combined with travel time,
and length of the time slot.

a: LOSS FUNCTION

The smaller the loss function is, the better a model’s robust-
ness will be. In our model, a custom loss function is used,
as defined in equation (12). As shown in figure 13, when the
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FIGURE 13. Loss function of model.

training number in our model reaches 15 Epochs, the fitting
error between the predicted value and the true value of OD
flow starts to decrease; when it reaches 20 Epochs, the error
reaches the minimum.

b: COMPARISON BETWEEN DIFFERENT GRID SIZE AND
WITH OR WITHOUT TRAVEL TIME INFORMATION

We follow the method of Zhang et al. to analyze the effects
of grid size on taxi OD flow prediction [46]. According
to statistics, more than 10,000 taxis in Xi’an have about
3,500 passengers every 15 min. Taking Xi’an Third Ring as
an example,if the selected grid size is too large, each grid
will contain too much road sections, with just considering
main roads, the corresponding OD flow matrix will lose some
spatial information of those branch road, resulting in low
accuracy. However, if the selected grid size is too small, and
each grid covers less or no roads, the corresponding OD
matrix is large and too sparse, hence increasing the complex-
ity of the model calculation. Although the spatial information
of the road network is preserved, the sparseness problem is
still difficult to solve. Based on the above considerations,
we not only test the performance of the prediction model with
different grid size, but also explore the influence of travel
time on predicting travel frequency. The results are shown
in Table 4.

Figure 14 shows the visualization of the results of Table 4.
From the perspective of grid size, we can see that the RMSE
and MAE corresponding to the 24x24 grid are smaller
than those of the 8x8 grid and the 16x16 grid. However,
the nonzero data of the 24 x24 grid only account for 1.15%.
However, the nonzero data of the 24 x24 grid only account
for 1.15%. We know that if such sparse data are directly fed
into the model, the training result will be noisy due to the
influence of more zero elements, resulting in low training
effect. In Table 4, the term “16x16_989” in the grid size
column indicates that 989 road segments, which come from
912 main roads, were selected using 16x 16 grid as the basis
by the method of grid and road nested method, which pre-
serves the spatial relationship between main roads. As can
be seen from Table 4, the RMSE and MAE values of the
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TABLE 4. Impacts of grid size and travel time on prediction performance.

Grid size oD RMSE MAE RMSE MAE Non- zero
matrix only only with with ratio
size travel travel travel travel
frequency | frequency | time time
8x8 64 x 64 | 1.694105 |0.480440 |1.245685 |0.272000 |100%
16 x 16 256 %256 | 0.628235 | 0.077143 | 0.450634 | 0.042292 |5%
24 x 24 576 x 576 (0.184321 |0.014426 | 0.135494 |0.008613 |1.15%
16 x 16_989 | 989 x 989 | 0.086399 | 0.005010 | 0.064674 | 0.002793 (0.357%
TABLE 5. Comparison experiment on kdays and weekend
Time slot | Data scale | Weekdays| Weekdays | Weekdays | Weekends | Weekends | Weekends
(RMSE) |(MAE) |(MAPE) |(RMSE) |(MAE) |(MAPE)
15 min 960 samples | 0.064674 | 0.002793 |0.000168 |0.072214 | 0.003051 |0.000198
30 min  |[480 samples | 0.104066 |0.005612 |0.000166 |0.119162 |0.006098 | 0.000224
60 min 240 samples | 0.192124 | 0.015548 |0.000216 |0.217251 | 0.015778 |0.000284
18 0.6 30 s) are aggregated, and low-frequency sampling datasets
16 fr— ?ﬁ:ix’;g ZZ:: :;q;‘em” with sampling intervals of 15 min, 30 min, and 60 min
4 MAE(only travel frequency) 0.5 are constructed. Then, the algorithm in this paper is used
@ - - - #MAE(with travel time) to predict the low-frequency datasets, calculate the accu-
12 04 racy of prediction, and analyze the prediction difference
2o 0 Eﬁq between the high-frequency sampling trajectory data and the
E 08 c S low-frequency sampling data.
By comparing the OD flow prediction on weekdays with
06 02 that on weekends, it can be found in Table 5 that the proposed
0.4 model performs better in predicting OD flows on work days
02 ol than on weekends. We believe that this is closely related to
o = _________ ., o people’s travel patterns. On work days, the travel patterns of
§x8 16x16 24x24 16x16 989 residents are relatively fixed and their demands for taxis are
grid size relatively stable as well. For example, people tend to go to

FIGURE 14. Impacts of grid size and travel time on prediction
performance.

grid-nested road network method (the last 2 rows) are lower
than those of the gridding method only (the first 3 rows),
which are 0.064674 and 0.002793, respectively. This proves
that the grid and road nested road method can effectively
preserve the spatial relationship of the road segments and has
higher precision when estimating the OD flows.

We have verified the correlation between travel frequency
and travel time in Section II-B, so we combine the OD travel
frequency matrix and its corresponding OD travel time matrix
in the model training. It can be seen from Table 4 that after the
combination of the travel time matrix, the RMSE and MAE
of the model test are significantly reduced compared with
those without the combination. This shows that the proposed
prediction model has learned the relationship between travel
time and travel frequency as shown in equation (10) during
the training process.

c: VERIFY THE STABILITY OF THE MODEL WITH DIFFERENT
LENGTH OF TIME SLOT

To further verify the stability of the algorithm, trajectory data
obtained from the actual sampling (sampling time interval is

127830

work from their home and come back home from their work
places at the same time each day. Nonetheless, the RMSE
is relatively high on weekends when people’s travel needs
are more diverse, their travel does not follow a fixed pattern,
and their demands for taxis are quite variable. The prediction
performance of the algorithm proposed in the paper on OD
flow at the 15 min low-frequency sampling interval is better
than that of the low-frequency sampling data at 30 min and
60 min, which reflects that the influence of the adjacent
time-slot OD flow on the current OD flow is stronger than
that of the far separated OD flow.

V. CONCLUSION AND DISCUSSION

In this study, we propose a taxi OD flows prediction model
based on a hybrid deep neural network to predict fine-grained
OD flows under city scale, and jointly use OD travel time and
travel frequency in the prediction.

The main contributions are as follows: First, a multi-
granular urban space division method with grid-nested
road network is proposed, which allows OD flow predic-
tion to reach the road network level and solves the prob-
lem that the grid division cannot distinguish traffic flow
at different heights in multi-level overpass areas. Second,
the ConvLSTM-based hybrid deep neural network prediction
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model CLTS is used to learn the spatial and temporal depen-
dence of OD flow. Third, the correlation between OD travel
time and travel frequency is explored to train the deep net-
work prediction model by jointly using the OD travel time
matrix and the travel frequency matrix. Based on the real
taxi GPS trajectory data of Xi’an and Beijing, the perfor-
mance of the proposed CLTS prediction model is evaluated
and compared with existing prediction models (i.e., HA,
ARIMA, MLP, SAEs, GRU, LSTM and SRCNs). The results
show that the proposed prediction model has better prediction
performance.

Undeniably, with the OD flows expression granularity
decreasing, the finer-grained OD matrix can more accurately
reflect the travel demands and distribution of urban passen-
gers; but at the meantime, it will make the corresponding OD
matrix sparser, which brings great challenges to the model
training. In this study, only 912 main roads within the Third
Ring of Xi’an City are discussed, ignoring most of the branch
roads. In future work, the branch information will be taken
into consideration, and more external factors, such as weather
conditions, are going to be introduced into the network pre-
diction model to further improve the prediction accuracy of
OD flows.

In addition, the optimization of functional layer com-
binations, such as SeparableConv2D+Conv2DTranspose,
ConvLSTM+-SeparableConv2D, etc., will be considered in
the future study to further improve the performance of the
prediction model.
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