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Abstract

Barkhausen noise measurement is an intriguing non-destructive testing method suitable for

ferromagnetic materials. It is based on the stochastic movements of magnetic domain walls when

the tested sample is placed in an external varying magnetic field. Barkhausen noise is typically

utilised so that some features are calculated from the signal and then compared with the studied

material properties. Typical features are, for example, the root-mean-square value (RMS), peak

height, width and position. Better utilisation of the method, however, requires quantitative

predictions of material properties. 

The aim of this thesis is to study and select a suitable methodology for the quantitative

prediction of material properties based on Barkhausen noise measurement. The prediction

considered is divided into four steps: feature generation, feature selection, model identification

and model validation. In feature generation, a large set of features is calculated with different

mathematical procedures. This feature set is explored in the feature selection step to find the most

significant features in terms of predictions. A model with the selected features is identified and

some independent data are usually used for model validation. 

This thesis presents the developed procedures required in feature generation and the results of

the studies using different feature selection strategies and modelling techniques. The studied

feature selection methods are forward selection, simulated annealing and genetic algorithms. In

addition, two-step algorithms are investigated where a pre-selection step is used before the actual

selection. The modelling techniques used are multivariable linear regression, partial least squares

regression, principal component regression and artificial neural networks. The studies also

consider the use and effect of different objective functions. 

The results of the studies show that the proposed modelling scheme can be used for the

prediction task. The models identified mainly include reasonable terms and the prediction

accuracy is fairly good considering the challenge. However, the application of Barkhausen noise

measurement is very case-dependent and thus conflicts may occur. Furthermore, the changes in

unmeasured material properties may lead to the unexpected behaviour of some features. The

results show that linear models are adequate for capturing the major interactions between material

properties and Barkhausen noise but indicate that the use of neural networks would lead to better

model performance. The results also show that genetic algorithms give better selection results but

at the expense of the computational cost. 

Keywords: Barkhausen noise, feature selection, modelling, non-destructive testing,

residual stress





Sorsa, Aki, Materiaaliominaisuuksien ennustaminen materiaalia rikkomattoman

Barkhausen-kohina-mittauksen avulla. 

Oulun yliopiston tutkijakoulu; Oulun yliopisto, Teknillinen tiedekunta, Prosessi- ja

ympäristötekniikan osasto, PL 4300, 90014 Oulun yliopisto

Acta Univ. Oul. C 442, 2013

Oulu

Tiivistelmä

Barkhausen-kohina-mittaus on ferromagneettisille materiaaleille soveltuva materiaalia rikkoma-

ton testausmenetelmä. Mittaus perustuu magneettisten alueiden välisten rajapintojen stokastisiin

liikkeisiin, kun testattava kappale asetetaan vaihtuvaan magneettikenttään. Tyypillisesti Bark-

hausen-kohina-mittaussignaalista lasketaan piirteitä, joita sitten verrataan tutkittaviin materiaa-

liominaisuuksiin. Usein käytettyjä piirteitä ovat signaalin keskineliön neliöjuuri (RMS-arvo)

sekä piikin korkeus, leveys ja paikka. Menetelmää voidaan soveltaa paremmin, jos tutkittavia

materiaaliominaisuuksia voidaan ennustaa kvantitatiivisesti. 

Tämän tutkimuksen tavoitteena on tutkia ja valita menetelmiä, jotka soveltuvat materiaalio-

minaisuuksien kvantitatiiviseen ennustamiseen Barkhausen-kohina-mittauksen perusteella.

Ennustusmallit luodaan neljässä vaiheessa: piirteiden laskenta, piirteiden valinta, mallin identifi-

ointi ja mallin validointi. Piirteiden laskennassa yhdistellään erilaisia matemaattisia laskutoimi-

tuksia, joista tuloksena saadaan suuri joukko erilaisia piirteitä. Tästä joukosta valitaan ennustuk-

seen soveltuvimmat piirteiden valinta -vaiheessa. Tämän jälkeen ennustusmalli identifioidaan ja

viimeisessä vaiheessa sen toimivuus todennetaan riippumattomalla testausaineistolla. 

Väitöskirjassa esitetään piirteiden laskentaan kehitettyjä algoritmeja sekä mallinnustuloksia

käytettäessä erilaisia piirteiden valintamenetelmiä ja mallinnustekniikoita. Tutkitut valintamene-

telmät ovat eteenpäin valinta, taaksepäin eliminointi, simuloitu jäähtyminen ja geneettiset algo-

ritmit. Väitöskirjassa esitellään myös kaksivaiheisia valintamenettelyjä, joissa ennen varsinaista

piirteiden valintaa suoritetaan esivalinta. Käytetyt mallinnustekniikat ovat monimuuttujaregres-

sio, osittainen pienimmän neliösumman regressio, pääkomponenttiregressio ja neuroverkot. Tar-

kasteluissa huomioidaan myös erilaisten kustannusfunktioiden vaikutukset. 

Esitetyt tulokset osoittavat, että käytetyt menetelmät soveltuvat materiaaliominaisuuksien

kvantitatiiviseen ennustamiseen. Identifioidut mallit sisältävät pääasiassa perusteltavia termejä ja

mallinnustarkkuus on tyydyttävä. Barkhausen-kohina-mittaus on kuitenkin erittäin tapauskohtai-

nen ja täten ristiriitoja kirjallisuuden kanssa voidaan joskus havaita. Näihin ristiriitoihin vaikut-

tavat myös ei-mitattavat muutokset materiaaliominaisuuksissa. Esitetyt tulokset osoittavat, että

lineaariset mallit kykenevät ennustamaan suurimmat vuorovaikutukset materiaaliominaisuuksi-

en ja Barkhausen-kohinan välillä. Tulokset kuitenkin viittaavat siihen, että neuroverkoilla pääs-

täisiin vielä parempiin mallinnustuloksiin. Tulokset osoittavat myös, että geneettiset algoritmit

toimivat piirteiden valinnassa paremmin kuin muut tutkitut menetelmät. 

Asiasanat: ainetta rikkomaton testaus, Barkhausen-kohina, jäännösjännitys, mallinnus,

piirteiden valinta
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List of abbreviations and symbols 

ANN Artificial neural networks 

BN Barkhausen noise 

BPNN Backpropagation neural network 

CCD Central composite experimental design 

CPCR Correlation-based principal component regression 

CV Subscript referring to cross-validation 

FWHM Full width at half-maximum 

LOO Leave-one-out 

LMO Leave-multiple-out 

MLR Multivariable linear regression 

MSEP Mean of the squared error of prediction 

NDT Non-destructive testing 

PCA Principal component analysis 

PCR Principal component regression 

PLS Partial least squares 

PLSR Partial least squares regression 

PNN Probabilistic neural network 

RBFNN Radial basis function neural network 

RMS Root mean square 

RMSEP Root mean squared error of prediction 

SPA Successive projection algorithm 

SSEP Sum of the squared error of prediction 

  

a Fitting parameter 

B Magnetic flux 

b, b Vector of regression coefficients, regression coefficient 

β Constant in simulated annealing 

Br Remanence 

c Constant in simulated annealing / Scaling parameter 

ch Centre of the radial basis function 

δ Uniform random number in simulated annealing 

E, E, e, e Error matrix, system energy in simulated annealing, error vector, 

error 

F The weight matrix in radial basis function neural networks 

f Activation function / Fitting function 

Hv Vicker’s hardness 

H Entropy / Applied magnetic field 

h Peak height 

Hc Coercivity 

J Objective function value 

Jbsf Best objective function value found 



 10

Jcons Conservative guess of the minimum objective function value 

Jcur Objective function value of the current solution 

Jnew Objective function value of the new solution 

k Parameter in k-fold cross-validation / Slope /  

Boltzmann’s constant in simulated annealing 

λ Penalty constant 

M Number of input variables 

m Selected number of input variables 

N Number of data points 

Nbits Number of bits 

NCV Number of data points in internal validation data set 

Ngen Number of generations 

Npop Population size 

P, P Loading matrix in PCR and PLSR /  

Number of output variables 

p Probability / Peak position 

pc Crossover probability 

pm Mutation probability 

s Spread of the normal distribution 

σ Residual stress 

σh Spread of the radial basis function 

T, T, t Score matrix in PCR and PLSR, temperature in simulated 

annealing, score vector 

W, w Matrix of network weights, weighting coefficient / Peak width 

X, x, x Input matrix, input vector, input variable 

Y, y, y Output matrix, output vector, output variable 
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1 Introduction 

1.1 Background 

The term “non-destructive testing” (NDT) is used for material testing methods 

that can be applied without compromising the usefulness of the material. Tests 

can be applied to materials, parts, assemblies or structures. Most non-destructive 

methods are indirect, producing an estimation of the quality, strength or 

serviceability of the tested object. (McMaster 1963) 

Destructive methods can also be applied to material testing. It is, however, 

obvious that the tested object is lost in such a testing scheme and thus cannot be 

applied to objects that are later used in service. Destructive tests can be used for 

producing estimations of the objects’ performance in service. However, the tested 

objects and the testing conditions must be very similar to the objects and 

conditions in service to guarantee that the estimations are reliable. (McMaster 

1963) 

Non-destructive tests can be applied to objects that are later used in service. 

Thus it is possible to distinguish between valid and defective objects and remove 

or reprocess the latter. However, the usability of the selected non-destructive 

testing method depends on the agreement between the non-destructively 

measured property and the property determining the serviceability of the object. 

In order to use a non-destructive testing method in a certain application, this 

agreement must be verified. Thus, the applicability of the method must be proven 

for the material used, as well as the method of processing and service application. 

(McMaster 1963) 

Non-destructive methods offer many advantages in industry. These 

advantages mainly fall into four categories: increased productivity, increased 

serviceability, safety and identification of materials. The reasons for increased 

productivity are, for example, the prevention of wasted material and manpower, 

better and more uniform quality, lowered operating and production costs, and 

process monitoring and control. Increased serviceability is obtained by preventing 

the malfunctioning and breakdown of equipment while the safety contribution is 

associated with the prevention of accidents. The last category is the identification 

of materials, which refers to the benefits obtained from identifying the differences 

in chemical composition and the physical and metallurgical properties of 

materials. (McGonnagle 1963) 
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Even though non-destructive methods seem more attractive, destructive 

methods also have some benefits. The results are usually quantitative while only 

qualitative results are often obtained with non-destructive methods. The 

agreement between the measured property and the serviceability controlling 

property is direct and thus there is no need to verify it. (McMaster 1963)  

There is a wide variety of non-destructive testing methods utilizing different 

physical phenomena. Test methods can be divided into visual, pressure and leak, 

penetrant, thermal, radiography, acoustic, magnetic, electrical and electrostatic, 

electromagnetic induction and miscellaneous. (McGonnagle 1963) 

Barkhausen noise (BN) measurement is an electromagnetic testing method 

that is suitable for ferromagnetic materials (Cullity 1972). It has been shown to be 

sensitive to different material properties such as microstructure, composition, 

residual stress and hardness. The measurement is intriguing because it is fast and 

cheap and requires only rather simple equipment. The studies found in the 

literature (for example Stewart et al. 2003, Augustyniak et al. 2010) provide more 

or less only qualitative results, where a studied material property is compared 

with some feature that is obtained from the BN measurement signal. The 

quantitative prediction of material properties is desirable in order to utilise the 

measurements in NDT applications better. The potential applications are, for 

example, material characterisation and deformation, fatigue, case-depth and 

grinding burn evaluation.  

1.2 Scope of the work 

This work aims at investigating and selecting suitable methodology for predicting 

material properties based on Barkhausen noise measurement. This subject has not 

been that well studied in the literature and thus it is of great interest. The 

prediction starts from feature generation, where information is extracted from the 

measurement signal using different mathematical procedures. This step is crucial 

in considering the performance of the models and thus an efficient and adequate 

feature generation step is one of the main goals. Another main goal is the efficient 

identification of prediction models. In this task, feature selection is essential and 

thus studied thoroughly in this thesis. The modelling technique deployed naturally 

affects the predictions and therefore different modelling techniques are also tested. 

This study concentrates on the analysis and utilisation of Barkhausen noise 

signals. Considerations about the improvement of the measurement system are 

beyond the scope of this work. In addition, the fundamental understanding of the 
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phenomenon and development of a mechanistic model (even though important 

topics) are not investigated here.  

1.3 Research problem 

This thesis discusses the quantitative prediction of material properties based on 

BN measurement. The problem is basically two-fold. The first problem is related 

to the Barkhausen phenomenon and the challenges when applying it to NDT. The 

second problem is related to model development. 

The Barkhausen phenomenon has a stochastic nature due to the irregular and 

stochastic movement of magnetic domain walls within the material and the 

complex interactions between material properties and BN that exist. Furthermore, 

the influence of unmeasured material properties leads to unexplained changes in 

BN. When applying BN measurement to NDT applications, another problem is 

the case-specificity of the measurement. Depending on the material and 

application, different properties of the measurement signal are significant. Thus, 

automatic procedures are needed to find models that can predict the studied 

material properties. 

Before the problem of finding a model can even be tackled, information must 

be extracted in a suitable form from the measurement signals. Thus, the first step 

in model development is feature generation, where different mathematical 

procedures are used to produce features with different information content. The 

outcome of feature generation is a large set of features to be used in predicting 

material properties.  

The first task in model identification is the selection of features because 

irrelevant features in the model will deteriorate its performance. Selection is 

affected by the model structure, which also needs to be selected. The model 

structure should map the interactions between the selected input variables and the 

explained output variable. However, too complex model structures may lead to 

overfitted models that cannot be used in future predictions. Linear models are 

simple and able to capture the major interactions. Obviously, they are not capable 

of mapping nonlinear interactions and thus may not lead to the best possible 

model performance. The future use of the model must also be guaranteed in the 

validation step.  
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1.4 Research contribution 

The main contribution of this thesis is to enhance knowledge and experience 

about suitable methodology for the quantitative prediction of material properties 

based on Barkhausen noise measurement. Feature generation and selection 

procedures are tested and compared, and also suitable modelling techniques are 

studied. The potential for using the obtained results in industrial on-line or off-

line applications is considered. Even though only the prediction of material 

properties is studied here, the methodology can also be quite easily converted to 

the needs of quality control where, for example, the detection of defective 

components or identification of the hardened surface layer thickness of 

components is required. 

1.5 Author’s contribution 

The research work for this thesis was carried out in two projects in close co-

operation with the Laboratory of Materials Science at Tampere University of 

Technology. The present author was the researcher responsible for the 

development of the prediction models of material properties and thus the main 

author of the publications in that field. The publications that form the basis of this 

thesis are (Sorsa & Leiviskä 2009a), (Sorsa & Leiviskä 2009b), (Sorsa & 

Leiviskä 2010), (Sorsa & Leiviskä 2011a), (Sorsa & Leiviskä 2011b), (Sorsa & 

Leiviskä 2011c), (Sorsa et al. 2008a), (Sorsa et al. 2008b), (Sorsa et al. 2010b), 

(Sorsa et al. 2012a) and (Sorsa et al. 2012b). For these publications, the present 

author carried out all the methodological research work concerning modelling 

while Suvi Santa-aho, M. Sc., was responsible for material handling and data 

acquisition. Prof. Kauko Leiviskä was the supervisor of the research work while 

the other authors provided advice and commented on the manuscripts. Section 6 

also gives some results that are yet unpublished. The present author is the main 

contributor of these studies as well. The projects also produced a lot of 

publications concerning the basic understanding of the Barkhausen phenomenon 

and its relationship to material properties. Publications in this field concerning the 

Barkhausen phenomenon are relevant and are thus referred to in Section 2. 

However, the present author is not the main contributor of these publications.  
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1.6 Structure of the thesis 

The first section introduces the topic with background information and the scope 

of the research. Section 2 concentrates on the Barkhausen phenomenon and its 

measurement. This section also presents a brief literature review about the 

possible applications of Barkhausen noise measurement. Section 3 presents the 

methodology used in variable selection. The methodology includes different 

modelling techniques, search engines and objective functions. In Section 4, the 

experimental set up is given. The studies and their results are presented in Section 

5 while discussion and future considerations are given in Section 6. Section 7 

summarises the thesis. 
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2 Barkhausen phenomenon and its use in non-
destructive testing 

In this section, the theoretical background behind Barkhausen noise and its 

measurement are briefly presented. It also includes a short literature review on the 

use of Barkhausen noise in different NDT applications. 

2.1 The origin of the Barkhausen effect 

The magnetic properties of materials are due to the moving electrons in atoms, 

creating atomic dipole moments. In ferromagnetic materials, these dipole 

moments are oriented parallel within small magnetic domains separated by 

domain walls. When no external magnetic field is present, the directions of these 

magnetic domains are random and thus they cancel each other out and the overall 

magnetization of the piece is zero. (Cullity 1972) 

When the piece is placed in an increasing external magnetic field, the 

domains start to change their sizes so that the domains with a direction close to 

the applied field increase their size. Thus, the magnetization of the piece increases. 

When the external field is increased enough, the magnetization of the piece 

saturates to a maximum value (BS). In this case, there is only one magnetic 

domain within the material with a direction parallel to the applied field. (Cullity 

1972, Jiles 2000, Durin & Zapperi 2006) 

Magnetic hysteresis is the difference between the magnetizing and 

demagnetizing paths of the material. When the applied field strength is decreased 

after the saturating magnetization is reached, the magnetization of the material 

starts to decrease. However, decreased magnetization does not follow the same 

curve as increased magnetization. When the applied field strength is reduced to 

zero, the piece still remains magnetized. The remaining magnetization is called 

remanence (BR). When the external field is now increased in the opposite 

direction, the magnetization of the material further decreases. The opposite 

external field needed to obtain zero magnetization is called coercivity (HC). Again, 

the magnetization saturates when the field strength is further increased. 

Decreasing the external field, reversing it and increasing it again leads to a 

hysteresis loop as shown in Fig. 1. (Anderson et al. 1990)  

Even though the applied external magnetic field changes smoothly and the 

hysteresis loop shown in Fig. 1 seems smooth, the domain wall motions are jerky 

and discontinuous. This is due to what are termed pinning sites within the 
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material. The domain walls get trapped behind these sites and when the external 

field is strong enough, they abruptly and irreversibly break away from the pinning 

sites. These sudden jumps lead to abrupt changes in the magnetization of the 

material. Detecting these changes leads to the noise-like signal called the 

Barkhausen noise. (Cullity 1972, Jiles 2000, Durin & Zapperi 2006) 

The pinning sites are small inhomogeneities within the material. They may be, 

for example, grain boundaries, small volumes of second phase material or 

inclusions. Also, residual microstresses affect the domain wall motions and thus 

the Barkhausen noise. (Cullity 1972, Jiles 2000) 

 

Fig. 1.  The hysteresis loop. 

2.2 Barkhausen noise measurement 

The Barkhausen noise measuring principle is simple. An alternating current is fed 

to the magnetizing yoke to generate a changing magnetic field for the repeated 

magnetizing and demagnetizing cycles of the specimen. The magnetic field that is 

induced in the specimen is captured with a pick-up coil, amplified and filtered to 

obtain the Barkhausen noise signal. A diagram of a typical Barkhausen noise- 

measuring instrument is shown in Fig. 2.  

Barkhausen noise measurement only gives information from the near-surface 

region of the material. The penetration depth of the measurement depends on the 

magnetization frequency used. With higher frequencies, the penetration depth of 

the measurement is lower (Jiles 2000, Moorthy et al. 2005, Wilson et al. 2009). A 

rough division into high and low frequency approaches is given in (Moorthy et al. 
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2005). In the high frequency analysis, the magnetizing frequency higher than 10 

Hz is used while low frequency approaches use frequencies lower than 1 Hz. 

The external magnetic field typically changes according to triangular or 

sinusoidal functions. Even though Durin & Zapperi (2006) suggest that triangular 

waveform should be preferred, both are used in the literature.  

For many applications, Barkhausen noise measurement has certain 

advantages. The measurement is fast and only rather simple equipment is needed 

(Lindgren & Lepistö 2002). It is also possible to measure components with 

complex geometries (Moorthy et al. 2005, Desvaux et al. 2004). 

 

Fig. 2.  The diagram of a Barkhausen noise instrument; drawn based on (Lindgren 

2003) and (Santa-aho 2008). 

2.3 Barkhausen noise signal analysis 

A typical Barkhausen noise signal is shown in Fig. 3. Usually, some feature is 

calculated from the signal and then compared with studied material properties. 

The root-mean-squared (RMS) value of the signal is the most usual one. It has 

been used, for example, in (Lindgren & Lepistö 2002) and (O’Sullivan et al. 

2003). It is given by:  

 


=

=
N

i

ix
N

RMS
1

21
.

 

(1) 

Above, N is the number of data points and x is the data vector whose i:th entry is 

xi. Another usual feature is Barkhausen noise energy, which is obtained by 

integrating the squared signal over one Barkhausen noise envelope (Kim et al. 

1992). The envelope includes measurements from half of one magnetization loop 

(one burst in Fig. 3). Later, Barkhausen noise energy was also calculated for the 

whole measurement signal (Gauthier et al. 1998). 
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A more recent approach considers Barkhausen noise as a function of the 

applied magnetic field. Such an approach is used, for example, in (Moorthy et al. 

1998), (Saquet et al. 1999) and (Stewart et al. 2004). Typically, the RMS value of 

the measurement signal is taken followed by a moving average filtering (Blaow et 

al. 2006). Through such a procedure, what is termed the Barkhausen noise profile 

is obtained. A typical profile is shown in Fig. 4. The profile is calculated for 

ascending and descending applied magnetic field directions separately. These 

profiles should be mirror images of each other (Blaow et al. 2006) and thus their 

average can be used. The profile height, width and position (typically called peak 

height, width and position) are then determined and compared with the material 

properties. It is also possible to use specific points of the profile to explain 

changes in material properties (Wilson et al. 2009). Also, the maximum slope of 

the profile has been used (Ng et al. 2001).  

A problem with Barkhausen noise measurement is the robustness of the 

calculated features. It is proposed in (Stewart et al. 2004) that more robust 

features are obtained if certain functions are fitted to the profile and the fitting 

parameters are used as features. The Lorenzian function was used in (Stewart et al. 

2004) and the exponentially modified Gaussian distribution in (Blaow et al. 2006). 

The features that can be used are not limited to those mentioned above. It is 

quite common to convert the data into a frequency domain and then analyse the 

obtained spectra. Frequency domain analysis has been used, for example, in 

(Yamaura et al. 2001) and (Davut & Gür 2007). Yamaura et al. (2001) further 

divided the spectra into frequency ranges and used the ratios of those as features. 

In addition, pulse height distribution (Davut & Gür 2007) and statistical values 

such as skewness (Stewart et al. 2004) have been used.  
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Fig. 3. A typical Barkhausen noise signal with 4 bursts. 

 

Fig. 4. A typical Barkhausen noise profile. 

2.4 Material characterization with Barkhausen noise 

Barkhausen noise has been shown to be very sensitive to different material 

properties. The microstructure, residual stress and hardness of the material have 

all been studied with Barkhausen noise. The following is a more detailed review 

of the studies found in the literature.  
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2.4.1 Microstructure 

The microstructure of the material has an influence on the physical and magnetic 

properties of materials. The term “microstructure” includes information about the 

different phases present in the material. The number, distribution, volume fraction, 

shape and size of the phases all define the microstructure of the material. 

(Anderson et al. 1990) 

In the literature, many microstructural properties of materials have been 

studied and compared to Barkhausen noise measurements. Such properties 

include the grain size (Ranjan et al. 1987, Moorthy et al. 1997a, Gaterier-Rothea 

et al. 1998, Yamaura et al. 2001, Anglada-Rivera et al. 2001, Kim & Kwon 2003), 

ferrite, pearlite and martensite phases (Saquet et al. 1999, Moorthy et al. 2000, 

D’Amato et al. 2003, Koo et al. 2003, Kaplan et al. 2007, Kleber et al. 2008) and 

the carbon content (Gatelier-Rothea et al. 1998, Ng et al. 2001, Koo et al. 2003, 

Capó-Sánchez et al. 2004, Pérez-Benitez et al. 2005). The physical background 

for the influence of the grain size is the increased number of magnetic domains 

and domain walls with smaller grain sizes (Jiles 2000). Basically, this means that 

more Barkhausen jumps occur but with a smaller amplitude (Jiles 2000). 

However, the increased number of domain walls leads to increased Barkhausen 

activity. In (Moorthy et al. 1997a), the feature corresponding to the amount of 

Barkhausen activity was the peak height while Gatelier-Rother et al. (1998) and 

Anglada-Rivera et al. (2001) used the maximum Barkhausen noise amplitude. In 

(Moorthy et al. 1997a), it was also noticed that the peak position shifted to lower 

applied field strengths (decreased) when increasing the grain size. This is also 

expected based on the theoretical analysis given in Jiles (2000). In (Yamaura et al. 

2001), only the Barkhausen noise measurement spectra were studied. Their 

significant finding was that the ratio between high and low frequency components 

decreased with increased grain size. They also found out that grain misorientation 

also has a significant influence on the measurement.  

In the literature, quite controversial results are presented for the influence of 

the carbon content. It seems that generally an increased carbon content leads to 

increased Barkhausen activity (Ng et al. 2001, Capó-Sánchez et al. 2004). Ranjan 

et al. (1987) explains this by the fact that an increased carbon content leads to a 

decreased grain size, which further leads to increased Barkhausen activity as 

presented above. Indeed, Ng et al. (2001) studied the relationship between the 

carbon content and three features of the Barkhausen noise signal (the rising slope 

and the FWHM value of the profile, and the RMS value) and found that all the 
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features increased with an increasing carbon content. Capó-Sánchez et al. (2004) 

also observed a region with similar results but with higher carbon content where 

the maximum Barkhausen amplitude saturates and starts to decrease. Negative or 

positive correlation between Barkhausen activity and carbon content was also 

reported in (Koo et al. 2003) with different materials. The conclusion was that the 

relationship is unclear.  

Ferrite, pearlite and martensite phases have been studied with Barkhausen 

noise. Moorthy et al. (2000) and Kleber et al. (2008) reported that the amount of 

ferrite may be detected on the basis of Barkhausen noise measurement. The 

martensite content was analysed in (Saquet et al. 1999) and (Kaplan et al. 2007) 

while Koo et al. (2003) analysed the pearlite content. Good correlations were 

reported especially in (Kleber et al. 2008), (Kaplan et al. 2007) and (Koo et al. 

2003). Typically, a feature corresponding to Barkhausen activity (the RMS value 

or peak height) was used but also the peak position was sensitive to 

microstructure changes. 

There are also studies where changes in microstructure have been analysed. 

Tempering of material leads to martensite decomposition, which changes the 

microstructure. These changes have been studied in (Saquet et al. 1999), 

(Moorthy et al. 2000) and (Davut & Gür 2007). Microstructure characterization 

of hardened and strained samples has been reported in (Blaow et al. 2006) and 

(O’Sullivan et al. 2004), respectively, while Moorthy et al. (1997b) analysed the 

microstructure changes of heat-affected zones in welding. 

2.4.2 Hardness 

Increased hardness is related to an increased number of pinning sites (dislocation 

density). This impedes the movements of dislocations and domain walls. 

Consequently, increased hardness is expected to lead to lower Barkhausen activity. 

(Cullity 1972, Sipahi 1994) 

This has also been observed in studies and reported in the literature. The 

RMS value of the signal has been found to decrease with increasing hardness 

(Sipahi 1994, O’Sullivan et al. 2004, Santa-aho et al. 2009). The same 

observation has been made about the relationship between hardness and peak 

height (Moorthy et al. 1997b, Kaplan et al. 2007). Furthermore, a linear 

relationship between the inverse of Barkhausen noise activity (peak height or 

RMS) and hardness has been reported in (Moorthy et al. 1997b) and (O’Sullivan 

et al. 2004).  
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It is expected that the coercivity of the material increases with hardness 

(Kinser et al. 2005) due to the higher dislocation density. For example, 

O’Sullivan et al. (2004) reported an exponential relationship between coercivity 

and the inverse of Barkhausen noise. However, Mészáros & Szabó (2005) found 

that the coercivity value could not be used in hardness evaluation for duplex 

stainless steels. Instead they showed that the peak position could be used for the 

task. Good correlations between the peak position and hardness have also been 

reported in (Davut et al. 2004). Despite the results in (Mészáros & Szabó 2005), 

coercivity and the peak position are generally reported to be closely related to 

each other (Stewart et al. 2004, Davut & Gür 2007). 

2.4.3 Stress state 

The measure of the forces acting within a solid piece of material is called stress. 

Stress is defined as the force per unit area and thus its unit is expressed as N/m2 

(Pa). A division into applied and residual stress can be made. The stress due to 

external forces is referred to as the applied stress while the stress remaining in 

material after all external forces are removed is the residual stress. Residual 

stresses can be further divided based on their scale. Macrostress varies over large 

distances while microstress varies over the scale of a grain. (McGonnagle 1963, 

Cullity 1972, Withers & Bhadeshia 2001a, Withers & Bhadeshia 2001b)  

Residual stresses arise from differences between neighbouring regions, parts 

or phases within the material. They may be caused, for example, by 

inhomogeneous plastic deformation or thermal gradients during processing. 

Basically, all manufactured components hold residual stresses due to processing. 

Residual stresses may be detrimental, leading to unexplained structural failure 

when combined with applied stress. However, deliberate compressive stress may 

improve the fatigue resistance of a component. (Withers & Bhadeshia 2001a, 

Withers & Bhadeshia 2001b) 

A lot of results have been reported in the literature where Barkhausen noise 

has been used in evaluating the stress state of a material. It is typically observed 

that tensile stress increases Barkhausen activity and compressive stress decreases 

it (Jagadish et al. 1990, Lindgren & Lepistö 2002, Santa-aho et al. 2009). 

Mierczak et al. (2011), for example, reported a linear relationship between the 

reciprocal of the peak height and applied stress. The same linear behaviour is also 

reported in (Santa-aho et al. 2012a) but it is further noticed that the slope depends 

on hardness. However, the relationship shows saturating behaviour with both 
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tension and compression. Furthermore, it has been reported that when increasing 

the tensile stress after saturation is reached, Barkhausen activity starts to decrease 

(Anglada-Rivera et al. 2001, Stewart et al. 2004, Pérez-Benitez et al. 2005, 

Blaow et al. 2007).  

Typically, changes in the stress state have been explained using features 

corresponding to Barkhausen noise activity. These features are the RMS value 

(Gatelier-Rothea et al. 1998, Lindgren & Lepistö 2002), the Barkhausen noise 

energy (Gauthier et al. 1998, Iordache et al. 2003) and the peak height (Stewart et 

al. 2004, Moorthy et al. 2004b, Blaow et al. 2007, Mierczak et al. 2011). Other 

features that are reported to correlate with the stress state are the peak position 

and width (Stewart et al. 2004, Blaow et al. 2007) and skewness (Stewart et al. 

2004). 

The prediction of residual stress is challenging because the microstructure, 

composition and other unmeasured properties also affect Barkhausen noise. The 

influences of different material properties cannot be distinguished from the signal. 

Also, it has been reported that the direction of the measurement has an influence 

on the measurement and thus has to be taken into consideration when applying 

Barkhausen noise measurement. To overcome these difficulties, the measurement 

device must be calibrated for each material in order to obtain appropriate stress 

state evaluations. (Gauthier et al. 1998, Lindgren & Lepistö 2002, Blaow et al. 

2007)  

2.5 Barkhausen noise applications 

Barkhausen noise can be applied to certain NDT applications. Such applications 

are material deformation, fatigue, case-depth and grinding burn evaluation. The 

next section gives a more detailed description of these applications. 

2.5.1 Deformation detection 

The behaviour of material when under an applied stress varies depending on the 

material. The shape of the material may change or even a fracture may occur. A 

graphical representation of the behaviour of a material under the applied stress is 

called a stress-strain curve. Stress refers to the applied stress expressed as force 

per unit cross-sectional area of specimen (N/m2), while strain refers to the change 

in the material dimension (length). Often the strain is expressed as a ratio of the 

change in the length and the initial length and thus it becomes a dimensionless 
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value (known as engineering strain). (Anderson et al. 1990) A typical stress-strain 

curve is shown in Fig. 5. 

The stress-strain curve can be divided into two regions: elastic and plastic. In 

the elastic region, the strain increases linearly with the stress. If the stress is 

released within the elastic region, the material returns to its original shape. When 

the stress exceeds the yield strength of the material, permanent changes are 

caused to the material shape. Also, the rate of change decreases due to the work 

hardening of the material. When the applied stress exceeds the tensile strength of 

the material, a neck begins to develop somewhere along the specimen. After the 

neck is formed, any further strain is localized in the neck leading finally to the 

fracture of the specimen. (Anderson et al. 1990) 

The description of material deformation under applied stress given above is 

rather rough. In fact, the situation is not that simple (Moorthy 1999b, Lindgren 

2003). The plastic deformation of the material begins at stresses lower than the 

yield strength and the deformation can be divided into four stages: perfectly 

elastic, microyielding, macroyielding and progressive plastic deformation 

(Moorthy et al. 1999b).  

Barkhausen noise is able to separate the different stages of deformation 

(Moorthy et al. 1999b, Iordache et al. 2003). It has been found that Barkhausen 

noise activity (Barkhausen noise energy and the peak height) increases 

significantly with tensile elastic strain (Stefanita et al. 2000b, Blaow et al. 2004, 

Iordache et al. 2003). The initiation of microyielding has been reported to 

decrease Barkhausen noise amplitude (Moorthy et al. 1999b).  

It is reported in the literature that the effect of plastic deformation is 

anisotropic (Krause et al. 1995, Dhar et al. 2001, Lindgren & Lepistö 2001). 

Typically, a decrease in Barkhausen activity is reported with increased strain in 

the loading direction (Birkett et al. 1989, Lindgren & Lepistö 2001) while a 

decrease is noticed in the transverse direction (Lindgren & Lepistö 2001). 

However, some studies have shown that with early plastic deformation, 

Barkhausen activity has increased (Hwang & Kim 1988, Stefanita et al. 2000a, 

Dhar et al. 2001, Iordache et al. 2003). In (Dhar et al. 2001), an initial increase in 

Barkhausen noise energy was followed by a decrease and finally saturation.  

Overall, the influence of plastic deformation on Barkhausen noise is very 

complicated and also not that well understood (Stefanita et al. 2000a, Lindgren 

2003). Nevertheless, Barkhausen noise has been recognized as a potential method 

for detecting the degree of deformation within a material (Moorthy et al. 1999b, 

Dhar et al. 2001, Kleber & Vincent 2004). One reported advantage of Barkhausen 
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noise compared to other methods is that, according to the results obtained, the 

different stages of deformation can be detected and distinguished (Moorthy et al. 

1999b, Iordache 2003). This information can be useful in evaluating the condition 

of parts and structures in service. 

 

Fig. 5. A typical stress-strain curve. Redrawn from (Anderson et al. 1990). 

2.5.2 Fatigue monitoring 

Fatigue is a major cause of mechanical failure in industry. It is estimated that 90% 

of failures are caused by it. Fatigue basically means changes in a material when it 

is under a repeated load. The overall mechanism of fatigue can be divided into 

three phases. First, microscopic changes develop leading to crack initiation. This 

is followed by crack growth and finally by the fracture of the material. (Schijve 

2001, Palit Sagar et al. 2005) 

Many factors affect material fatigue. These factors are, for example, the 

initial microstructure, surface quality, the stress state of the specimen and the 

applied stress level (Schijve 2001). It has been shown in the literature that the 

magnetic properties of materials are related to fatigue-induced changes in the 

microstructure. Bi et al. (1997) found that coercivity and remanence change 

systematically with the number of stress cycles while Chen et al. (1994) found a 

logarithmic relation between coercivity and stress cycles. The changes in 

magnetic properties depend on the stage of the fatigue process. It has been 

reported that coercivity increases or decreases in the first stage depending on the 

material and remains stable in the second phase (Lo et al. 2000). Remanence, on 
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the other hand, is reported to increase in the first stage, remain stable in the 

second stage and decrease in the third stage (Lo et al. 2000). 

Barkhausen noise measurement has also been proposed as a possible method 

for fatigue monitoring (Tomita et al. 1996, Vincent et al. 2005). It is typical that a 

nonlinear relationship is observed between Barkhausen noise and the number of 

stress cycles (Błachnio et al. 2002). This is quite natural because fatigue 

mechanisms in different stages affect Barkhausen noise in different ways. 

Furthermore, the factors affecting fatigue are multiple as listed above and along 

with microstructural changes the stress state of the material also changes during 

the fatigue process, which complicates the interpretation of the measurement 

signal (Lindgren & Lepistö 2003).  

It has been reported that the different stages of fatigue can be distinguished 

using Barkhausen noise measurement (Moorthy et al. 1999a, Vincent et al. 2005). 

An increase in Barkhausen activity has been reported in the first stage of fatigue. 

This is followed by a decrease in the second stage and a further increase in the 

final stage. These observations have been justified by the changes in the 

microstructure caused by movements of dislocations. (Govindaraju et al. 1993, 

Lindgren & Lepistö 2003, Palit Sagar et al. 2005)  

Even though similar results have been reported, it should be noted that the 

results are very case-dependent. For example, Lindgren & Lepistö (2000) found 

that the relationship is quite different for mild and high strength steel specimens. 

Palma et al. (2005) showed that the applied stress level affects the results. They 

observed no changes in Barkhausen noise if the applied load was below the 

fatigue limit and found Barkhausen noise inapplicable for fatigue monitoring 

where the applied load exceeded the yield strength (see Fig. 5) of the material. 

2.5.3 Case depth evaluation 

The fatigue life of materials depends on their surface condition. Consequently, 

materials are given surface treatments such as carburizing and induction 

hardening. In these processes, the chemical, mechanical and metallurgical 

properties of the components are changed to a certain depth below the surface. 

The knowledge about this case depth and the profiles of the aforementioned 

properties is advantageous for evaluating the quality life of components. 

(Vaidyanathan et al. 2000, Moorthy et al. 2004a) 

The detection of the case depth with Barkhausen noise measurement is based 

on the hardness difference of the surface (case) and the interior of the material. It 
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is typical that two-peaked Barkhausen noise profiles are obtained with the first 

peak at lower applied field strength corresponding to the soft interior and the 

second peak corresponding to the case. When two peaks are obtained their ratio 

has been shown to correlate with the case depth (Bach et al. 1988, Vaidyanathan 

et al. 2000, Moorthy et al. 2004a). 

The problem, however, is that two peaks are not always detected (Dubois & 

Fiset 1995, Moorthy et al. 2004a). Moorthy et al. (2004a) noticed that the second 

peak disappears if the case depth is too great. They showed that case depths up to 

1 mm show the two-peaked profile and can be evaluated with the ratio of the two 

peak heights. Dubois & Fiset (1995) used the frequency spectrum instead and 

calculated the frequency content of a certain frequency bands. They found good 

correlations between the frequency content and case depth with many steel types.  

Other features are also shown to correlate with the case depth. Wilson et al. 

(2009) showed that the peak height decreases with an increasing case depth. 

Santa-aho et al. (2010) observed the same relationship between the RMS value 

and the case depth. The same research later showed that the spectral density of the 

Barkhausen noise signal decreases exponentially with increasing case depths 

(Santa-aho et al. 2011). It was reported that case depths of up to 2 mm could be 

detected (Santa-aho et al. 2010, Santa-aho et al. 2011). 

A quite different approach for the detection of the case depth is taken in 

(Santa-aho et al. 2012c). They studied voltage and frequency sweeps to evaluate 

the thickness of the surface layer. Usually these sweeps are only used for 

determining suitable voltage and frequency values for current measurements. In 

their study, it is observed that the ratio of two voltage sweeps with different 

frequencies provides a good estimation of the case depth. 

Hardened surface layers increase the fatigue strength of the material. It is also 

possible that the surface undergoes a decarburizing process where the surface 

layer softens. The softening is detrimental in terms of the fatigue life of 

components. A couple of studies have shown that Barkhausen noise can also be 

used to detect the depth of this softened layer (Blaow et al. 2005, Stupakov et al. 

2011). In (Blaow et al. 2005), it is reported that a single-peaked profile turns into 

a two-peaked one in decarburization. They observed that the height of the second 

peak at higher applied field strengths increased with increasing depths. Also, the 

position of the peak shifted to lower field strengths. In (Stupakov et al. 2011), it is 

shown that the RMS value first increases followed by a decrease with the 

increased depth of the decarburized layer. Therefore, they used Barkhausen noise 

coercivity and found that it decreases with increasing depths. 
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2.5.4 Grinding burn detection 

The surface finishing of a component is accomplished in the grinding process. 

Grinding also removes a small amount of material so that the required dimensions 

are obtained. The processing step may, however, damage the surface. The damage 

may be temper (softening) or rehardening burns, tensile residual stress generation, 

or microcracking. The damage is caused by increased localized temperatures. 

(Malkin 1989) 

Several studies have shown that Barkhausen noise can also be used in 

detecting grinding burns. The peak height and width have been shown to indicate 

grinding burns (Gupta et al. 1997, Moorthy & Shaw 2009). Moorthy et al. (2005) 

used low and high frequency measurements to detect grinding burns. High 

frequency measurement produced a single-peaked Barkhausen profile while low 

frequency measurement led to a two-peaked profile. They concluded that the peak 

height of the high frequency profile correlated well with the residual stress 

changes due to grinding damage. The second peak (higher applied field strength) 

of the low frequency profile was shown to reflect the changes in stresses and 

microstructure near the surface.  

Some studies have used laser processing to produce artificial grinding burns 

in order to manufacture calibration blocks for industrial grinding burn detection 

(Sorsa et al. 2010a, Santa-aho et al. 2012b, Santa-aho et al. 2012d). These studies 

showed that laser processing could be applied in generating artificial grinding 

burns. However, the processing parameters must be carefully selected. The 

studies also showed that the changes in the material properties due to the 

processing correlated well with the changes in the Barkhausen noise features. 
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3 Variable selection and model identification 

The amount of data in many fields of applications has increased dramatically in 

recent years. Such fields include chemometrics, quantitative structure-

activity/property relationship (QSAR/QSPR) studies and sensor array applications. 

Obviously, huge amounts of data include irrelevant variables. Some variables may 

be noisy and some may be collinear with each other. As far as modelling is 

concerned, it is advantageous in many ways to select the significant variables 

from the whole set. If irrelevant, noisy or collinear variables are used in models it 

has been reported to lead to, for example,  

– the deterioration of model performance (Alexandridis et al. 2005) 

– increased time consumption in model training (Guyon & Elisseeff 2003)  

– a more difficult interpretation of the developed model (Smit et al. 2008).  

Also, the risk of overfitting and chance correlations increases (Baumann 2003, 

Dieterle et al. 2003). The variable selection task is a high dimensional 

optimization problem where the variable set is explored in order to find the most 

suitable subset. The usually exhaustive search which is guaranteed to find the 

optimal solution is not feasible because it is computationally too expensive. 

Consequently, many procedures have been proposed that are capable of selecting 

a subset of variables from a large variable set. They can be divided roughly into 

filters and wrappers (Kohavi & John 1997). In filter approaches, some ranking is 

formed and features are selected or eliminated according to that ranking. In 

wrapper approaches, the model itself is used in the selection. Filter approaches are 

computationally very efficient but the obtained model is seldom optimal (Guyon 

& Elisseeff 2003, Sayes et al. 2007).  

The wrapper approaches need three components: a modelling technique, a 

search engine and an objective function (Baumann 2003). Typical modelling 

techniques are, for example, multivariate linear regression (MLR), principal 

component regression (PCR), partial least squares regression (PLSR) and 

artificial neural networks (ANN) and the objective function is typically based on 

the squared error of prediction. The search engines can be further divided into 

optimal, deterministic and stochastic. The optimal search engines are considered 

impractical but are still briefly described here. The deterministic methods are 

computationally more efficient but they may get trapped in local optima (Guyon 

& Elisseeff 2003, Sayes et al. 2007). Fig. 6 shows the classification of the search 

engines. The figure also shows the methods that are described later in this section. 
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This section presents the basic principles of feature selection. Firstly, some 

basic concepts of filter approaches are given although the main focus is on 

wrapper approaches. The only filter method that is described in more detail is the 

successive projections algorithm (SPA), which has been used in studies by the 

present author. Each aspect of the wrapper approaches is discussed separately 

starting with mathematical modelling techniques.  

 

Fig. 6. The classification of search engines.  

3.1 Filter methods 

Fig. 7 shows a flowchart of a filter approach. The flowchart in the figure assumes 

that the data is split statically into training and external validation data sets. This 

issue is further discussed in section 3.6. In the filter methods, some index 

describing the relevance of the variables is calculated. The indices are then 

typically used to rank the variables or to remove the variables with low relevance. 

The basic idea in ranking approaches is that variables with a high rank are added 

to the model while low-rank variables can be eliminated from the set of candidate 

variables. (Guyon & Elisseef 2003, Sayes et al. 2007)  

A usual ranking criterion is correlation, which, however, is limited to linear 

correlations. Another common criterion is some measure of predictive power. It is 
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obtained by fitting a simple (typically linear regression) model between each one 

of the variables and the predicted output. The modelling error is then used as the 

criterion. Information theoretic criteria have also been used where the criterion is 

typically mutual information between the input and output variables. The benefit 

of this is that no assumptions about the underlying distributions or the nature of 

the relationships between the variables are made. (Guyon & Elisseef 2003, Sayes 

et al. 2007)  

 

Fig. 7. Flowchart of a filter variable selection.  

The successive projections algorithm (SPA) is introduced in (Araújo et al. 2001). 

The basic idea of the SPA algorithm is to form a ranking so that, when adding 

features to the model, each new feature has minimal collinearity with the features 

already added. This ranking is formed by calculating the orthogonal projections of 

the remaining features to the already selected features. The greatest Euclidean 

length of the projections then decides which feature is added next. The first 

feature may be selected manually (Araújo et al. 2001) or M (M is the number of 

features) different rankings may be formed starting from each of the features 

(Galvão et al. 2008). In the latter case, all the rankings are then tested and the best 

one is selected. Furthermore, the selected subset of features can be subjected to a 

backward-elimination procedure (Galvão et al. 2008). The details of the SPA and 

required equations are not presented here but can be found in (Araújo et al. 2001) 

and (Galvão et al. 2008). 

The filter methods and the ranking criteria are not described here in more 

detail. Many applications can be found in the literature. For example, correlation-

based feature selection is discussed in (Hall 1999) and information theoretic 

criteria used in (Peng et al. 2005). A good review of the filter methods applied in 

the field of bioinformatics is given in (Sayes et al. 2007). 
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3.2 Mathematical modelling techniques 

As mentioned before, wrapper selection procedures need three components. A 

flowchart of the wrapper approach is shown in Fig. 8. As illustrated, one of the 

required components is a mathematical modelling technique. The most usual 

modelling techniques used are briefly introduced in this section.  

 

Fig. 8. Flowchart of a wrapper variable selection.  

3.2.1 Multivariable linear regression 

Linear regression models are used to map the linear interactions between input 

and output variables. Based on the collected data, the unknown model parameters 

are identified. A linear regression model is given by (Harrell 2001) 

 


=

+=++++=
M

j

jjMM
xbbxbxbxbby

1

022110
ˆ  . (2) 
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regression model, but when M > 1 it is called a multiple regression model (MLR). 

The general multivariable regression model can be presented in matrix format as 

(Harrell 2001) 

 
Xby =ˆ , (3) 

where X is the matrix of input variables (N×M) and b is the matrix of regression 

coefficients (M×1). N and M are the number of data points and input variables, 

respectively. It should be noticed that the bias term is included in (3) as the vector 

x0, which is a vector of ones. It should also be noticed that only one output 

variable is written in (2) and (3) even though there may be more. Typically, a least 

squares solution of (3) gives the unknown model parameters. The least squares 

solution is based on the pseudoinverse of X and is given by (Harrell 2001) 

 
( ) yXXXb

TT 1ˆ −
= . (4) 

Many studies found in the literature use MLR models together with some wrapper 

selection procedure. Pires et al. (2008) studied simple forward-selection and 

backward-elimination procedures while a genetic algorithm was used in (Jouan-

Rimbaud et al. 1996) and (Broadhurst et al. 1997). These studies are just 

examples and a lot more can be found in the literature.  

3.2.2 Principal component regression 

Principal component analysis (PCA) is a statistical technique usually used for 

data reduction. The data matrix is transformed into a new matrix so that the 

variables in the new matrix are uncorrelated and ordered on the basis of the 

portion of the variance they explain. The new variables are called principal 

components and are obtained from the covariance or correlation matrix of the 

original data matrix. Usually the first few variables explain the majority of the 

variance and thus they can be used to represent the whole data set without losing 

a significant amount of information. (Roffel & Betlem 2006) 

The vectors containing the values of the new variables are called scores. They 

are obtained by multiplying the original variables by their weighting coefficients, 

which are called loadings. Thus a score vector is obtained by  

 jj Xpt = , (5) 
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where t and p are the score and the loading vectors, respectively. The loading 

vectors are the eigenvectors of the covariance or correlation matrix of the original 

data matrix. The decomposition of the original data matrix into the matrices of 

scores and loadings can be expressed as (Roffel & Betlem 2006, Romagnoli & 

Palazoglu 2006) 

 
T

TPX = . (6) 

In (5), P is the loadings matrix (M×M) including the eigenvectors of the 

correlation (or covariance) matrix of X and T is the score matrix (N×M). The 

transformation is carried out so that each loading vector is a unit vector meaning 

that its Euclidean length is 1. The significance of the transformation is that the 

obtained component score vectors are uncorrelated. In addition, they are formed 

in such a way that the first score vector explains the maximum amount of the 

variance in the original data matrix. The second score vector explains the 

maximum amount of the remaining variance and so on. An illustrative figure of 

PCA is given in Fig. 9, where the components are shown for a two-dimensional 

case. The figure clearly shows how the first component captures the majority of 

the variance while the second component explains the remaining variance. The 

variance explained by each component is defined by the eigenvalue 

corresponding to the component’s eigenvector (Romagnoli & Palazoglu 2006). 

In addition to the uncorrelated component score vectors, another significant 

outcome of the principal component transformation is that typically the majority 

of the variance is explained by a number of components that is less than the 

original number of variables. Thus, the dimensionality of the modelling problem 

decreases. This dimensionality reduction is usually also the aim of the studies 

found in the literature where PCA is used (Barros & Rutledge 1998, Zhang 2007). 

Studies also exist where PCA is used to produce uncorrelated input variables for 

other modelling techniques such as ANNs (Zhang 2007).  
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Fig. 9.  A two-dimensional example of PCA. 

The regression model that is identified with the component score vectors as input 

variables is called a principal component regression (PCR) model. It is given by 

 
bTy ′=ˆ , (7) 

where T′ is the matrix of component scores (N×m) including only the selected 

number (m) of vectors (m < M). The model is identified in the least squares sense 

by (4). The number of component score vectors included in the model is usually 

defined by adding them one at a time to the model as long as the model behaviour 

improves. The model behaviour is typically evaluated by the prediction error of 

some validation data set (Depczynski et al. 2000). The score vectors are ranked 

according to their eigenvalues and added starting from the highest.  

The traditionally used eigenvalue-based component ranking, however, has 

been reported as not leading to optimal results (Sun 1995, Depczynski et al. 2000). 

It has been shown that even though some variables explain only a small fraction 

of the total variance, they may contain significant information and thus cannot be 

neglected. Thus, a correlated PCR has been proposed where the correlation of 

component score vectors to the predicted output variable is used as the ranking 

criterion (Sun 1995, Depczynski et al. 2000). Furthermore, it has been suggested 

that no ranking at all be used but that the component score vector selection be 

subjected to a wrapper selection procedure. The proposed wrapper procedures use 

forward selection and backward elimination (Depczynski et al. 2000, Pires et al. 

2008) and genetic algorithms (Barros & Rutledge 1998, Depczynski et al. 2000) 

as search engines. These search engines are explained later in Sections 3.4 and 3.5. 
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3.2.3 Partial least squares regression 

Partial least squares regression (PLSR) is quite similar to the PCR described in 

the previous section. The original data matrix is also transformed into component 

score vectors and the regression model is built between these transformed vectors 

and the predicted variable as given in (7). However, the mechanism used in the 

transformation is different. While PCA only considers the internal variance of the 

data matrix, PLSR also considers the predicted output variable and forms the 

component score vectors so that the maximum amount of useful information is 

captured from the data matrix. The required number of vectors is usually lower 

than the number of original variables and thus PLSR is also used to decrease the 

dimensionality of the modelling task. (Garthwaite 1994, Höskuldsson 2001) 

The calculation of PLS component score vectors is an iterative procedure 

where a desired number of vectors is formed. It is typical that the score vectors 

are calculated and added to the model until the model performance improves 

(Garthwaite 1994). The score vectors are obtained by identifying the 

corresponding loadings vector and then substituting them in (5). The first PLS 

component loadings vector is obtained by identifying a simple regression model 

between each of the input variables and the predicted output variable. Mean-

centred or normalized variables are used and thus the regression coefficients are 

obtained from the covariance or correlation matrix, respectively. These regression 

coefficients form the first loadings vector so that the Euclidean length of the 

vector is 1. (Bastien et al. 2005) 

The identification of the first loading vector and the calculation of the first 

score vector is followed by a set of simple regressions. In these regressions, both 

the input variable matrix and the output variable are predicted with the first score 

vector. The identification of the regression coefficients between these are obtained 

with the least squares solution given in (4) and the predictions are (Bastien et al. 

2005) 

 11aTX =ˆ  and (8) 

 1b1Ty =ˆ . (9) 

Above, a1 is the vector of regression coefficients (1×M) between the data matrix 

X and the first score vector T1 and b1 is the regression coefficient between the 

output variable y and the first score vector. It should also be observed that b1 is 

the first element of b in (7). After the predictions given in (8) and (9), the 

prediction errors (residuals) are calculated by (Bastien et al. 2005) 
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XXEX,1 −= ˆ  and (10) 

 
yyey,1 −= ˆ . (11) 

Now the residuals hold no correlation to the first score vector T1 and are used in 

identifying the second loadings vector. The procedure of identifying the second 

loadings vector is the same as the one described above but the original data matrix 

is replaced by EX,1 and the original output variable by ey,1. The same procedure is 

repeated until the desired number of score vectors is formed. (Bastien et al. 2005)  

It has been reported in the literature that the prediction accuracy of a PLSR 

model is influenced by the variables used in generating the component score 

vectors (Baumann 2003, François et al. 2007). Consequently, the selection of the 

variables is essential before the identification of a PLSR model. It is also possible 

to set the loadings of the insignificant components to zero (Bastien et al. 2005). 

Many studies can be found in the literature where the variables are selected for 

PLSR models. The results are reported, for example, in (Leardi & Gonzáles 1998), 

(Andersen et al. 2006) and (McLeod et al. 2009). Andersen et al. (2006) and 

McLeod et al. (2009) use backward-elimination procedure while Leardi & 

Gonzáles (1998) use a genetic algorithm for the selection. Also, McLeod et al. 

(2009) use a genetic algorithm but only as a pre-selection step. 

3.2.4 Artificial neural networks 

An artificial neural network is a set of simple, parallel computational units, 

neurons (Fig. 10). The inputs of the neurons are weighted with the weighting 

coefficients (wj) as shown in Fig. 10. The weighted inputs are typically summed 

and then passed through the activation function (f) to produce the output of the 

neuron (y). Fig. 11 shows a couple of often used activation functions. The 

sigmoid function is used in backpropagation neural networks (BPNN) while 

radial-basis functions are used in radial basis function neural networks (RBFNN). 

(Haykin 1999) 
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Fig. 10. A simple computational unit, neuron.  

Fig. 11. Activation functions used in neural networks: a) sigmoidal and b) radial-basis 

function.  

Neurons are arranged in layers. The networks include an input and an output 

layers and a fixed number of so-called hidden layers as shown in Fig. 12. No 

computations are carried out in the input layer as the input variables are only 

distributed to the neurons in the first hidden layer. Thus, the number of neurons in 

the input layer equals the number of input variables (N). The output layer 

obviously produces the outputs of the neural model. Consequently, the number of 

neurons in the output layer equals the number of output variables (P). (Haykin 

1999) 

The complexity of the network is governed by the number of hidden layers 

and the number of neurons in each hidden layer. Too many hidden layers and 

neurons result in overfitting while too simple a model structure results in poor 

prediction accuracy. Usually, one hidden layer is enough for the majority of the 

modelling tasks. (Babuska & Verbruggen 2003) 

After the structure of the network is defined, it is trained. In training, the 

unknown parameters are defined. The training procedure used depends on the 

network type. In BPNNs, the parameters are found by first simulating the network 

(calculating the output) and then passing the error back to the input layer and 
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tuning the parameters starting from the output layer (Haykin 1999). With the 

RBFNNs, the training can be carried out through clustering or by adding one 

neuron at a time until a predefined number of neurons is reached. The applied 

clustering techniques are k-means and fuzzy c-means. (Wang & Xiang 2007) 

Automated variable selection strategies are applied to ANN models. Forward 

selection was used, for example, in (Eklöv et al. 1999) and (Benoudjit et al. 2004). 

In the latter study, the forward-selection step was followed by backward 

elimination in order to find a variable subset as small as possible. Alexandridis et 

al. (2005) and Gualdron et al. (2006) used simulated annealing in variable 

selection while a genetic algorithm was used in (Gardner et al. 2005) and 

(Hemmateenejad 2005).  

When variables are selected for ANN models, the problem is that the 

parameters defining the network structure must also be optimized and the network 

must be trained (Benoudjit et al. 2004, Wang & Xiang 2007). Thus, the overall 

procedure easily becomes computationally very expensive. Naturally, it is usual 

that the computational burden is decreased somehow. It is, for example, possible 

to use a linear model in a variable selection step instead of the nonlinear ANN 

model (Eklöv et al. 1999, Guyon & Elisseeff 2003). Also, the dimensionality of 

the problem can be decreased by a pre-selection step (Gualdron et al. 2006, Wang 

& Xiang 2007). The PCA described in Section 3.2.2 has also been applied to the 

input variable set followed by a stepwise addition of variables based on the 

eigenvalue (Zhang 2007) or correlation ranking (Hemmateenejad 2005).  

 

Fig. 12. Typical neural network structure with one hidden layer.  
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3.3 Optimal search engines 

Two optimal search algorithms exist as shown in Fig. 6. These are the exhaustive 

search and the so-called branch-and-bound algorithm. The exhaustive search 

simply tests all the possible feature subsets in order to find the best one. The 

computational load increases exponentially with the increasing number of 

variables in the original subset (M) and becomes impractical with a rather small 

M. The branch-and-bound approach is computationally more feasible because it 

does not search the entire search space, but parts that are guaranteed not to lead to 

optimal results are rejected. The major drawback is that the objective function 

must be monotonic. This is not often the case especially with small sample sizes. 

Also, the complexity of the algorithm explodes with increasing M making it also 

impractical. (Jain & Zongker 1997, Nakariyakul & Casasent 2007) 

Many improvements have been proposed for the branch-and-bound algorithm 

to enhance the computational speed. They are not presented here but can be found 

for example in (Nakariyakul & Casasent 2007). 

3.4 Deterministic search engines 

Deterministic wrapper methods are step-wise algorithms where one feature at a 

time is added, eliminated or replaced as shown in Fig. 6. These basic methods 

have been combined to obtain more efficient search engines. The deterministic 

methods are computationally more efficient than the stochastic methods and the 

results are reproducible.  

The forward-selection procedure is very simple. It starts by identifying M 

models each having only one variable. The performance of these models is 

evaluated with the objective function and the model leading to the best 

performance determines the variable that is added into the model. The second step 

is to identify M-1 models so that each model contains the already selected 

variable and one of the remaining variables. The second variable is again added 

based on the behaviour of the models. This procedure is repeated as long as the 

model performance improves. The drawbacks of the procedure are that it easily 

gets trapped in a local optimum and only considers the effect of a single variable 

at a time. Thus, variables which are weak alone but strong together are rejected. 

Furthermore, once the variable is added its relevancy is not questioned later. 

(Kohavi & John 1997, Guyon & Elisseeff 2003) 
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In the backward-elimination procedure, the opposite is carried out. Firstly, a 

model with all the variables is identified followed by the identification of M 

models each with M-1 variables. The performance of these models is evaluated 

and the best model determines the eliminated feature. Then M-1 models each with 

M-2 variables are identified and evaluated to eliminate another variable. The same 

elimination procedure is continued for as long as the model performance 

improves. The backward elimination algorithm requires more computations than 

forward selection and is also prone to getting trapped in local optima (Kohavi & 

John 1997, Guyon & Elisseeff 2003) 

A computationally intriguing variant of the above-mentioned procedures is 

their generalized version where multiple variables are added or eliminated 

simultaneously. However, such approaches have been reported to have what is 

called a “nesting problem” (Jain & Zongker 1997, Kudo & Sklansky 2000). This 

problem is avoided if the plus-l-minus-r method is used (Pudil et al. 1994, Eklöv 

et al. 1999). As expected, the procedure takes l steps forwards followed by r 

backward steps. The drawback is, however, that there is no method for 

determining the optimal l and r values.  

A more advanced variant of the simple procedures is the sequential floating 

search method presented in (Pudil et al. 1994). The procedure contains repeated 

forward and backward steps and thus it is assumed that the method is able to 

escape local optima. Floating search has been reported to give better results than 

the other approaches mentioned above (Pudil et al. 1994, Jain & Zongker 1997). 

An adaptive variant of the floating search method is proposed in (Somol et al. 

1999) where more than one variable can be eliminated in one step. The number of 

variables added or eliminated changes in the course of the search.  

The steepest ascent algorithm is proposed in (Serpico & Bruzzone 2001). 

This algorithm starts with forward selection where the desired number of 

variables is selected. Then it is evaluated if any variable selected can be changed 

to improve the model performance. The drawback of this procedure is that it has 

to be repeated with different numbers of variables. Based on the steepest ascent 

algorithm, an improvement for the floating search algorithm is proposed in 

(Nakariyakul & Casasent 2009). This improvement adds a replacement step to the 

floating search procedure so that each selected variable is subjected both to 

elimination and replacement.  

There are many reported applications of deterministic variables selection 

methods in the literature. The following section contains some examples. Forward 

selection has been used, for example, in (Xie & Kalivas 1997) and (Barros & 
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Rutledge 1998) to find the optimal variable subset for a PCR model while in 

(Paulsson et al. 2000) variables for a feedforward neural network model are 

sought. Backward elimination is seldom used alone but usually as a part of a more 

complex procedure. Such applications are reported in (Andersen et al. 2006), 

(Benoudjit et al. 2004a) and (Benoudjit et al. 2004b). It is also quite typical that 

simple forward-selection and backward-elimination procedures are carried out as 

a second selection step after some prior selection step. For example, McLeod et al. 

(2009) applied forward selection and Jouan-Rimbaud et al. (1996) backward 

elimination to a variable set obtained from a genetic algorithm selection.  

3.5 Stochastic search engines 

The deterministic search engines described in the previous section have some 

drawbacks. Firstly, they may be trapped in local optima and thus the result may 

not be optimal. Also, the variables are often evaluated independently and thus it is 

possible that variables which are weak alone but strong together with some other 

variable are not found. Thus, it may be desirable to use stochastic search methods 

which are more likely to find the global optimum. (Guyon & Elisseeff 2003) 

Two stochastic search engines are mainly used in variable selection, 

simulated annealing and genetic algorithms. Another but quite seldom used 

algorithm is the tabu search (Baumann et al. 2002, Wang et al. 2009), although it 

is not described here in more detail.  

3.5.1 Simulated annealing 

Annealing is a process where a solid piece of material is first heated up and then 

cooled down slowly. With high temperatures the atoms within the material can 

arrange themselves quite freely. When the temperature is lowered, the movements 

of the atoms are hindered and finally the solid crystallizes into a permanent 

structure. Throughout cooling, the system energy is reduced and reaches the 

minimum when the structure crystallizes. The probability distribution of possible 

system energies follows the Boltzmann distribution given by (Pham & Karaboga 

2000) 
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
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Ep exp . (12) 
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Above, p(E) is the probability that the system is in a state of energy E, k is the 

Boltzmann’s constant and T is the temperature. Fig. 13 shows probability 

distributions with different temperatures. The figure shows that at high 

temperatures all the system energies have probabilities close to one, but at lower 

temperatures the probabilities of higher energy states are reduced. (Pham & 

Karaboga 2000) 

 

Fig. 13. Probability distributions at different temperatures (k = 0.01). 

Procedure 

This process of cooling and the subsequent crystallization of a solid is mimicked 

in simulated annealing. The state of the solid is represented by the possible 

solutions to the optimization problem and the system energy is replaced by the 

value of the objective function. The minimum energy state at the end of cooling 

corresponds to the optimal solution found by the algorithm. Fig. 14 shows a 

flowchart of a typical simulated annealing algorithm. 

The algorithm is iterative and searches the neighbourhood of the current 

solution for better ones. With each iteration, a new solution is created by making a 

random modification to the current solution and the new solution is then 

evaluated with the objective function. The difference between the objective 

function values determines whether the new solution is accepted or not. If the 

difference is negative (i.e. the new solution is better), the new solution is accepted 
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Metropolis criterion, which is based on Boltzmann’s distribution given in (12). 

The new solution is accepted if (Pham & Karaboga 2000) 
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where δ is a uniform random number between 0 and 1 and Jnew and Jcur are the 

objective function values of the new and current solutions, respectively. Also, a 

general version of simulated annealing can be used. The new solution is then 

accepted if (Sutter & Kalivas 1993) 
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Above, β is a constant, Jbsf is the objective function value of the best solution 

found so far and Jcons is a conservative guess of the minimum objective function 

value, respectively. A suitable value for β is reported to be such that the ratio of 

accepted and rejected detrimental moves is initially somewhere between 0.5 and 

0.7 (Hörchner & Kalivas 1995).  

Using simulated annealing 

When using simulated annealing, a couple of selections must be made. These 

selections are (Pham & Karaboga 2000) 

– representation of solutions 

– definition of the objective function 

– definition of the generation mechanism of new solutions  

– definition of the cooling schedule. 

The representation of the solutions may be binary, integer or real-valued. These 

possibilities are described in more detail in Section 3.5.2. The definition of the 

objective function is described in Section 3.6. The generation mechanism of new 

solutions makes a very small change in the current solution. It is quite typical that 

a small change is made only to one of the parameters to be optimized. Some 

mechanisms used with genetic algorithms (mutation) described in the following 

section may be used. (Pham & Karaboga 2000) 
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Fig. 14. A flowchart of a typical simulated annealing algorithm. 

The cooling schedule needs four parameters to be defined: the initial temperature, 

the temperature update rule, the number of new solutions generated at each 

temperature and the stopping criterion for the search (Pham & Karaboga 2000). It 

is desirable for the cooling schedule to be such that initially almost all the new 

solutions are accepted and thus the search space is thoroughly covered. Later 

when the temperature is lowered, a lesser amount of detrimental moves are 

allowed and thus the search starts to converge to an optimum. Still, some 

detrimental moves are allowed and thus the algorithm is still able to escape local 

optima. When the temperature is low enough, practically no detrimental moves 

are allowed and the algorithm can converge to the global optimum. (Alexandridis 

et al. 2005) Typically, a stepwise cooling update rule is used. Such a rule is, for 

example, the geometric cooling rule given by (Pham & Karaboga 2000) 

 ii cTT =+1 , (15) 

where c is a constant factor.  
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Simulated annealing has been used in many variable selection applications. 

For example, Sutter & Kalivas (1993) and Sutter et al. (1995) use simulated 

annealing to find a suitable subset of features for an MLR model applied in 

QSAR studies. A suitable feature subset for an MLR model is also sought in 

(Meiri & Zahavi 2006). They use the model in a marketing application. 

Swierenga et al. (1998) used simulated annealing to find the optimal parameters 

for a PLSR model while some applications where neural networks are used are 

presented in (Sutter et al. 1995), (Alexandridis et al. 2005), (Gualdrón et al. 2006) 

and (Llobet et al. 2007). Sutter et al. (1995) identified feedforward neural 

networks, Alexandridis et al. (2005) identified RBFNNs and Gualdrón et al. 

(2006) identified probabilistic neural networks (PNN).  

When using simulated annealing in variable selection, it has been noticed that 

the obtained result is not stable but changes when the search procedure is repeated 

(Hörchner & Kalivas 1995). Thus, many studies suggest the use of some pre-

selection procedure. Filter methods are the most usual methods used for this 

(Debuse & Rayward-Smith 1997, Llobet et al. 2007). In (Hörchner & Kalivas 

1995), simulated annealing itself is used in removing the irrelevant features 

before the actual selection, while Alexandridis et al. (2005) used genetic 

algorithms for this task. 

3.5.2 Genetic algorithms 

Genetic algorithms are a class of robust evolutionary optimization methods 

suitable for various types of optimization problems. The basic idea comes from 

biological evolution. During the development of genetic algorithms, new 

operators inspired by nature are added even though their significance is not clear. 

It has been assumed that if a certain operator has been favoured in nature, it must 

be advantageous. Crossing methods, for example, have been generated and 

selected on this basis. (Goldberg 1989) 

A genetic algorithm is based on a population of chromosomes, each being a 

possible solution to the optimization problem. New populations are repeatedly 

generated to allow the population to evolve towards better solutions through 

genetic operators: reproduction and mutation. Reproduction further divides into 

selection and crossover and is basically responsible for convergence, while 

mutation allows the search to escape local minima. A flowchart of a typical 

genetic algorithm is shown in Fig. 15. (Goldberg 1989) 
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The algorithm starts from the initial population. It should be noted that the 

time needed to find a good solution depends directly on the initial population 

(Rahnamayan et al. 2007). When no a priori information about the solution is 

available, it is typical to take the initial population randomly from a uniform 

distribution. Another initialization method uses a quasi-random sequence of 

points (Maaranen et al. 2007) and opposite initialization has also been proposed 

(Rahnamayan et al. 2007). Population initialization requires the definition of the 

first tuning parameter: the population size (Npop). This is simply the number of 

chromosomes used. When binary-coded algorithms are used the number of bits 

(Nbits) used per parameter must also be defined.  

The algorithm continues with the evaluation of the initial population. The 

evaluation is carried out with the objective function. After the evaluation, a new 

population is created. First, an adequate number of parents are selected. For each 

crossover a random number is taken and compared to the predefined crossover 

probability (pc). If the random number is smaller than the probability, the parents 

are crossed with the selected crossover method. Otherwise, the parents are moved 

directly to the new population. Thus, the crossover probability regulates the 

crossover rate. (Goldberg 1989) 

The crossover is followed by mutation where random changes are made to 

the population. The mutation rate is regulated using the mutation probability (pm). 

Mutation occurs if a random number is smaller than the mutation probability. The 

final step in creating the new population is elitism. New populations are created 

until the termination criterion is satisfied. Typically, the algorithm terminates 

when a predefined number of generations (Ngen) have been created. (Davis 1991) 
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Fig. 15. A flowchart of a typical genetic algorithm. 

Chromosome encoding and the objective function 

Chromosomes form the population which develops throughout the genetic search. 

Each chromosome is a possible solution to the optimization problem. The solution 

is coded to the chromosomes. Binary, integer or real-valued coding can be used. 

Fig. 16 shows examples of different encodings. The early applications of genetic 

algorithms used binary coding. Binary coding, however, has some drawbacks 

when used for real-valued optimization problems. First, the accuracy of the 

solution depends on the number of bits used for each parameter. High accuracy 

needs more bits, leading to longer chromosomes, and may deteriorate the 

efficiency of reproduction. Another problem may be that a one-bit change may 

lead to great changes in the converted value. The conversion also needs some 

computations and thus the algorithm may become computationally very 

expensive when high accuracy is needed. (Michalewicz 1996) Consequently, it 

has been stated that, in general, real-valued genetic algorithms suit real 

engineering problems better (Chang 2007). Integer coded algorithms are quite 

seldom used. However, some applications can be found in the literature where 

they are used (Alexandridis et al. 2005, Gardner et al. 2005). 
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Fig. 16. Chromosomes with different encodings. Each chromosome includes three 

parameters to be optimized. In binary coding, four bits are used for each parameter. 

In variable selection tasks, it is typical to use binary-coded genetic algorithms 

(Broadhurst et al. 1997, Barros & Rutledge 1998). In these applications, each 

variable in the variable set is represented by one bit. Thus, the length of each 

chromosome equals the number of candidate variables. If the bit corresponding to 

a certain variable is 0, the variable is not selected, while 1 indicates that the 

variable is selected. Integer coded algorithms have also been used for variable 

selection (Gardner et al. 2005). The chromosome then defines the indices of the 

selected variables. The drawback of this approach is that the number of selected 

variables must be predefined. 

Many applications of genetic algorithms utilizing real-valued coding can be 

found in the literature. A typical application is, for example, a parameter 

identification problem where suitable parameter values are searched for a model. 

Results from such studies are reported, for example, in (Khalik et al. 2007), 

(Wang et al. 2008), (Sorsa et al. 2008b), (Ohenoja & Leiviskä 2010) and (Sorsa et 

al. 2010b).  

The objective function forms the link between the genetic algorithm and the 

optimization problem. It is used to evaluate the fitness of the chromosomes to the 

optimization problem. A typical objective function is, for example, some criterion 

based on the squared error. The objective functions used in variable selection 

problems are further discussed in Section 3.6. 

Selection 

The generation of the new population begins with selection where chromosomes 

are selected for possible crossover. Selection is carried out so that better 

chromosomes have a higher probability to be selected. Thus, the properties of the 
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better chromosomes are more likely to be inherited by the chromosomes in the 

new population. (Davis 1991) 

There are two common methods for selection: roulette wheel and tournament 

selection. In roulette wheel selection, the probability that a chromosome is 

selected is directly proportional to its fitness. It is still possible that the worst 

chromosome is selected, even though it is very unlikely. In roulette wheel 

selection, the cumulative sum of the chromosome fitness values is calculated and 

a uniform random number between 0 and the sum of the fitness values is taken. 

(Davis 1991) Table 1 shows an example with 10 chromosomes and their fitness 

values together with the cumulative sum. Fig. 17 shows the cumulative sum curve 

together with the random number. The random number is used in selection as 

shown in the figure. It is clear from Fig. 17 that the chromosomes with higher 

fitness values have a higher probability of being selected.  

In tournament selection, a certain number of candidate chromosomes are 

selected randomly. From these chromosomes, the one that has the highest fitness 

value is selected. The tournament selection allows the weaker chromosomes to be 

selected only if they are in a tournament with even weaker chromosomes. The 

worst chromosome, however, can never be selected. (Fogel 2000) 

The method that is used for selection has an influence on the efficiency of the 

algorithm. If mainly better chromosomes are selected, the algorithm converges 

fast. The convergence rate may be too fast, which increases the risk of premature 

convergence to a local optimum. When it is also allowed to select weaker 

chromosomes, the convergence rate is slower but the search space is better 

covered. (Michalewicz 1996) 

Table 1. An example of population fitness values and the cumulative sum. 

Chromosome 1 2 3 4 5 6 7 8 9 10 

Fitness value 6.6 0.4 8.5 9.3 6.8 7.6 7.4 3.9 6.6 1.7 

Cumulative sum 6.6 6.9 15.4 24.7 31.5 39.1 46.5 50.5 57.0 58.7 
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Fig. 17. Roulette wheel selection. In this case, chromosome 6 is selected. 

Crossover 

In crossover, the selected parent chromosomes are fused to produce offspring. 

Typically, two parents produce two offspring but this may change depending on 

the crossover method used. For example, heuristic crossover produces only one 

offspring from two parents. The main idea in crossover is that moderate 

chromosomes may include good values for some parameters. Thus, the 

combination of these good values leads to better chromosomes and thus the 

population evolves towards the optimum. Crossover rate is usually regulated with 

a predefined crossover probability. Thus, not all parents are necessarily crossed 

but are moved directly to the new population. (Goldberg 1989) 

Many crossover methods exist. Some are applicable to binary-coded genetic 

algorithms while others only suit real-valued algorithms. With binary-coded 

algorithms, it is typical to use the n-point crossover where n points are selected 

randomly and the segments of parents determined by the random points are 

switched (Herrera et al. 1998). Fig. 18 illustrates crossover operations with one- 

and two-point crossover. Another method used with binary-coded algorithms is 

uniform crossover where each bit of the offspring is taken randomly from the 

parents (Davis 1991). Fig. 18 also shows uniform crossover. 

With real-value coded genetic algorithms, a wide selection of crossover 

operators is available. These operators are, for example, arithmetic, linear and 
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heuristic crossover. These methods are not described here in more detail. 

Descriptions of them together with other methods can be found, for example, in 

(Deep & Thakur 2007) and (Sorsa et al. 2010b). 

 

Fig. 18. Crossover operations used with binary-coded genetic algorithms. 

Mutation and elitism 

Mutation creates random changes in the population. It simply changes a random 

part of a chromosome. With binary-coded algorithms, all the digits are browsed 

and some of them are randomly flipped from 0 to 1 or from 1 to 0. The mutation 

rate is usually regulated with a mutation probability. Mutation is essential for the 

algorithm because it allows the search to escape local minima and also creates 

new genetic material for the population. (Davis 1991) 

With real-value coded genetic algorithms, more options are available. 

Uniform mutation simply replaces the mutated parts of the chromosome with 

feasible new values, while boundary mutation replaces them with the lower or 

upper bounds of the feasible area. In non-uniform mutation, the feasible area 

changes with the number of generations created. During the early stages, non-
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uniform mutation searches the space uniformly, but during the later stages it tends 

to search the space locally. (Michalewicz 1996) 

It is possible that some good solutions disappear from the population through 

genetic operations. To avoid this, elitism can be applied. In elitism, a predefined 

number of the fittest chromosomes is moved directly to the new population. This 

may increase the dominance of the fittest chromosomes and thus decrease the 

diversity of the population. On the other hand, the convergence rate is increased. 

(Davis 1991) 

Performance of the genetic algorithm 

The performance of the genetic algorithm and thus the outcome of the 

optimization are closely dependent on the values of the tuning parameters (Katare 

et al. 2004, Eiben et al. 2007). The tuning parameters are crossover and mutation 

probabilities, rate of elitism, population size and the number of generations as 

mentioned above. The appropriate values of the parameters are highly problem- 

specific and often defined manually (Katare et al. 2004, Eiben et al. 2007). 

Finding the values may be a difficult task because of the complex interactions 

between the parameters (Deb & Agrawal 1999, Eiben et al. 2007). Furthermore, 

the optimization problem itself affects the interactions, making the tuning even 

more complicated (Deb & Agrawal 1999).  

Crossover is the genetic operator responsible for convergence of the 

population. Generally, it can be said that the crossover probability should be high 

enough (> 0.6) for the search to be efficient (Eiben et al. 2007). Mutation is 

sometimes considered to be a secondary genetic operator (Grefenstette 1986). 

However, it is stated in (Nunez-Letamendia 2007) that mutation is the only way 

to produce genetic information not present in the initial population and thus is the 

mechanism that prevents the search from getting trapped in a local optimum. This 

is especially true with binary-coded algorithms where crossover only produces 

new combinations of the selected parents. Generally, it holds that higher mutation 

probabilities decrease the risk of premature convergence and guarantees that the 

population is diverse enough (Boyabatli & Sabuncuoglu 2004). On the other hand, 

if the mutation probability is too high, the risk of destroying already found good 

solutions is high (Deb & Agrawal 1999). In such cases, the performance of the 

algorithm approaches the performance of the random search (Grefenstette 1986). 

The population size is also a very significant parameter in terms of the 

outcome of the genetic search (Grefenstette 1986). If the population size is too 
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small, the risk of finding only a local optimum increases (Nunez-Letamendia 

2007). Also, the efficiency of crossover and thus the convergence rate may be 

inappropriately low with too small populations (Grefenstette 1986). Furthermore, 

too large populations may lead to low convergence rates because more objective 

function evaluations are needed per generation (Grefenstette 1986). This also 

increases the computational burden of the algorithm. Consequently, it is of major 

importance to use a population of appropriate size (Deb & Agrawal 1999).  

The number of generations also affects the computational load of the search 

(Boyabatli & Sabuncuoglu 2004). If too few generations are generated it may be 

possible that chromosomes do not adapt to their environment (Deb & Agrawal 

1999). On the other hand, too many generations increase the computational load 

drastically. 

As mentioned above, the tuning of the parameters is typically carried out 

manually one parameter at a time. This may be time-consuming and does not 

necessarily lead to optimal parameter combinations. Another approach controls 

the parameters during optimization (Eiben et al. 2007). However, in this paper 

parameter control is not used and thus these methods are not discussed in more 

detail.  

Genetic algorithms in variable selection problems 

Many successful applications of genetic algorithms in variable selection can be 

found in the literature. Suitable feature subsets have been selected for MLR 

(Jouan-Rimbaud et al. 1996, Broadhurst et al. 1997), PCR (Barros & Rutledge 

1998, Depczynski et al. 2000) and PLSR (Kimura et al. 1998, Leardi & González 

1998, McLeod et al. 2009) models. Applications also exist where the input 

variables for ANN models are selected with genetic algorithms. Llobet et al. 

(2004) use genetic algorithms to find the optimal subset for a fuzzy artmap neural 

model suitable for classification problems. Gardner et al. (2005) select variables 

for a PNN model while (Alexandridis et al. 2005) and (Wang & Xiang 2007) and 

use RBFNNs. BPNNs are studied in (Hemmateenejad 2005).  

Even though good results have been reported with genetic algorithms, some 

drawbacks have also been noticed. One is that genetic algorithms are 

computationally very expensive (Alexandridis et al. 2005). Another drawback is 

related to the huge search space that is typically associated with variable selection 

tasks. As mentioned earlier, the initial population has an effect on the outcome of 

the search (Rahnamayan et al. 2007) and thus it is assumed that only a small 
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fraction of the search space is covered with a single run of the algorithm (Leardi 

& Gonzáles 1998). Some studies have also found that insignificant variables are 

selected among the significant ones when using genetic algorithms (Jouan-

Rimbaud et al. 1996, Leardi & González 1998, Baumann 2003). Thus it has been 

suggested that genetic algorithms should not be used for very large-scale variable 

selection problems (Leardi & González 1998, Gauchi & Chagnon 2001).  

To avoid the instability caused by the variations in initial populations and the 

selection of insignificant variables, cascaded selection strategies have been 

proposed. It has been reported that filter methods can be used for eliminating 

noisy and collinear variables before a genetic search. For example, a variance-

based elimination is used in (Llobet et al. 2004, Wasim & Brereton 2004, Chu et 

al. 2007) to remove noisy variables. Collinear variables can be removed, for 

example, based on correlation (Llobet et al. 2004). The filter methods however, 

need a predefined threshold value and are use-dependent (Llobet et al. 2004, Chu 

et al. 2007). It is also possible to use genetic search as the pre-selection procedure 

and continue with some other method. For example, the results of the repeated 

runs of a genetic algorithm may be refined to a ranking according to which 

variables are added to the model (Leardi & Gonzáles 1998, Dieterle et al. 2003). 

The results of a genetic search have also been used as a starting point for searches 

carried out with forward selection (McLeod et al. 2009), backward elimination 

(Jouan-Rimbaud et al. 1996) or simulated annealing (Alexandridis et al. 2005).  

3.6 Objective functions 

The objective function is critical in obtaining results with the desired properties. It 

may contain terms counting for predictive ability and complexity of the model. 

Basically, the objective function is a compromise between model accuracy and 

parsimony (Li et al. 2002, Guyon & Elisseeff 2003). If all the data is used for 

model training, the model is easily overfitted. An overfitted model performs very 

accurately (even perfectly) for the training data set but fails with other data sets 

(Hawkins 2004). Thus, it is desirable to split the data set into training and 

validation sets. Two different types of validation sets can be used: internal and 

external. An internal validation data set is separated from the training data set and 

is used when determining the optimal variable subset. An external validation data 

set is an independent data set that is used to guarantee the validity of the model 

for future use. (Harrell 2001) Fig. 19 illustrates the data splits. 
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Fig. 19. Different data sets separated from the whole data set. Training and internal 

validation data sets are used for variable selection and model identification while the 

external validation data set is used for testing. 

3.6.1 Resampling methods 

When plenty of data is available, a static data split can be made. With small data 

sets, however, a static split may lead to an unacceptable loss of data for model 

training. In such cases, resampling methods can be used where all the data is used 

for training and validation. Typical resampling methods are cross-validation and 

bootstrapping. In bootstrapping, samples of size N (the number of data points) are 

drawn from the whole data set with replacement, meaning that the very same data 

point can be drawn multiple times. Then the model is fitted to the drawn sample 

and its performance is evaluated. An average of these evaluations is the estimate 

of the model performance. This procedure is referred to as simple bootstrap. An 

advanced version of bootstrap also estimates the optimism in model performance 

and subtracts it from the performance estimate. (Efron & Tibshirani 1993, Harrell 

2001) Bootstrap methods are not that often used in variable selection problems 

even though some applications can be found (Amato & Vinzi 2003, Chu et al. 

2004).  

There are basically three resampling cross-validation methods: leave-one-out 

(LOO), leave-multiple-out (LMO) and k-fold. In each of these methods, some of 

the data is used for training the model and the remaining part is used for 

validation. In the LOO procedure, one data point is left out for validation while all 

the other data is used in training. This is repeated so that all the data points are left 

out for validation and the estimate of the model performance can be made. In k-

fold cross-validation, k data sets are randomly drawn without replacement. One of 

these sets is left out for validation while the others are used for training. The 

LMO procedure uses data so that multiple data points are left out for validation at 

a time. Also in this case, the samples used for training and validation are drawn 

without replacement. The k-fold and LMO procedures use random data splits and 
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thus it is advantageous to make multiple splits to estimate model performance. 

This makes both of these methods computationally more expensive. These 

algorithms also possess some tuneable parameters, which makes their use more 

difficult. (Baumann 2003)  

Sometimes the data set is so small that no data at all can be separated for 

external validation. In such cases, double cross-validation (also called model 

cross-validation) can be used (Wessels et al. 2005, Anderssen et al. 2006, Foca et 

al. 2009). In double cross-validation, external validation is also carried out with 

resampling methods, leading to a great increase in the computational burden.  

3.6.2 Criteria used 

The definition of an appropriate objective function may be difficult. The objective 

function may include terms accounting for predictive power and model 

complexity, as mentioned earlier. These terms are to be used so that the result of 

the variable selection is an accurate model with as few variables as possible 

(Guyon & Elisseeff 2003, Hawkins 2004).  

The simplest approach to reaching these goals is to add a penalty constant 

that penalizes the number of variables in the model (Kohavi & John 1997, Barros 

& Rutledge 1998, Dieterle et al. 2003). Barros & Rutledge (1998) multiplied the 

sum of the squared error of predictions (SSEP) by the number of features. They 

also used a term (Durbin-Watson criterion), which penalizes the solution if the 

modelling residuals are not random. A very small penalty constant is used in 

(Kohavi & John 1998) to break ties in favour of a smaller subset of variables. A 

tuneable penalty constant is proposed in (Zhang 1992) where the number of 

variables is simple multiplied by an appropriate constant. Some criteria readily 

hold the terms accounting for model parsimony. Such criteria are, for example, 

the Bayesian information criterion (BIC), Akaike information criterion (AIC) and 

Mallow’s Cp criterion (Li et al. 2002, Wisnowski et al. 2003).  

More parsimonious models are also obtained if only a near optimal solution is 

searched (Wisnowski et al. 2003). This has been studied, for example, by Li et al. 

(2002) who compared Wold's R criterion to its adjusted versions and also to AIC. 

Wold’s R criterion is obtained as a ratio of the sum of the squared prediction error 

(SSEP) values of two models. Furthermore, the SSEP values are obtained through 

some cross-validation procedure. The ratio is then compared to unity to determine 

which model is better. In the adjusted version of Wold's criterion, the ratio is 

compared to thresholds smaller than unity to favour more parsimonious models. 
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Li et al. (2002) found that when model parsimony is the major concern, the 

adjusted Wold's R criterion is to be used and when model accuracy is the main 

goal, they proposed the use of Wold's original criterion or the AIC.  

Another approach for finding more parsimonious models is to restrict model 

complexity in the selection procedure. This can be implemented by simply 

defining the maximum number of variables that can be added to the model 

(Swierenga et al. 1998, Baumann 2003). A similar limitation is also used in 

(Gardner et al. 2005), who used an integer-coded genetic algorithm for selecting 

variables. In their approach, chromosomes include information about the indices 

of the variables included in the model. Thus the chromosome length must be 

defined, which also defines the number of variables used in the model. 

3.7 Functions used in the studies 

Some functions used in the studies by the author are presented in this section. The 

functions are used in the feature generation step described in Section 5.2. The first 

set of functions is fitted into the BN profiles presented in Fig. 4. These functions 

are normal distribution, triangular function, trapezoidal function and the two-

sided composite of two normal distributions. They are given respectively by 
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Above, H is the applied magnetic field, Hi refers to a certain strength of the 

external magnetic field, s denotes the spread of the normal distribution and k is 

the slope of the triangular or trapezoidal function. 

Another set of functions used is certain factors. They are applied directly to 

the BN signal. These factors are crest, clearance, impulse and shape. They are 

given by (Lei et al. 2008, Yadav & Wadhwani 2011) 
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where N is the number of data points, RMS is as given in (1) and 
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4 Experimental set up 

This section provides information about the basic set up of the research. The 

studied materials and the equipment used are described. In addition, a description 

is given of the data sets used. 

4.1 Studied materials 

The studied material was carburizing case-hardened steel 18CrNiMo7-6 (EN 

10084). Its typical chemical composition is given in Table 2. This material is 

typically used in wind turbine gears and other industrial transmission applications. 

The studied samples underwent different procedures so that the final residual 

stress and hardness varied. For example, different tempering temperatures and 

times or different laser processing parameters were used. The procedures are 

described in more detail in Section 4.3. 

Table 2. The nominal chemical composition of case-hardened steel 18CrNiMo7-6. 

(Sorsa et al. 2008a). 

Element C Cr Si Mo Mn Ni P V S Cu Al Sn N 

% 0.17 1.65 0.19 0.32 0.56 1.52 <0.01 <0.01 <0.004 0.02 0.028 0.002 0.012 

4.2 Measurements 

The Barkhausen noise measurements were carried out with a Rollscan 300 

instrument. The magnetising frequency used was 45 or 125 Hz while the 

magnetizing voltage was 4.3 Vpp (voltage peak to peak). The measured 

Barkhausen noise signals were stored with a Microscan software program. The 

residual stress measurements were carried out using the X-ray diffraction method. 

The measurement device used was an XStress 300 with CrKα radiation and the 

chi method. The voltage used was 30 kV, the current 6.7 mA and the collimator 

diameter 3 mm. Both of the above-mentioned measurement devices were 

manufactured by Stresstech Oy (Finland). The hardness measurements were 

performed with a Matsuzawa NMT-X7 (Matsuzawa Co. LTD, Japan) hardness 

tester. The applied load for these Vickers hardness measurements was 1 kg. 
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4.3 Data sets 

Three data sets were used in the studies. The first and the third data sets were 

obtained from the samples with varying tempering temperature and times. The 

temperatures varied between 180 and 350 °C and the times between 90 and 240 

min. The samples in the second data set were processed by laser to vary the 

surface hardness and residual stress state. Different laser processing parameters 

were used.  

Regardless of the data set, the measurement signals underwent certain pre-

processing steps. First, the signals may have included incomplete magnetizing 

loops which were removed. The second step in pre-processing was Boxcar 

averaging where a certain number of data points were replaced by their average. 

In the data sets used, the window size of 10 was used. This step was observed not 

to impair the quality of the data (in fact quite the opposite). It efficiently reduces 

the size of the data which is desired for future processing.  

The further processing of the signals included moving window-based filtering. 

RMS- and entropy-based filters were applied. The Barkhausen noise profiles were 

obtained by means of this filtering step. Table 3 shows the dimensions of the data 

sets.  

Table 3. The dimensions of the data sets used. 

 Data set 1 Data set 2 Data set 3 

Number of features 72 72 55 

Number of data points 60 24 115 
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5 Results 

This section presents the research contributions of the author. The aim of the 

whole study was to obtain a suitable methodology for building prediction models 

of material properties based on Barkhausen noise (BN) measurements. The 

overall modelling approach is presented in Section 5.1. Then the steps of model 

development are presented in Sections 5.2–5.4. The results are summarised in 

Section 5.6. 

5.1 Modelling approach 

The development of a prediction model includes four steps: feature generation, 

feature selection, model identification and model validation. Fig. 20 illustrates the 

overall prediction scheme. In feature generation, the measured BN signal is 

analysed and different computational techniques are used to extract information 

from the signal. The feature generation step produces a large set of features which 

is then subjected to the feature selection procedure where a suitable feature subset 

is selected. Different selection procedures are studied and their applicability and 

efficiency is analysed. The amount of data was quite limited and thus resampling 

cross-validation methods were used in this step, producing information about 

model validity.  

Feature selection is closely related to model identification as shown in Fig. 20. 

Model identification generally includes the model structure and parameter 

identification steps. In these studies, however, the model structure was predefined 

and thus only the model identification step was carried out. After the model 

identification step, independent test data was used to validate the model. Also, the 

performance criteria from the feature selection step were used in validation. 

 

Fig. 20. The applied prediction scheme. 
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5.2 Feature generation 

The aim of feature generation is to extract information from the measured BN 

signal. Features can be extracted basically from the time or frequency domain 

signals. In the studies included in this thesis, the time domain features are used 

mainly. Features are obtained from the measuring device, directly from the 

measured signal or from the BN profile. The features obtained directly from the 

measuring device are shown in Table 4. 

Table 4. Features from the measuring device. 

Feature Explanation 

RMS Associated with the overall Barkhausen activity; calculated from (1) 

Peak height The height of the BN profile 

Peak position The position of the BN profile 

FWHM The full width at half maximum; Can be associated with peak width. 

Coercivity * Magnetic field strength needed to obtain zero magnetization of the material. See 

Section 2.1.  

Remanence * The remaining magnetization of the material after the external field is removed. 

See Section 2.1.  

Permeability * The degree of magnetization of the material when placed in an external magnetic 

field. 

Loop area * Area of the hysteresis loop. See Section 2.1. 

Spectrum area Amplitude spectrum area 

* These are not the standard quantities but only computational features from the BN signal. However, 

they can be associated with the standard quantities (Sorsa et al. 2012b). 

5.2.1 Features calculated directly from the BN signal 

The features calculated directly from the BN signal include (Sorsa & Leiviskä 

2008, Sorsa & Leiviskä 2009a, Sorsa & Leiviskä 2012a, Sorsa & Leiviskä 2012b) 

– statistical features: average, standard deviation, skewness, kurtosis, quantiles 

and inter quartile range (IQR) 

– BN energy and BN entropy 

– crest, clearance, impulse and shape factors. 

Entropy is a measure of the uncertainty of a random variable. Entropy is 

calculated by utilising the probability mass function (pmf), p(x), of the variable. 

The sum of the elements in the pmf equals 1. The pmf is obtained from the 

histogram of the signal, which is affected by the bin size used. Fig. 21 shows 
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typical histograms of the BN signal and illustrates the effect of the bin size. After 

the pmf is obtained, entropy is given by (Cover & Thomas 2005) 

 
( ) ( ) ( )−= xpxpXH log . (25) 

In (25), the base of the logarithm is typically 2 but other bases can also be used. 

In the studies presented here, a 10-based logarithm is used. It should be noticed 

that a problem exists when some component of p(x) equals zero. Thus, it is 

defined that 0log0 = 0 (Cover & Thomas 2005). Consequently, a zero component 

has no effect on the entropy. The use of BN entropy as a feature was first 

suggested in (Sorsa & Leiviskä 2009a).  

 

Fig. 21. Typical histograms of the BN signal with bin size a) 20 and b) 100. 
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5.2.2 Features of the BN profile 

The BN profile is obtained by applying some moving window-based filtering to 

the BN signal and then considering it as a function of the applied magnetic field. 

It is typical to use moving RMS filtering but entropy (Sorsa & Leiviskä 2010, 

Sorsa & Leiviskä 2011c), power spectral density (Piotrowski et al. 2010) and 

pulse count (Augustyniak et al. 2010) have also been used. In the studies 

presented in this thesis, moving RMS and moving entropy with two bin sizes are 

used. Typical features obtained from the BN profile are peak height, position and 

width as mentioned in Section 2.3. Even though these features are obtained 

readily from the measuring device (Table 4), they are calculated for all the 

different BN profiles because different computational procedures may lead to 

different information content. 

Peak height (h) and position (p) are obtained by fitting a second order 

polynomial to the profile top. Usually 25% of the highest values are used as the 

profile top. The polynomial then defines the height and position. These are used 

when calculating the peak width (w) as shown in Fig. 22. Widths can also be 

calculated corresponding to heights other than 0.5h such as 0.25h and 0.75h. 

(Sorsa & Leiviskä 2009a, Sorsa & Leiviskä 2010). 

It has been stated in the literature that more robust features are obtained if 

some function is fitted to the BN profile and then the function parameters are used 

as the features (Stewart et al. 2004). Thus, in the studies presented in this thesis, 

many different functions are used. The fitted functions are normal distribution, 

triangular function, trapezoidal function and the two-sided composite of two 

normal distributions (Sorsa et al. 2008a, Sorsa et al. 2012a). The functions are 

given in Section 3.7 and shown in Fig. 23. The figure also shows the features 

obtained from the functions. The functions also need two parameters accounting 

for scaling issues. Thus all the fitted functions are of the form (Sorsa et al. 2008a, 

Sorsa et al. 2012a) 

 
( ) cHafM +=ˆ , (26) 

where M is the filtered BN, H is the applied magnetic field and a and c are the 

scaling parameters. The functions are fitted using the nonlinear least squares 

method. The features obtained from the fitted functions are given in Table 5. 
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Fig. 22. Calculation of peak width (h is peak height, p is peak position and w is peak 

width). 

 

Fig. 23. The fitted functions: a) normal distribution, b) triangular function, c) 

trapezoidal function and d) two-sided composite function.4 
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Table 5. The features obtained from the fitted functions. (Sorsa et al. 2008a, Sorsa et al. 

2012a) 

Normal distribution Triangular function Trapezoidal function Two-sided composite function 

H1, s H1, H2, H3,  

H3 - H2 

k1, k2 

H1, H2, H3, H4, 

H3 - H2 

k1, k2 

H1, H2 

s1, s2 

H2 - H1 

5.3 Feature selection 

The feature generation procedure described in the previous section produces a 

large set of features. It is typical of Barkhausen noise studies that the number of 

measurements is low and thus selection must be carried out carefully. The 

complete feature set includes 241 features but is never used as such in these 

studies. Instead, reduced but still relatively large sets have been used. The number 

of features varies depending on the study but the selected features are indicated 

with the indices of the complete set to compare the results better. In other words, 

the feature set among which the features are selected may contain 72 features but 

feature x179 may still have been selected. In this section, the results from the 

studied selection schemes are presented. The selection procedures were 

implemented as described in Section 3. The problem-specific modifications 

(cross-validation, objective function, tuning parameters) are given in this section 

together with the results. 

5.3.1 Manual selection 

Manual selection obviously does not use any automatic selection procedures but 

is merely based on the literature and the experience of the modeller. Also, some 

indices can be used to guide the selection. When such an index is used the 

selection basically becomes a filter (see Section 3.1). 

Results from a study where the features were manually selected are presented 

in (Sorsa et al. 2008a) and (Sorsa et al. 2012a). The results in (Sorsa et al. 2012a) 

are presented here in more detail. In the study, residual stress is predicted for data 

sets 1 and 2. Data set 1 is used in feature selection and both of the data sets in 

model identification and validation. A simple MLR model given in (2) is 

identified. The selection is carried out in three steps. The first step groups the 

features based on their cross-correlations. In the second step, one feature from 

each group is selected and the irrelevant features are removed in the final step.  
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The first step where the features are grouped produces eight groups and 14 

individual features that hold no significant correlation to other features. One 

feature from each group is then selected, based on the correlation between the 

features and residual stress. If no feature in a group has significant correlation, the 

entire group is eliminated. The same procedure is also carried out for the 

individual features. The selection procedure produces a subset of ten features. 

These features undergo an elimination procedure where the influence of each 

feature on prediction accuracy is evaluated. If no significant deterioration in 

model behaviour is observed, the feature is eliminated. (Sorsa et al. 2012a) 

The features selected in the prediction model are the FWHM value (x4), 

coercivity (x5), Pearson mode skewness (x14), crest factor (x28), the fitting 

parameter H3 of a trapezoidal function (x62) and the fitting parameters s2 (x68) and 

H2 (x69) of a two-sided composite function. Table 6 shows the regression 

coefficients of these features and Fig. 24 the model accuracy. The figure shows 

that the model is good for both data sets. The average error (RMSEP) for data set 

1 is 57.68 MPa and 139.37 MPa for data set 2. The correlation coefficients 

between the measured and predicted stresses are 0.85 and 0.91 for data sets 1 and 

2, respectively. (Sorsa et al. 2012a)  

Table 6. The regression coefficients of the model obtained through the manual feature 

selection procedure (Sorsa et al. 2012a). 

Parameter b4 b5 b14 b28 b62 b68 b69 

Data set 1 -72.5 36.1 -10.8 50.9 19.1 -15.2 32.0 

Data set 2 99.7 55.0 -9.6 392.8 -17.4 2.3 -52.0 
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Fig. 24. The prediction accuracy of the models given in Table 6. Drawn based on the 

data in (Sorsa et al. 2012a) 

5.3.2 Forward selection and backward elimination 

Based on the literature, backward elimination is not expected to perform well 

when applied alone (Kohavi & John 1997). Therefore it was not used in these 

studies except in (Sorsa & Leiviskä 2011a) where its performance proved to be 

insufficient. The aim of this section is to present the results from the studies 

where forward selection was used. However, it should be noticed that a procedure 

similar to backward elimination is used in many studies as the final elimination 

step of the features. Forward selection has been used by the present author in 

many studies (Sorsa & Leiviskä 2010, Sorsa & Leiviskä 2011a, Sorsa & Leiviskä 

2011c, Sorsa & Leiviskä 2012b). The results from (Sorsa et al. 2012b) are given 

below. 

In the study, an MLR model was used for predicting residual stress and 

hardness. The data usage is the same as in the study presented in the previous 

section where manual selection was used (Sorsa et al. 2012a). Thus, data set 1 is 

used for feature selection while both of the data sets are used for model 

identification and validation. Altogether 72 features are included in the data set. 

The objective function used is 
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where NCV refers to the number of data points used for internal validation and σ is 

the residual stress. The LMO cross-validation procedure is used in internal 

validation with half of the data points left out for validation and 2N (N is the 

number of data points) different data splits. (Sorsa et al. 2012b) 

Fig. 25a and Fig 25b show the objective function value as a function of the 

number of features added when a feature subset is searched for predicting residual 

stress and hardness, respectively. As seen from the figures, the model improves 

each time a new feature is added but the internal validation procedure reveals the 

suitable number of features. The minimum is reached with six and four features 

for residual stress and hardness predictions, respectively. However, an almost 

equal but more parsimonious model should be preferred (Wisnovski et al. 2003, 

Alexandridis et al. 2005). Thus five features are selected for the residual stress 

predictions, i.e. the FWHM value (x4), coercivity (x5), crest factor (x28), peak 

position obtained from the moving entropy profile, (x45) and the fitting parameter 

H4 of the trapezoidal function when fitted to the moving entropy profile (x191). For 

hardness predictions, the model includes three features, i.e. peak position from the 

measuring device (x4), remanence (x6) and the fitting parameter H1 of the 

trapezoidal function when fitted to the moving entropy profile (x188). The values 

of the regression coefficients for the models are given in Table 7 and Table 8.  

The accuracy of the prediction models is presented in Fig. 26 and the 

performance indices in Table 9. The accuracy is good for residual stress 

predictions and also for data set 1 of the hardness predictions, although a decrease 

in model performance is observed with data set 2. This indicates that the hardness 

model may contain some excess features. (Sorsa et al. 2012b) 
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Fig. 25. The objective function value as a function of the number of features added 

when predicting a) residual stress and b) hardness. Drawn based on the data in (Sorsa 

et al. 2012b) 

Table 7. The regression coefficients of the model for the prediction of residual stress 

obtained through the forward-selection procedure (Sorsa et al. 2012b). 

Parameter b0 b4 b5 b28 b45 b191 

Data set 1 -184.7 -49.7 13.6 83.2 24.8 52.7 

Data set 2 88.6 -26.0 190.6 263.2 -147.7 -81.9 

Table 8. The regression coefficients of the model for the prediction of hardness 

obtained through the forward-selection procedure (Sorsa et al. 2012b).  

Parameter b0 b3 b6 b188 

Data set 1 654.6 -13.6 -52.4 -14.0 

Data set 2 563.9 -32.4 -90.6 -9.8 
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Fig. 26. The prediction accuracy of the prediction models using forward selection. 

Drawn based on the data in (Sorsa et al. 2012b). 

Table 9. The performance indices of the models obtained through forward selection. 

 Data set 1 Data set 2 

 RMSEP R RMSEP R 

Residual stress 53.11 MPa 0.87 111.82 MPa 0.94 

Hardness 14.96 HV 0.96 53.63 HV 0.76 
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5.3.3 Simulated annealing 

Only one study has been carried out using simulated annealing (Sorsa & Leiviskä 

2011a). In this study, hardness is predicted with an MLR model. Data sets 1 and 2 

are normalised and then fused. The objective function is as given in (27) where 

the LMO cross-validation procedure is used. 

The simulated annealing algorithm deployed uses a geometrical cooling 

schedule as given in (15) with c = 0.75. The initial temperature is set to 10 so that 

almost all the moves are accepted in the early stages of the search. The minimum 

temperature is set to 0.001. Thus, the final temperature is T = T40 and almost all 

detrimental moves are then prohibited. During each temperature step, 200 new 

solutions are generated before the temperature is lowered. Also, if 20 consecutive 

successful trials are generated, the temperature is lowered. The solution is 

represented by a string of M (M is the number of features) binary digits. If the 

digit is 1, the feature is selected, but if it is 0, the feature is not selected. The new 

solution is generated by changing one bit of the current solution. The algorithm 

stops if the minimum temperature is reached or if 1000 consecutive rejections are 

obtained. (Sorsa & Leiviskä 2011a) 

Because the result of simulated annealing may vary, the search is carried out 

100 times. On average, 8.5 features are selected while the best solution found 

contains eight features. The selected features are the FWHM value (x4), signal-to-

noise ratio (x15), the fitting parameters H1 (x60) and H4 (x63) of the trapezoidal 

function fitted to moving RMS profile, the fitting parameter H1 of the normal 

distribution function fitted to the moving entropy profile (x179) and the fitting 

parameters a (x187), H1 (x188) and H2 (x189) of the trapezoidal function fitted to the 

moving entropy profile.  

The prediction accuracy of the model is reasonable. The average error 

(RMSEP) for the training and external validation data sets is 43.13 and 42.99 HV, 

respectively. The correlation coefficients are 0.77 and 0.86, respectively. However, 

the predictions are slightly biased. (Sorsa & Leiviskä 2011a) 

5.3.4 Genetic algorithms 

Many studies have been carried out where a genetic algorithm is used for feature 

selection. The results of these studies are reported in (Sorsa & Leiviskä 2009b), 

(Sorsa et al. 2010b) and (Sorsa & Leiviskä 2011a). Furthermore, two more studies 

have been carried out but the results have not yet been published. The genetic 
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algorithm used in all these studies utilises binary coding, where the length of the 

chromosome equals the number of features. If a bit corresponding to a certain 

feature is 1, the feature is selected while 0 means that the feature is not selected. 

The tuning parameters of the algorithm were typically determined through 

systematic testing. Either one-point or uniform crossover was used.  

In the study presented in (Sorsa & Leiviskä 2009b) and (Sorsa et al. 2010b), 

data set 3 is used and residual stress is predicted. The data set contains 115 data 

points and 51 features. The objective function utilises a penalty constant so that 

more parsimonious models are favoured. The objective function is 

 
mSSEPJ CV λ+= , (28) 

where λ is a tuneable penalty constant, m is the selected number of features and 

SSEPCV is given by 

 

( )
=

−=
CVN

i

iiCVSSEP
1

2σ̂σ . (29) 

10-fold cross-validation is used in this study with 11 repetitions. The median of 

these repetitions is then taken as the SSEPCV value. The genetic search is repeated 

50 times where the tuning parameters are: Npop = 200, Ngen = 20, pc = 0.9 and pm = 

0.02. The initial population is created so that it contains only 10% of ones and  

90% of zeros. That is to favour more parsimonious solutions because the optimal 

solution is expected to contain quite a small number of features. (Sorsa & 

Leiviskä 2009b, Sorsa et al. 2010b)  

The results obtained indicate that a suitable subset contains four features. 

However, good solutions are also found where more features are selected. Fig. 27 

shows the occurrence of the number of features in the subsets found in the 50 

repetitions of the algorithm. Even though the results strongly indicate that four 

features should be used, all the suitable feature subsets are further subjected to the 

elimination procedure described earlier (Section 5.3.1). Thus, the models are 

identified without one of the features at a time and unless the removal of the 

feature is detrimental in terms of model accuracy, it is eliminated. This procedure 

shows that only the subset with four features contains only significant features 

and thus four is indeed the most suitable number of features in this case. The 

selected features are the RMS value (x1), coercivity (x5), the loop area (x8) and the 

fitting parameter H1 of the trapezoidal function fitted to the moving RMS profile 

(x60). The performance of the model found is reasonable because the average error 
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(RMSEP) is 20.32 MPa and the correlation coefficient between the measured and 

predicted stresses is 0.86. (Sorsa & Leiviskä 2009b, Sorsa et al. 2010b) 

 

Fig. 27. The occurrence of a different number of features in 50 repetitions of the 

genetic algorithm. 

5.3.5 Two-step selection strategies 

One drawback of genetic algorithms in feature selection problems is that the 

subset found may contain irrelevant features as mentioned in Section 3.5.2. Thus 

there are some studies in the literature where cascaded selection strategies with 

genetic algorithms are used. In some studies, the genetic search is preceded by a 

pre-selection step (Llobet et al. 2007, Wasim & Brereton 2004, Chu et al. 2007) 

and in other studies genetic algorithms perform the pre-selection (Jouan-Rimbaud 

et al. 1996, Leardi & Gonzáles 1998, Dieterle et al. 2003, Alexandridis et al. 2005, 

McLeod et al. 2009). Such algorithms were also studied by the author of this 

thesis and the results from these studies are reported in this section. 

Successive projections algorithm in pre-selection 

In the first two-step approach, the prediction model (RBFNN) for residual stress 

is identified so that the dimension of the original feature set is reduced with a 

filter method and then the actual selection is carried out with a genetic algorithm. 

The filter method used is the successive projections algorithm (SPA). Data sets 1 

and 2 are fused in this study and thus 111 features and 84 data points are available. 
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The objective function is given in (27) and the LMO procedure is used in the 

computation of the MSEPCV value. An external validation data set is separated and 

contains 12 data points.  

In this study, SPA is used to eliminate features so that the resulting subset 

contains as few useful features as possible, but almost no information is lost. This 

is achieved by selecting the first feature so that it has the highest correlation to the 

predicted material property (residual stress in this study) and then proceeding 

according to SPA. Thus starting from the first feature, the ranking is generated 

using SPA. According to the ranking, features are added one at a time until 99% 

of the variance of the original data set is explained. Fig. 28 shows the variance 

explained as a function of the number of added features. Based on the figure, 67 

features are eliminated, leaving only 44 for the genetic search.  

 

Fig. 28. The variance explained as a function of the number of features added. 
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Table 10. The tuning parameters of the genetic algorithms used in the first two-step 

selection procedure. 

 Npop Ngen pc pm 

GA 100 30 0.9 0.01 

SPA+GA 100 30 0.8 0.025 

 

When the selection is carried out directly from the whole data set, 4.78 

features on average are selected. The occurrence of features in the identified 

subsets is shown in Fig. 29. As seen from the figure, some features are selected 

more than others but quite a lot of variation can be noticed. Thus the RBFNN 

models are identified with both the best solution and the most frequent solution 

found. When the selection is carried out from the reduced data set, the selection is 

almost unanimous, as shown in Fig. 30.  

 

Fig. 29. The occurrence of features in the 100 repetitions of the genetic algorithm 

starting from the whole data set. 
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Fig. 30. The occurrence of features in the 100 repetitions of the genetic search after 

the application of SPA. 

The RBFNN models are identified for the three subsets of features. These subsets 

are the best and the most frequent subsets found by the genetic algorithm when 

the selection starts from the whole data set and the subset found after applying 

SPA. The identification of the RBFNN model proceeds as follows. The activation 

function used in the RBFNN models is (Ramuhalli et al. 2002) 
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where ch is the centre of the basis function, σh is the spread of the basis function 

and ||xi - ck|| is the Euclidean distance between the input vector and the centre of 

the basis function. The training of the network is an iterative process where one 

neuron at a time is added until the predefined number of neurons is reached 

(Wang and Xiang 2007). New neurons are created based on the input vector that 

leads to the greatest improvement in network performance. The network output 

can be written in a matrix format as  

 FwY = , (31) 

where w is the weight matrix and F includes the outputs of the hidden layer 

neurons. The weight matrix can be solved in the least squares sense as given in 

(4). The structural parameters (σh and the number of neurons) are determined in 

this study through systematic testing. 
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The performance indices of the identified RBFNN models are given in Table 

11. It can be observed quite clearly that the very best solution found by the 

genetic algorithm when starting from the whole data set is overfitted. It contains 

nine features and fails in the predictions with the external validation data set. The 

most frequently found solution, however, includes five features and performs well 

with the external validation data set. Also, the solution found after the application 

of SPA is good. In fact, almost no deterioration in model performance with the 

external validation data set is noticed and thus it is safe to conclude that SPA can 

be used effectively in pre-selection. Also, the MLR models are identified with the 

selected feature subsets. These results are presented later when different 

modelling techniques are compared in Section 5.4. 

The most frequently found solution when starting from the whole data set 

includes the following features: the width of the top of the trapezoidal function 

(H3 - H2) fitted to the moving RMS profile (x109), the fitting parameters a (x193), s1 

(x194) and H1 (x195) of the two-sided composite function fitted to the moving 

entropy profile and the slope k2 of the triangular function fitted to the moving 

entropy profile (x229). The selected features when SPA is applied first are the RMS 

value (x1), the width of the top of the trapezoidal function (H3 - H2) fitted to the 

moving RMS profile (x109), the slope k1 of the triangular function fitted to the 

moving entropy profile (x164) and the fitting parameter H1 of the two-sided 

composite function fitted to the moving entropy profile (x195). Only two of the 

selected features are the same. The significance of the selected features is 

discussed later in Section 6.5. 

Table 11. The performance indices of the RBFNN models. 

Index MSEP Correlation coefficient 

Data set Training External validation Training External validation 

GA (best) 0.059 0.727 0.970 0.525 

GA (most frequent) 0.343 0.246 0.808 0.897 

SPA + GA 0.411 0.247 0.764 0.872 

Forward selection and genetic algorithms in pre-selection 

In this study, residual stress and hardness are predicted with an MLR model. The 

results of this study have not yet been published. The data set used contains 101 

features of 84 measurements (data sets 1 and 2). The selection procedures used 

are forward selection and genetic algorithms. The selection is divided into pre-
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selection and actual selection steps. Both of the procedures are tested in both steps. 

The objective function used is given in (29). The idea is that in the pre-selection 

step, an overoptimistic objective function is used. Thus, the LOO cross-validation 

procedure is used in pre-selection while the actual selection step uses the LMO 

cross-validation procedure. The tuning parameters of the genetic algorithm in the 

pre-selection step are: Npop = 50, Ngen = 30, pc = 0.9 and pm = 0.005. The tuning 

parameters in the actual selection are: Npop = 50, Ngen = 30, pc = 0.9 and pm = 0.02. 

The initial population in pre-selection is created so that it contains 10% of zeros 

while the initial population in the actual selection contains 50% of zeros. The 

genetic search is always repeated 100 times. 

The results of the pre-selection show that when a genetic algorithm is applied 

to the whole feature set, the results vary similarly to those shown in Fig. 29. Thus, 

a threshold value has to be determined to identify the features for the actual 

selection step. In this study, the threshold is set to 25 and 12 features continue to 

the actual selection step when hardness is predicted. For residual stress 

predictions, the preselected subset contains 19 features. Deterministic forward 

selection always produces the same result when LOO cross-validation is used. In 

this case, the feature subsets continuing to the actual selection step include 11 

features for hardness predictions and 15 for residual stress predictions. The 

preselected subsets contain some mutual features. For hardness predictions, there 

are six mutual features while 11 mutual features are observed for residual stress 

predictions.  

The actual selections are carried out starting from the feature sets from the 

various pre-selections. The actual selection uses the LMO cross-validation 

procedure and thus also the results of forward selection vary. It is repeated 100 

times. Table 12 shows the statistical values of the performance of the algorithms 

when predicting residual stress. It can be seen that using a genetic algorithm in 

pre-selection produces better results on average. As expected, more variability is 

observed when a genetic algorithm is used in the actual selection, as can be seen 

from the standard deviation of the result.  

When the results are carefully analysed, the selected feature subset for 

hardness prediction includes the following features: coercivity (x5), peak height 

from the moving RMS profile (x32), peak position from the moving entropy 

profile (x45) and the fitting parameters a (x65) and s1 (x66) of the two-sided 

composite function when fitted to the moving RMS profile. This subset of 

features is obtained with all the approaches except FS / FS. The selected features 

for residual stress prediction are: Pearson mode skewness (x14), crest factor (x28), 
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the fitting parameter H1 of the normal distribution function (x51), the fitting 

parameters H1 (x55) and b (x58) of triangular function, the fitting parameter H4 of 

the trapezoidal function (x63), the slope k2 of the trapezoidal function (x103) and the 

width of the bottom of the triangular function (H3 - H1) (x108).  

The prediction of hardness is not as complex a problem as the prediction of 

residual stresses. This can be seen from the results since the best feature subset 

for hardness predictions is found with all the selection schemes except FS / FS. 

On the other hand, using only genetic algorithms in both selection steps provided 

the best feature subset when predicting residual stresses. This indicates that 

forward selection is adequate for simple selection tasks but that genetic 

algorithms should be used, at least in the pre-selection step, for more complex 

problems.  

Table 12. The statistics of objective function values from 100 repetitions of the 

selection procedures for residual stress predictions. 

Pre-selection / selection Mean Standard deviation Minimum Maximum 

FS / FS 26.19 0.59 25.09 27.38 

FS / GA 27.37 0.91 23.66 29.32 

GA / FS 25.44 0.40 24.34 26.62 

GA / GA 24.19 0.58 23.06 26.05 

5.4 Modelling techniques 

In the studies by the author, many modelling techniques have been used. The 

results provided in this section are from the studies where different techniques 

have been compared. These studies have been carried out by the present author 

but the results have not yet been published. The majority of the studies mentioned 

earlier use MLR models. Linear models are used mainly due to the complexity of 

the Barkhausen phenomenon. The MLR model also operates on original features 

and thus the models obtained and the selected features can be more easily 

analysed. However, the study with unpublished results compares the use of partial 

least squares regression (PLSR), principal component regression (PCR) and radial 

basis function neural network (RBFNN) models. In this study, data set 3 is used 

containing BN measurements carried out in different directions. Altogether 115 

measurements are available with 55 features. Another study also with yet 

unpublished results compares the use of MLR models and neural networks. In this 

study, data sets 1 and 2 are merged. The results with the RBFNN model are 
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presented in Section 5.3.5 but in this section a comparison with the MLR model is 

made. 

Comparison of PCR, PLSR and RBFNN models 

In this study, PCR, PLSR and RBFNN models are identified. The objective 

function used is given in (29). 10-fold cross-validation with 100 repetitions is 

used in the study and the median values are reported. In the development of the 

PCR model, the components are formed as described in Section 3.2.2. The 

components are added to the model based on their eigenvalues (PCR). However, 

eigenvalue-based addition may not lead to optimal solution (Sun 1995, 

Depczynski et al. 2000) and thus correlation-based addition (CPCR) is also tested. 

Table 13 shows the performance of the PCR and CPCR models with increasing 

complexity. It is seen that a suitable number of components for PCR and CPCR 

models is three and four, respectively. The CPCR model performs a little bit 

better but the difference in not very significant.  

The PLS components are formed as described in Section 3.2.3. It is stated in 

the literature that it may be advantageous to set very small coefficients of 

components to zero (Bastien et al. 2005). The effect of this is also studied here as 

a small threshold value is defined for setting some coefficients to zero. The results 

with and without two different threshold values are given in 0. The table shows 

that two components are to be used and that the best performance is obtained with 

the threshold value of 0.2.  

The RBFNN model uses the feature subset selected with a genetic algorithm 

in (Sorsa & Leiviskä 2009b) and (Sorsa et al. 2010b) (see Section 5.3.5). The 

structural parameters (σh and the number of neurons) are identified using the 

central composite experimental design (CCD). The CCD is carried out as 

described in (Diamond 1981). The outcome of the CCD is a response surface that 

can be used for identifying the optimal parameter values. Fig. 31 shows the 

response surface and the optimum. The RBFNN model is then identified as 

described in Section 5.3.5. The SSEPCV value of the identified neural network 

model is 37.6. 

When comparing the results, it can be seen that the linear modelling 

techniques perform almost equally. A slightly better solution is found with the 

PLSR technique. The major difference is in model complexity because the PCR 

model needs at least three components while the PLSR model needs only two. 

However, the number of components is fairly irrelevant because both of these 
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models can be expressed as the usual MLR model given in (2) and (3). The 

nonlinear RBFNN model performs better than the linear models. A decrease of 

about 10–15% is observed in the SSEPCV value with the neural network model.  

Table 13. The SSEPCV values of the PCR models with increasing complexity. 

Number of components 1 2 3 4 5 6 7 8 

PCR 67.4 50.0 44.2 45.2 45.9 46.9 47.7 47.1 

CPCR 67.3 50.0 46.4 43.9 45.2 47.4 48.7 49.5 

 

 

 

Table 14. The SSEPCV values of the PLSR models with increasing complexity. 

Number of components  1 2 3 4 5 

No threshold 58.3 45.3 54.6 88.3 95.3 

Threshold = 0.1 54.3 44.1 57.1 80.5 87.7 

Threshold = 0.2 49.1 43.1 58.3 76.7 80.5 

 

Fig. 31.  The contour plot of the response surface and the optimum. 

Comparison of MLR and RBFNN models 

The second study by the present author compares the performance of the MLR 

model to the nonlinear neural network model. Features are selected for the models 
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using SPA-based feature elimination followed by a genetic search (Section 5.3.5). 

Table 15 shows the results with both models. It is clear that the nonlinear neural 

network model outperforms the linear modelling technique. In particular, the 

performance with the external validation data set is much better with the RBFNN 

model. 

Table 15.  The performance indices of the MLR and RBFNN models with the feature 

subsets obtained with the SPA + GA approach. 

Index MSEP Correlation coefficient 

Data set Training External validation Training External validation 

RBFNN 0.411 0.247 0.764 0.872 

MLR 0.522 0.499 0.687 0.718 

5.5 Interpretation and validity of the results 

The interpretation of the results presented above may appear somewhat confusing. 

The published papers had different aims and thus different aspects were 

emphasized. In addition, the properties of the data set used influence the 

prediction accuracy. The results in Section 5.3 are converted into actual units 

(MPa for residual stress and HV for hardness) to make their comparison easier 

even though normalised variables are used in some of the original publications. 

However, the data usage varies in these studies and direct comparison is still 

slightly questionable. The studies presented in Section 5.4 focus on a comparison 

of methods. Normalised variables are used in these studies and the results are 

presented as in the original publications.  

The presented performance indices are valid because appropriate cross-

validation procedures are used in model identification. Usually, the cross-

validation method used is leave-multiple-out, which is reported to be realistic 

(Baumann 2003). Also, the studies where an external validation data set is used 

show that the results are not too optimistic.  

When a limited number of data points is available, the risk of overfitting the 

model increases. The risk is even higher if the number of model parameters is 

great. In the studies presented in this section, any possible overfitting is avoided 

in two ways: realistic cross-validation procedures are used in model identification, 

and the models are kept simple enough that the number of parameters is low 

compared to the number of data points.  
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5.6 Summary of the results 

This section has presented the results obtained in many studies carried out by the 

author. The results have been presented considering the different steps of the 

overall modelling scheme presented in Fig. 20. The outcome of the presented 

scheme is a model that can be used in predicting changes in material properties. 

Residual stress and hardness changes are predicted in the studies presented here. 

The first step is feature generation where different mathematical procedures 

are used to extract knowledge from the BN signals measured. Many different 

kinds of features are calculated. Some are obtained directly from the measuring 

device; some are calculated directly from the BN signal, while others are 

calculated from different BN profiles. The outcome of this step is a large set of 

features. This set includes noisy, collinear and irrelevant features and thus the 

selection of features must be carried out carefully. 

Feature selection is a complex problem, consisting of three components: the 

search engine, the mathematical modelling technique and the objective function. 

In the literature, a variety of methods have been proposed for use in feature 

selection. These methods are divided roughly into filters and wrappers. In the 

results presented here, wrapper approaches are used because they are expected to 

give better results. The methods used are forward selection, backward elimination, 

simulated annealing and genetic algorithms. As expected, based on the literature, 

backward elimination alone does not perform well. Forward selection, on the 

other hand, is efficient and the results obtained are reasonable. However, even 

better results are obtained with the stochastic methods, simulated annealing and 

genetic algorithms. These methods, however, are more expensive computationally. 

For example, the forward-selection scheme described in Section 5.3.2 needs 483 

objective function evaluations to reach the solution, while a single run of the 

genetic algorithm described in Section 5.3.4 needs 4000 evaluations. The 

computational cost is, however, case-dependent. The result of the genetic search 

also varies as shown in this section. This leads to the need for careful examination 

of the results after repeated runs of the search. 

Feature selection is a large-scale problem and thus it may be advantageous to 

perform it in two steps. In the first step, the dimension of the problem is 

decreased, while the second step performs the actual selection. The results of a 

couple of such approaches are presented here. In these studies, the SPA procedure, 

forward selection and genetic algorithms have been used in the first step and 

mainly a genetic algorithm in the second step. With these approaches, the 
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variability in results when using a genetic algorithm has been decreased. 

Consequently, these approaches seem to be usable when reliable feature selection 

is desired. 

In the studies, different modelling techniques have been tested. In general, 

MLR models are used because of the complexity of the Barkhausen phenomenon. 

However, the results indicate that nonlinear neural network models perform better 

and thus are recommended for use. However, the feature selection step is 

challenging when applied to a neural network model. 
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6 Discussion and future work 

The previous section provided a lot of results. In this section, these results are 

discussed and the methods used are compared. The analysis of the selected 

features is carried out only for the predictions of residual stress because the 

results for hardness predictions are limited. In addition, future prospects are 

presented.  

6.1 Feature generation 

The feature generation procedure itself does not require a lot of discussion. The 

mathematical procedures used produce a large set of features and the results show 

a lot of variability, indicating that the prediction task is very case-dependent. Thus, 

it is quite difficult to exclude any feature from the set. In fact, it seems that 

prediction accuracy can be further improved by introducing new features.  

The procedure of fitting functions to BN profiles seems to be beneficial 

because in the majority of the studies, some fitting parameter is selected. The 

parameters most typically selected can be referred to as peak position (such as H1 

of normal distribution) or peak width (such as s of normal distribution). However, 

the fitting parameters selected also refer to BN properties which are not typically 

included in BN studies, such as the initiation or termination of Barkhausen 

activity (for example H1 or H4 of the trapezoidal function) or the slope of the 

descending or ascending side of BN profiles.  

Section 5.2 presented the features that are used in the studies presented in this 

thesis. As mentioned there, these features are mainly obtained through the time 

domain analysis of the signal. More time domain features can be obtained by 

analysing the histograms of the BN signal (such as shown in Fig. 21). The data 

points in each segment can be used as features. The difficulty is, however, that a 

fixed or relative bin size can be used. It seems that relative bin size (for example 

related to standard deviation) can produce more suitable features. That is because 

the level of background noise (and the whole signal) varies and thus a fixed bin 

size must be defined for each measurement individually. It has been noticed that 

the background noise usually varies between ±2s (s is the standard deviation of 

the signal) and thus the higher multiples of s could possibly be used as the bin 

edges when producing the features.  

Another approach for obtaining more time domain features is to take a 

derivative of the signal (Juuso & Lahdelma 2010) and repeat the feature 
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generation procedures described in Section 5.2 for this signal. It is also possible to 

use the second or even higher derivatives. This approach has not been studied yet 

but is worth studying in the future. 

Features can also be obtained through a frequency domain analysis. The 

frequency domain signal is obtained through the Fourier transformation. The 

frequency domain signal can then be presented as a power spectrum of the signal 

from which the power spectral density (PSD) can be obtained. Frequency domain 

analysis is used, for example, in (Davut & Gür 2007) and (Santa-aho et al. 2011). 

It can also be used to obtain a BN profile (Piotrowski et al. 2010). The spectrum 

presents the amplitude of the signal as a function of frequency. Thus, it is also 

possible to obtain the spectral density of some well-defined frequency interval 

(Yamaura et al. 2001). Such a feature could be very informative but unfortunately 

the identification of a suitable interval can be very challenging and case-

dependent. However, this aspect needs more research.  

Sophisticated data analysis techniques such as wavelets may be used in 

feature generation. Approaches already exist where a wavelet transformation is 

used to obtain features used as input variables for a prediction model (Chu et al. 

2007, Piotrowski et al. 2010). The use of wavelets needs to be studied thoroughly. 

6.2 Feature selection procedures 

In the studies presented in Section 5.3, many different feature selection methods 

have been used. These methods include manual selection, forward selection, 

simulated annealing and genetic algorithms and two-step algorithms. The 

outcome of these varies.  

Manual selection 

Manual selection is based on knowledge about the modelled phenomenon. The 

prediction models identified in the studies presented include 3–7 features. The 

model where only three features are used has a slightly more complex model 

structure, as the interaction terms of the features are also included. The identified 

MLR models have reasonable prediction accuracy. However, the solutions found 

are not optimal because other methods give even better results. For example, the 

same data sets are used in (Sorsa et al. 2012a) and (Sorsa et al. 2012b). The first 

one uses manual selection and the second one forward selection. The correlation 
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coefficient between the measured and predicted residual stresses is 0.91 and 0.94, 

respectively, for data set 2. 

Forward selection 

Forward selection is very efficient in computational terms, as stated in the 

literature (Guyon & Elisseeff 2003). It is also usually robust against overfitting 

(Guyon & Elisseeff 2003). The drawback of the method is that when a feature is 

selected, its relevance is not questioned again. Thus, it tends to find features that 

are strong alone but fails in the selection of features that are weak alone but 

strong together with some other feature (Kohavi & John 1997). These 

observations are also seen in the results presented here. In (Sorsa et al. 2011a), 

forward selection found a subset with five features while simulated annealing and 

genetic algorithms found a subset with eight features. The latter solution is 

evaluated to be better in this case but it is obvious that the solution found by 

forward selection is suboptimal but not overfitted. Also, when forward selection is 

used in pre-selection (Section 5.3.5), it has been observed that some significant 

features are not found (Unpublished). Despite the drawbacks, the studies show 

that forward selection can successfully be applied in BN applications. This holds 

true especially with simpler prediction tasks such as the prediction of hardness as 

presented in Section 5.3.5. The performance of forward selection can be further 

improved if the suggestions in (Nakariyakul & Casasent 2009) are implemented. 

However, these improvements increase the computational load, which may be 

unacceptable in some cases. Thus, the following conclusions about forward 

selection in BN applications can be made: 

– It outperforms manual selection and finds reasonable feature subsets. 

– The solution found may be suboptimal but still usable. 

– Its computational efficiency makes it interesting with regard to on-line 

applications. 

– Its performance can be improved at the expense of the computational load. 

Simulated annealing 

The results with simulated annealing are quite limited but show that it gives 

results comparable to genetic algorithms. However, it has been noticed that the 

feature subsets obtained are bigger on average than those found by genetic 
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algorithms (Sorsa et al. 2011a). Thus, there may be a greater chance of overfitting. 

Compared to genetic algorithms, the use of simulated annealing is advantageous 

because it is guaranteed to converge to an optimal solution (Alexandridis et al. 

2005). In spite of this, studies found in the literature seem to prefer genetic 

algorithms over simulated annealing.  

Genetic algorithms 

The results presented show that genetic algorithms give the best results in general. 

However, the drawbacks presented in the literature are valid. Fig. 27 and Fig. 29 

clearly show that the feature subset found has great variability. Fig. 27 together 

with the results in (Sorsa & Leiviskä 2009b) and (Sorsa et al. 2010b) show that 

the selected subset may also contain some irrelevant features. The computational 

load of the genetic algorithm is significant and becomes even more so if the 

algorithm needs to be repeated due to the variability in the results. If the 

computational cost is significant and it is desired that a single run of a genetic 

algorithm produce a good and reliable solution (such as in on-line applications), 

the variability of the results must be decreased. Thus, it has been shown that it is 

advantageous to use two-step algorithms when applying genetic algorithms. The 

studied pre-selection approaches are SPA-based feature elimination, forward 

selection and genetic algorithms. All the pre-selection schemes decreased the 

variability of the results. However, it has been observed that forward selection 

missed some significant features and thus led to a suboptimal result. In contrast, 

the other two approaches performed well. Based on these observations, the 

following conclusions about the use of a genetic algorithm can be drawn: 

– It gives better results than forward selection. 

– The computational load may be too high for some applications. 

– It is advantageous to use some pre-selection procedure before the actual 

selection. 

Two-step procedures 

Two-step procedures are advantageous in a couple of ways. Firstly, it is possible 

to use some computationally efficient method to reduce the dimensionality of the 

search problem (Llobet et al. 2007). Secondly, the selection problem is usually a 

compromise between model accuracy and parsimony and thus these aspects can 
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be highlighted in the different steps (Alexandridis et al. 2005). The two-step 

procedures presented here give good results in general. A genetic search following 

pre-selection gives results that are almost unanimous. This result also holds true 

for simulated annealing. The pre-selection procedures used are quite different. 

The SPA procedure is computationally very efficient because it is a filter approach. 

It leads, however, to a small decrease in the model performance as shown in Table 

11. Forward selection used in pre-selection does not perform that well. Indeed, 

some significant features are missed and thus the actual selection is not able to 

find the optimal solution. When a genetic algorithm is used in pre-selection, the 

best results are obtained but the computational load is increased significantly. The 

results, however, indicate that it is adequate to use a genetic algorithm only in 

pre-selection and the actual selection can utilise computationally more efficient 

methods such as forward selection. The following conclusions can be drawn 

about two-step procedures: 

– Their use is recommended if a single run of a genetic algorithm (or simulated 

annealing) would give a reliable solution. 

– SPA is computationally very efficient but may lead to a small decrease in 

model performance. 

– Forward selection is inadequate in pre-selection because some useful feature 

combinations may be lost. 

– Genetic algorithms in pre-selection give good results but the computational 

load increases. 

6.3 Modelling techniques and model accuracy 

The modelling techniques used are multivariable linear regression (MLR), 

principal component regression (PCR), partial least squares regression (PLSR) 

and artificial neural networks (ANN). The majority of the studies use linear 

methods but the use of neural networks is considered in the later studies.  

The MLR models are seen to capture the major interactions between BN and 

the material properties studied. The Barkhausen phenomenon is complex and 

there are major interactions between the features and the material properties under 

study. The data sets are typically quite small and thus there is a high probability of 

chance correlations. To avoid overfitting, the use of simple MLR models is 

suggested. Also, the selection of suitable features should use some cross-
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validation procedure to avoid excess features being added due to chance 

correlations. 

The unpublished results presented indicate that it is not recommended to use 

PCR and PLSR models. The results in (Sorsa & Leiviskä 2009b) and (Sorsa et al. 

2010b) even indicate that the MLR model also outperforms radial basis function 

neural networks. At this point it should be recognised that these conclusions are 

not necessarily valid, for the following reasons. Firstly, the comparative studies 

mentioned above were carried out in the early stages of the research and thus the 

understanding of the Barkhausen phenomenon and the data sets was limited. 

Secondly, the data set used (data set 3) is very challenging when it comes to 

predictions because it includes measurements in different directions. A 

challenging data set may favour the simpler modelling approaches. Also, the more 

recent (but yet unpublished) study where a simpler data set was used showed that 

the use of RBFNN is to be preferred (Section 5.4). However, there is no evidence 

that PCR and PLSR models perform better than MLR models. Both of these 

model structures operate with components, which makes the interpretation of the 

model harder. Also, a suitable number of components needs to be determined. 

However, it is worth the effort to re-evaluate the usability of these model 

structures in the future. The effect of feature selection on the outcome of these 

modelling techniques should be investigated. In addition, the components used 

when building a PCR model can be selected with the methods described in this 

thesis and in (Barros & Rutledge 1998).  

As mentioned before, the earlier studies indicate that neural networks do not 

improve the model accuracy while the more recent studies clearly indicate the 

opposite. Indeed, the use of neural networks must be researched more in the 

future. Only the RBFNN models have been used so far, so other neural network 

model structures may lead to even better results. It is also definitely worth 

integrating the neural network model structure identification procedure into the 

feature selection procedure. RBFNN model development can be carried out by 

utilizing the fuzzy c-means algorithm, as reported in (Alexandridis et al. 2005). 

6.4 Objective functions 

The objective functions used are based on the squared error. Sum, mean and root 

mean squared error of prediction (SSEP, MSEP and RMSEP, respectively) criteria 

have all been used. If these criteria are applied directly to the training data set, 

they produce overoptimistic results as stated in the literature (Baumann 2003, 
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Guyon & Elisseeff 2003) and in Section 3.6. Therefore, resampling cross-

validation procedures are used. 

The resampling cross-validation methods used are leave-one-out (LOO), k-

fold and leave-multiple-out (LMO). The literature states that the LOO procedure 

still produces overoptimistic results (Baumann 2003). K-fold is also reported to 

do so (Baumann 2003) but this depends on the value of k. Indeed, the 2-fold 

procedure equals the LMO procedure where half of the data points are left out for 

validation. It is, however, typical that five- or 10-fold procedures are used which 

may provide overoptimistic results. The LMO procedure is reported to give 

realistic results. This is also seen from the results in (Sorsa et al. 2012b) where 

the feature subset selected (residual stress prediction) includes only five features 

and is directly applicable for prediction purposes. However, the results depend on 

the number of data points left out for validation. The suggestion is that 40–60% of 

data points are used for training and the rest used for validation (Baumann 2003). 

The drawback of the LMO procedure (and also k-fold) is that the random data 

split may have a serious effect on the estimated values. Thus, multiple data splits 

must be done, which increases the computational load of the methods (Baumann 

2003). For example, one suggestion is that at least 2N (N is the number of data 

points) data splits are used in the LMO procedure (Baumann 2003). 

The results obtained prove these observations. For example, the pre-selection 

in the latter study in Section 5.3.5 used LOO cross-validation and resulted in a 

subset of 19 features whereas the LMO procedure reduced the subset to eight 

features. It is observed in (Sorsa & Leiviskä 2010) and (Sorsa & Leiviskä 2011c) 

that five-fold cross-validation also produced overoptimistic results because it 

indicated that 10–12 features were to be used while the subsequent elimination 

step reduced the number of features to five. Even though these methods may 

provide overoptimistic results they also have some advantages. The first 

advantage is that the chance of underfitting is negligible (Wisnovski et al. 2003) 

and thus they can be safely used for data reduction purposes as in the yet 

unpublished study described in Section 5.3.5. The LOO procedure is also 

computationally efficient because the data split is always the same and thus no 

repetitions are needed. To balance the overoptimistic performance criteria, it is 

also possible to add a term to the objective function that penalizes for excess 

features (Kohavi & John 1997, Barros & Rutledge 1998). A penalty constant with 

good results is also used in (Sorsa & Leiviskä 2009b) and (Sorsa & Leiviskä 

2010b). 
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6.5 The significance of the selected features 

The feature selection results show great variability, as presented in Section 5.3. 

Nevertheless, some features remain the same regardless of the study. Furthermore, 

the selected features may vary but still they correspond to certain BN properties. 

Based on the literature, the overall Barkhausen activity (Lindgren & Lepistö 2001, 

Moorthy et al. 2004b, Stewart et al. 2004), the shape and position of the BN 

profile (Moorthy et al. 2003, Stewart et al. 2004, Wilson et al. 2009) and some 

specific points of the profile (Wilson et al. 2009), for example are influenced by 

changes in residual stress. Table 16 shows the selected features for residual stress 

predictions categorized as above. 

Some observations can be made from Table 16. Firstly, in almost every 

selected feature subset there is a feature corresponding to overall Barkhausen 

activity. This is to be expected based on the literature because in the majority of 

studies a feature corresponding to overall Barkhausen activity is used. Based on 

Table 16, the most usual such feature in the studies presented here is the crest 

factor. The second observation is that peak width too is represented by some 

feature in all of the subsets. Usually the feature is FWHM but also the width of 

the profile top (H3 - H2) and the fitting parameters referring to the spread of the 

fitted functions are sometimes selected. Also, peak position, coercivity or H1 from 

the normal distribution (f1 in Table 16) is present in almost all the feature subsets. 

The two prior features are reported to be closely related (Stewart et al. 2004, 

Davut & Gür 2007) and obviously the fitting parameter mentioned is closely 

related to peak position. Thus, it is a little controversial that two of these features 

are sometimes selected at the same time. Based on the selections, it seems that the 

other possibly important points in the BN profile are the field strength where the 

Barkhausen activity initiates and terminates. Table 16 shows that even though 

skewness has been used (Stewart et al. 2004), it is quite seldom selected. 

Table 16 shows that if a fitting parameter is selected, it is quite often obtained 

from the trapezoidal (f3) or the two-sided composite (f4) function. This is quite 

interesting and may be due to the shape of these functions, which may be closest 

to the actual BN profile. The normal distribution function assumes a symmetrical 

profile and the triangular function assumes a sharp-peaked profile. The 

trapezoidal and two-sided composite functions, however, do not make any 

assumptions about the shape of the profile and thus can probably produce the 

most useful features.  
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To evaluate whether the selected features behave as reported in the literature, 

Table 17 shows the regression coefficients of the features most usually used. The 

magnitudes of the coefficients cannot be compared in this case because the data 

sets have undergone different pre-processing procedures. Instead, the directions of 

the interactions can be evaluated. Table 17 shows that the regression coefficient of 

the features corresponding to overall Barkhausen activity is always positive. This 

is in accordance with the literature as it is commonly accepted that Barkhausen 

activity decreases with increasing compressive stress and increases with 

increasing tensile stress (for example Lindgren & Lepistö 2001, Moorthy et al. 

2004, Stewart et al. 2004, Blaow et al. 2004).  

The regression coefficients of the features corresponding to peak width are 

usually negative. This is in accordance with the literature since it has been 

reported that increased compression shifts the profile to higher field strengths and 

thus increases the value of the peak position (Stewart et al. 2004). It is quite 

surprising that the coefficient is positive for data set 2 in (Sorsa et al. 2012a). The 

reason for this is not clear but it is possible that the other selected features have 

this kind of influence on the FWHM value. An interesting detail is seen in the 

coefficients of s1 and s2 from the two-sided composite function. The former refers 

to the width of the ascending side of the profile and the latter to the width of the 

descending side. The sign of the latter is negative while the sign of the former is 

positive. Thus, it is possible that the changes in peak width are usually stronger in 

the descending side of the profile although sometimes the change may also be 

strong in the ascending side. In such cases, the width changes may cancel each 

other out or the influence of peak width may be reversed. However, this is only 

hypothetical and more research is needed to verify this observation.  

As shown in Table 17, the regression coefficient of the features related to 

peak position is usually positive, which is not in accordance with the literature. It 

has been reported that coercivity (and thus also peak position) increases with 

increasing compressive stress (Stewart et al. 2004, O’Sullivan et al. 2004). This 

may be due to other, unmeasured material properties which affect the peak 

position because changes in coercivity are usually associated with changes in 

hardness (O’Sullivan et al. 2004, Davut & Gür 2007). A drastic change is 

observed in the regression coefficients for data sets 1 and 2 in (Sorsa et al. 2012b). 

This change is similar to that observed with the FWHM value above. This 

indicates that there are some serious changes in microstructure between these two 

series of samples. These changes seem to modify the interactions between the 
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features. Consequently, depending on the selected subset of features, drastic 

differences may be observed. 

Table 16. The features selected in the studies presented in Section 5.3 for prediction 

of residual stress. 

Overall Barkhausen 

activity 

Profile shape Certain points of  

the profile 

Other Reference 

BN entropy  coercivity,  

peak position 

 Sorsa et al. 2010a 

crest factor FWHM,  

s2 from of f4 * 

coercivity, H3 from f3, 

H2 from f4 

Pearson mode 

skewness 

Sorsa et al. 2012a 

RMS s1 and s2 from f4 peak position,  

H1 from f3 

skewness Sorsa et al. 2008a 

 FWHM coercivity, remanence, 

permeability,  

peak position 

 Sorsa & Leiviskä 2010, 

Sorsa & Leiviskä 2011c 

crest factor,  

peak height 

k2 from f2 H1 from f3,  

H1 from f1 

 Sorsa et al. 2011a (FS) 

crest factor FWHM coercivity, peak 

position, H4 from f3 

 Sorsa et al. 2012b 

signal-to-noise  

ratio **, a from f3 *** 

FWHM H1, H2 and H4 from f3, 

H1 from f1 

 Sorsa & Leiviskä 2011a 

(SA and GA) 

RMS  coercivity, H1 from f3 loop area Sorsa & Leiviskä 2009b, 

Sorsa & Leiviskä 2010b 

a from f4 *** H3 - H2 from f3, s1 

from f4, k2 from f2 

H1 from f4  Unpublished  

Section 5.3.4 

RMS H3 - H2 from h3,  

k1 from f2 

H1 from f4  Unpublished  

Section 5.3.5 

crest factor,  

b from f2 *** 

k2 from f3,  

H3 - H1 from f2 

H1 from f1, H1 from f2, 

H4 from f3 

Pearson mode 

skewness 

Unpublished  

Section 5.3.5 

* The fitted functions are denoted here by: f1 - normal distribution, f2 - triangular function, f3 -trapezoidal 

function and f4 - two-sided composite function.  

** Signal-to-noise ratio is closely related to the reciprocal of RMS. 

*** The fitting parameters can be associated with the overall Barkhausen activity. 
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Table 17. The regression coefficients of certain features. 

Overall Barkhausen 

activity 

Peak width Peak position Reference 

crest factor: 1.46  peak position: -0.84 Sorsa et al. 2010a 

crest factor: 50.9 FWHM: -72.5 coercivity: 36.1 Sorsa et al. 2012a  

(Data set 1) 

crest factor: 392.8 FWHM: 99.7 coercivity: 55 Sorsa et al. 2012a  

(Data set 2) 

RMS: 0.7 s1: 0.05 / s2: -0.32 peak position: 0.09 Sorsa et al. 2008a 

 FWHM: -0.881 peak position: 0.276 Sorsa & Leiviskä 2010, 

Sorsa & Leiviskä 2011c 

crest factor: 83.2 FWHM: -49.7 peak position: 24.8 Sorsa et al. 2012b 

(Data set 1) 

crest factor: 263.2 FWHM: -26.0 peak position: -147.7 Sorsa et al. 2012b 

(Data set 1) 

6.6 Meeting the objectives of the research 

The goal of this work was to find a suitable methodology for predicting material 

properties based on Barkhausen noise measurements as described in Section 1.2. 

This objective basically means the development of efficient methodology for 

feature generation and identification of suitable feature selection procedures. 

Feature generation is carried out mainly from the time domain signal. However, 

the results show that the feature set obtained includes information that can be 

used to predict material properties with reasonable accuracy. Thus it can be 

concluded that the applied feature generation is adequate even though some future 

work is also needed. The feature selection task is widely studied in the literature. 

The methods used in these studies do not cover the whole field but nevertheless 

essential knowledge considering the methods and their usability is gained. The 

methods can be used in the future as presented or as a reference when studying 

some other potential methods. The combination of the basic selection methods 

presented also provides potential approaches for improving the efficiency and 

reliability of the selection task. The potential is shown in this thesis by a couple of 

successful studies. Consequently, it can be concluded that the objectives set for 

the research have been met. 
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7 Conclusions 

Materials can be tested destructively or non-destructively. Non-destructive testing 

is obviously preferable if it can be applied because it does not compromise the 

future use of the material. For ferromagnetic materials, an intriguing non-

destructive testing method is Barkhausen noise measurement, where the tested 

sample is placed in an external varying magnetic field. The varying magnetic 

field causes the magnetic domains within the material to change their sizes and 

orientations. These changes are hindered by pinning sites. The phenomenon of 

domain walls getting trapped in these pinning sites and then breaking out of them 

causes abrupt changes in the magnetization of the measured sample. These abrupt 

changes lead to a noise-like signal, which is recorded. 

Analysis of the Barkhausen noise signal usually utilises some computational 

features. Typical features are, for example, the RMS value and peak height, width 

and position. The three latter are obtained from the Barkhausen noise profile. The 

calculated features are compared to changes in the studied material properties. It 

is, however, typical that only qualitative comparisons are carried out. Better 

utilisation of the method needs quantitative results.  

The goal of the research presented in this thesis is to find a suitable 

methodology for quantitative prediction of material properties based on the 

Barkhausen noise signal. It is a very challenging task due to the complex 

interactions between material properties and Barkhausen noise. This thesis 

considers a prediction scheme that is divided into the following steps: feature 

generation, feature selection together with model identification and model 

validation. The first step uses different mathematical procedures to extract 

information from the Barkhausen noise signal. The outcome of feature generation 

is a large set of features, from which the most suitable ones are to be selected for 

the prediction model. 

Feature selection is a complex task that requires three elements: a 

mathematical modelling technique, an objective function and a search engine. In 

the studies presented in this thesis, the modelling techniques used are 

multivariable linear regression (MLR), partial least squares regression (PLSR), 

principal component regression (PCR) and artificial neural networks (ANN). The 

search engines used are manual selection, forward selection, simulated annealing 

and genetic algorithms. The objective function is based on the squared error 

criteria. These criteria are obtained through cross-validation procedures because 

the number of data points is limited and thus a static split would decrease the 
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amount of data for training and validation purposes significantly. The procedures 

used are leave-one-out, k-fold and leave-multiple-out cross-validations.  

The results of the studies presented show that the proposed modelling scheme 

can be used in predicting material properties based on Barkhausen noise 

measurement. A closer look at the results show that the feature generation 

procedures used are applicable but that more features can improve the prediction 

accuracy of the models. More features can be obtained through a more thorough 

time domain analysis of the signal, through frequency domain analysis or by 

using more sophisticated tools such as wavelets. The comparison of the selection 

procedures reveals that even though forward selection gives rather good solutions, 

the identified solution is only suboptimal. Better results are obtained with 

simulated annealing and genetic algorithms. However, the improvement in the 

results is obtained at the expense of the computational load, which increases 

drastically with these methods. The problem with simulated annealing and genetic 

algorithms is that the obtained result varies. Consequently, two-step algorithms 

are proposed in this thesis. Based on the results, the pre-selection step can 

successfully utilise the successive projections algorithm or genetic algorithms. 

The use of a genetic algorithm in pre-selection obviously increases the 

computational load even more.  

The majority of the studies presented used MLR models. The early results 

indicated that the MLR model outperforms all the other modelling techniques. 

However, the later studies have shown that the use of ANN models improves the 

prediction accuracy. Therefore, it is worth re-evaluating the applicability of PLSR 

and PCR modelling techniques in the future. Furthermore, the utilisation of ANN 

models should be studied further. 

The use of different objective functions revealed that LOO and k-fold 

procedures easily lead to overoptimistic results. However, these methods are still 

usable because they can be used effectively in pre-selection. Also, these cross-

validation procedures can be complemented with a penalty term that favours the 

more parsimonious solutions and thus compensates the over-optimism. The LMO 

procedure is shown to lead to more realistic solutions but at the expense of the 

computational load. 

Overall, the results obtained are very promising. The models identified 

mainly include reasonable terms and the prediction accuracy is fairly good 

considering the challenge. However, some conflicts with the literature have been 

revealed as the application of Barkhausen noise measurement is highly case-

dependent. In addition, changes in unmeasured material properties may lead to 
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the unexpected behaviour of some features. Finally, it can be concluded that the 

objectives set for this research have been well met. 
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