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ABSTRACT
Citing recent successes in forecasting elections, movies,
products, and other outcomes, prediction market advocates
call for widespread use of market-based methods for gov-
ernment and corporate decision making. Though theoreti-
cal and empirical evidence suggests that markets do often
outperform alternative mechanisms, less attention has been
paid to the magnitude of improvement. Here we compare the
performance of prediction markets to conventional methods
of prediction, namely polls and statistical models. Exam-
ining thousands of sporting and movie events, we find that
the relative advantage of prediction markets is surprisingly
small, as measured by squared error, calibration, and dis-
crimination. Moreover, these domains also exhibit remark-
ably steep diminishing returns to information, with nearly
all the predictive power captured by only two or three pa-
rameters. As policy makers consider adoption of prediction
markets, costs should be weighed against potentially modest
benefits.

Categories and Subject Descriptors
J.4 [Social and Behavioral Sciences]: Economics; G.3
[Mathematics of Computing]: Probability and Statistics

General Terms
Algorithms, Measurement, Economics

Keywords
Forecasting, prediction markets, polls, statistical modeling

1. INTRODUCTION
Since at least Hayek [23], economists have recognized that

market prices represent the aggregation of many different be-
liefs about the world. When the beliefs in question concern
some future state of the world, be it about the impact of
weather on crop yields or the possibility of armed conflict
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disrupting oil supplies, the corresponding prices can be inter-
preted as predictions about the relevant outcomes. Indeed,
although designed to allocate resources or risk, traditional
financial markets [23, 26, 39, 46] and sports betting mar-
kets [40, 43, 47, 53, 55] can be viewed as making implicit
predictions.

More recently, researchers have begun to design markets—
often called prediction or information markets—for which
the generation of predictions is the explicit goal. In these
markets, participants buy and sell securities that realize a
value based on the occurrence of some future outcome, such
as the result of an election, the box office revenue of an up-
coming film, or the market share of a new product. For
example, the day before the 2008 U.S. presidential election,
you could have paid $0.92 for a contract in the Iowa Elec-
tronic Markets (www.biz.uiowa.edu/iem) that yielded $1
when Barack Obama won, implying a 92% market-estimated
probability that Obama would win.

Considering the difficulty of outperforming index funds in
equity markets, the notion that markets may be capable not
only of making predictions, but of doing so optimally, is both
plausible and appealing. Moreover, there are compelling
theoretical reasons to expect that prediction markets should
outperform other forecasting methods. First, they offer re-
wards for accuracy, incentivizing participants to gather and
process information; and second, they weigh the opinions of
confident agents more highly, where confidence is reflected
in one’s willingness to risk more money and overconfidence
is penalized over time. Thus, prices in prediction markets
can be set either by a small number of highly informed (and
confident) participants, or by a large number of individuals
each with one piece of the puzzle. Finally, the efficient mar-
ket hypothesis [32, 11, 41] asserts that markets incorporate
information attainable by any competing method. For ex-
ample, if a poll of experts were to establish a track record of
outperforming a prediction market, then at least one mar-
ket participant would presumably exploit that advantage by
arbitraging the difference between polls and market prices.
As long as any performance difference remains, in fact, the
participant could make money in the market; hence, prices
should update to eliminate any performance disparity. In
other words, prediction markets are designed to elicit infor-
mation from whomever has it, and however it is distributed.

Inspired by such theoretical arguments, and also by a
growing body of empirical findings that show markets beat
alternatives, several authors have called for widespread ap-
plication of prediction markets to real-world business strat-
egy and policy development problems [1, 3, 19, 20, 37, 49,



56]. The theoretical and empirical analyses on which these
claims are based, however, have focused primarily on the
relative ranking of prediction methods. By contrast, the
magnitude of the differences in question has received much
less attention, and as such, it remains unclear whether the
performance improvement associated with prediction mar-
kets is meaningful from a practical perspective. Here we
compare the performance of prediction markets to polls and
statistical models across several thousand sports and movie
events. We find that all reasonable prediction methods per-
form roughly equally on three related, but distinct measures:
squared error, calibration, and discrimination. For example,
the Las Vegas market for professional football is only 3%
more accurate in predicting final game scores than a simple,
three parameter statistical model, and the market is only
1% better than a poll of football enthusiasts. That such
elementary methods perform comparably to well designed
and mature markets illustrates the surprisingly stark dimin-
ishing returns to information, and suggests, more generally,
that there may be rather severe limits to prediction.

In the next section we review previous work on prediction
markets. In Section 3 we describe the market data and de-
tail our methodology, and in Section 4 we present our main
results—analyses of football, baseball, and movie markets.
We conclude in Section 5 by discussing the implications and
limitations of our findings.

2. RELATED WORK
There is a substantial body of empirical evidence show-

ing that prediction markets frequently make more accurate
predictions than opinion polls and expert analysts [2, 3, 54,
56]. For example, a number of studies examine political
election markets like the Iowa Electronic Markets (IEM) [2,
14, 15, 33, 34], while others examine markets on the Irish
betting exchange TradeSports (now Intrade) [51, 50, 57]. In
addition to field studies, laboratory experiments have been
conducted to examine the performance of prediction mar-
kets [13, 35, 36, 48], and to identify various factors—like
the number of traders [7], the market payment rules [28],
and the design of the security to be traded [6]—that affect
accuracy. A common concern about prediction markets is
that wealthy traders with ulterior motives could manipulate
prices. Rhode and Strumpf [38], however, analyze both con-
trolled and uncontrolled manipulation attempts in real mar-
kets and find that the effects of manipulations are for the
most part minimal and short lived. Hanson et al. [22] also
find that markets appear robust to manipulation in a lab-
oratory setting, while Hanson and Oprea [21] theorize that
manipulators, like noise traders, can actually help market
liquidity and accuracy.

Other evidence, however, suggests that the relative per-
formance advantage of markets may be small, and that mar-
kets may not even be the best performers. In predicting the
outcome of football games, pooled expert assessements are
comparable in accuracy to information markets [5, 9]. Erik-
son and Wlezien [10], moreover, argue that previous stud-
ies showing that election markets outperform opinion polls
make the wrong comparison. They point out that opinion
polls reflect preferences on the day the poll is taken, and
therefore overestimate the probability that the current poll
leader will win—a bias that is particularly acute far in ad-
vance of the election. Correcting for this fact, Erikson and
Wlezien generate predictions that are superior to those of

the IEM. Graefe and Armstrong [18] have likewise found
that a simple statistical model, based on single-issue voting
preferences, outperformed the IEM with respect to election
winners—although their model underperforms the IEM with
respect to vote share. Furthermore, Healy et al. [24] show
that iterative polls are more robust than markets with few
people participating or many outcomes to predict. Finally,
though financial incentives are often cited as a key reason
for why markets should outperform alternatives, Servan-
Schreiber et al. [44] find that play-money and real-money
markets perform comparably.

3. METHODS
We examine predictions of over 7,000 U.S. National Foot-

ball League (NFL) games, nearly 20,000 Major League Base-
ball (MLB) games, and box office revenue for approximately
100 feature films. Though political and policy markets are
arguably of the greatest interest, we focus on sports and
movies for two reasons: first, events in these domains hap-
pen with much higher frequency than presidential elections
or product launches, greatly facilitating rigorous evaluation;
and second, prediction markets for sports and entertainment
are among the deepest and most mature. In the discussion,
we consider whether and how our results generalize to other
domains.

Market data are obtained from the Las Vegas sports bet-
ting markets, TradeSports (now Intrade), and Hollywood
Stock Exchange (HSX). The Vegas and TradeSports markets
are both real-money markets, and offer participants substan-
tial financial incentives. In 2008, Nevada gamblers bet more
than $1.1 billion dollars on football and more than $500 mil-
lion on baseball [4]. TradeSports is much smaller but still
relatively deep, with tens of thousands of members trading
hundreds of thousands of contracts [45]. The play-money
market Hollywood Stock Exchange is the world’s leading
online entertainment market, garnering about 25,000 unique
visitors and 500,000 page views per month in the U.S.1

Performance Metrics. We assess the performance of
prediction mechanisms along three dimensions: root mean
squared error (RMSE), calibration, and discrimination.

RMSE quantifies an average difference between predicted
and actual outcomes:

RMSE =

vuut 1

n

nX
i=1

(pi −Xi)2

where n is the number of events for which predictions are
made, pi is the predicted outcome for event i, and Xi is the
actual outcome. In the case of football and baseball games,
we mostly consider binary outcomes Xi ∈ {0, 1}, indicating
whether the home team wins, where pi is then the predicted
probability of that occurring. For movies, we take Xi to be
the logarithm of opening weekend box-office revenue.

Though RMSE is one of the most common measures of
prediction accuracy, it is in some respects a crude test of
performance. In particular, RMSE does not directly as-
sess a prediction method’s ability to distinguish between
likely and unlikely events. Thus we additionally consider
two other performance measures: calibration, which mea-
sures the agreement between predicted and observed prob-

1Web traffic data obtained from quantcast.com.



abilities; and discrimination, which captures the empirical
variability of probabilities over outcomes.

To formally define calibration and discrimination, we first
bin predictions into discrete categories. In predicting the
probability the home team wins in football and baseball
games, we round predictions to the nearest 5%, in which case
predictions fall into 21 categories: {0, 0.05, . . . , 0.95, 1}. For
movies, where we predict the natural logarithm of box-office
revenue, we round predictions to the nearest 0.5. Specif-
ically, for each event i = 1, . . . , n define p̃i as the value of
the prediction pi rounded to the nearest category, and define
bp̃i to be the empirically observed average outcome in that
category—for binary outcomes (e.g., indicating whether a
team wins) this average is just the proportion of the events
that occur. So, for example, if five events were predicted to
occur with probability between 0.375 and 0.425, and three
of those five events did ultimately occur, we would have
p̃i = 0.4 for all five events and b0.4 = 3/5. The calibration
error is then the root mean squared error between predicted
and empirically observed probabilities. Specifically:

Calibration Error =

vuut 1

n

nX
i=1

(p̃i − bp̃i)
2

Thus, when a mechanism with zero calibration error predicts
an event to occur with probability 0.6, 60% of those events
in fact happen.

On its own, low calibration error is not difficult to achieve.
For example, knowing that New York City has approxi-
mately 121 days of precipitation annually, a perfectly cal-
ibrated, but minimally informative rule is to simply predict
the chance of rain each day to be 0.33. We hence measure
not only calibration, but also discrimination, or the variabil-
ity of outcomes across prediction categories. Using the same
notation as above:

Discrimination =

vuut 1

n

nX
i=1

(bp̃i − b)2

where b = (
P

i Xi)/n is the average outcome across all
events. More informative mechanisms tend to have higher
discrimination. In particular, though the extreme example
of always predicting 33% chance of rain in New York City is
perfectly calibrated, it has zero discrimination.

4. RESULTS

4.1 Football
In predicting outcomes for NFL games, we compare Vegas

and TradeSports prediction markets against two poll vari-
ants and two simple statistical models. The first poll variant
(“filtered polls”) was run weekly on Amazon’s Mechanical
Turk (mturk.com), a web-based crowdsourcing [25, 27] ser-
vice that permits requestors to post open solicitations for
workers to perform tasks (called “human intelligence tasks,”
or HITs) along with a specified compensation. Workers
elect to complete any number of these tasks for which they
are then paid by the corresponding requestor. HITs range
widely in size and nature, requiring from seconds to hours to
complete, and compensation varies accordingly, but is typi-
cally on the order of $0.01–$0.10 per HIT. In our case, the
HIT in question was to make a probabilistic prediction re-
garding the outcomes of football games. Specifically, in each

of the 15 weeks of the 2008 NFL season, we asked 100 people
to answer the question “What do you think is the likelihood
A will beat B?” for each of the upcoming weekend’s sched-
uled games. We also asked them to state whether they were
“confident”or“not confident” in their predictions. We gener-
ated aggregate predictions by taking an unweighted average
of predictions from confident respondents, where we empha-
size that expressed confidence was purely self-reported. Par-
ticipants were paid $0.03 per prediction, regardless of their
accuracy or confidence; thus poor performance was not sub-
ject to any penalties. Moreover, Mechanical Turk has no
explicit sporting orientation, nor did we provide any incen-
tives for experts to participate. Thus one would not expect
respondents to have any particular expertise beyond what
is typical in the general population.

Our second, incentivized poll uses data collected from
Probability Sports (probabilitysports.com), an online
contest in which participants compete for cash prizes by pre-
dicting the outcomes of sporting events. As with the filtered
polls run on Mechanical Turk, participants made probabilis-
tic predictions. However, participants on Probability Sports
are scored according to a quadratic scoring rule [42], incen-
tivizing and rewarding accuracy. Predictions are publicly
visible, and we collected a total of 1.4 million such predic-
tions for 2017 NFL games played over the course of eight
years, from 2000 to 2007.2 We generated an aggregate pre-
diction for each game by taking the unweighted average of
all individual predictions for that game. In this case we did
not exclude any individual predictions when computing the
average since those who decided to enter the contest had
already presumably screened themselves.

In addition to the two polls, we compared the markets’
performance against that of two simple statistical models.
The first uses only the historical probability of the home
team winning in NFL match-ups. Based on 31 years of NFL
data, we find this baseline probability is b = 0.58. Thus,
our first model—the baseline model—predicts for each game
that the home team will win with probability 0.58, regard-
less of which teams are playing. The second model—the
win-loss model—incorporates both the home field advantage
captured by the baseline, and the recent win-loss record of
the two playing teams. Specifically, when teams A and B
play each other on A’s home field, the win-loss model esti-
mates the probability A wins to be b + (RA −RB)/2, where
b = 0.58 is again the baseline probability of the home team
winning, RA is the percentage of games team A has won
out of its last 16 match-ups (the number of regular sea-
son games played annually by each team), and RB is the
corresponding percentage for team B.3 This model, while
more complicated than the baseline prediction, still ignores
almost all the details of any particular game, incorporating
only easily obtainable information.

The polls and models described above all generate predic-
tions for the probability the home team wins. In contrast,

2Probability Sports was discontinued at the end of the 2007–
2008 season.
3To motivate the win-loss model, we note that the approx-
imate percentage of home games A wins is b + (RA − 1/2),
and the approximate number of away games B loses is
1 − [(1 − b) + (RB − 1/2)]. Averaging these two quanti-
ties gives the model estimate. Alternatively, one could fit
a logistic regression with RA and RB included as features;
doing so yields similar results.
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Figure 1: A comparison of money line predictions of
the home team winning in NFL games to predictions
generated via a model that converts point spreads
to probabilities.

football markets generally yield spread predictions on the
final point difference between the playing teams (i.e., the
home team score minus the away team score). Fortunately,
spread and probabilistic predictions are statistically compa-
rable [16]. To transform spread to probabilisitic predictions,
on 7,152 NFL games from 1978 to 2008 we fit the logistic
regression model

Pr(home team wins) = logit−1(β0 + β1 × spread)

where logit−1(x) = ex/(1 + ex).4 For a subset of 494 NFL
games, we have both spread and probabilistic market pre-
dictions, from so-called money-line markets. On this subset
we find that the spread-inferred and the probabilistic market
predictions are in very good agreement, having a correlation
of 0.99. This conversion is depicted in Figure 1, where each
circle represents an NFL game. The probabilistic prediction
is given on the x-axis, and the prediction inferred from the
spread via the regression model is given on the y-axis. In
light of this tight relationship, we convert between spread
and probabilistic predictions as convenient.

Having described the six methods—two markets, two
polls, and two statistical models—for predicting the proba-
bility the home team wins in NFL games, we consider the
overall performance of each mechanism. Consistent with
past empirical studies and theoretical arguments, the Vegas
and the TradeSports markets are the best performers, both
having an RMSE of 0.46. At the other extreme the baseline
model is the worst performer, with an RMSE of 0.49. The
performances of the remaining strategies lie in between that
of the markets and the baseline model: Probability Sports,

4To convert the probabilistic poll and model predictions to
spread predictions, we analogously fit a linear regression:

spread = β0 + β1 × predicted probability + ε

Baseline Model

Filtered Polls

Win−Loss Model

Probability Sports

Vegas Market

TradeSports

RMSE

0 5 10 15

Figure 2: RMSE of six methods for predicting final
point differences (i.e., home team score minus away
team score) in NFL games.

the win-loss model, and the filtered polls all have an RMSE
of 0.47. To aid interpretation of these results, and also to
ensure that the markets are not handicapped by our conver-
sion of spread to probabilistic predictions, we consider the
complementary problem of predicting the final point differ-
ence between the playing teams. Figure 2 shows that RMSE
in this case ranges from 13.3 for the markets to 14.5 for the
baseline model. On average, that is, the market predictions
differ from the actual point difference by approximately 13.3
points, and predictions from the baseline model are off by
14.5 points. Overall, the ordering of these prediction meth-
ods is unsurprising: prediction markets beat models and
polls, and all methods beat the baseline. What is surpris-
ing, however, is that the various mechanisms differ by so
little: in predicting the final point difference, the win-loss
model—which recall has only three parameters—is only 0.4
points (3%) worse than the markets, and Probability Sports
is only 0.1 points (1%) worse than the markets. Figure 3
displays the difference between the Vegas market and the
win-loss model from 1978 to 2008.

The similarity in performance of these prediction meth-
ods, moreover, is not due to any apparent anomaly in the
markets. To test for obvious market inefficiencies, we pre-
dicted the final point difference in each game via a model
that includes the market spread along with several other
features. Specifically, we fit the linear regression model

point difference = β0 + β1 × spread + β2 ×Xspread>0

+
X

i

βhometeam[i] ×Hi

+
X

i

βawayteam[i] ×Ai + ε

where spread is the market predicted point spread, Xspread>0

is a dummy variable indicating whether the spread is greater
than zero, and Hi and Ai are dummy variables indicating
which teams are playing in the given game. In particular,
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Figure 3: Yearly performance of the Vegas market
and the win-loss model in predicting final point dif-
ferences (i.e., home team score minus away team
score) in NFL games.

Calib. Err. Discrim. RMSE
Vegas Markets 0.02 0.17 0.46
TradeSports 0.05 0.19 0.46
Probability Sports 0.05 0.17 0.47
Win-Loss Model 0.02 0.14 0.47
Filtered Polls 0.10 0.18 0.47
Baseline Model 0.02 0.00 0.49

Table 1: Calibration error, discrimination, and
RMSE for several methods in predicting the proba-
bility the home team wins in NFL games.

the model corrects for systematic bias that depends on which
teams are playing. In an efficient market, a prediction based
on such a model should perform on par with simply using
the spread to predict the final point difference. We find
this to be the case: with 5-fold cross-validation, the RMSE
of 13.3 points for this model is identical to the RMSE of
the spread alone.5 Furthermore, despite differences in the
fee structure of the Vegas and TradeSports markets, both
perform identically.

We next move beyond RMSE to account separately for
calibration and discrimination. Figure 4 shows the full dis-
tribution of predicted and empirically observed outcomes of
the six forecasting methods, where predictions are binned
into 5% intervals and the area of each circle represents
the number of predictions in the corresponding probabil-
ity range. As should be clear from the figure, all methods
produce predictions that lie roughly on the diagonal. All
methods are therefore reasonably well calibrated—predicted

5Cross-validation—also known as rotation estimation—
protects against overfitting the model to the data. Events
are first partitioned into k = 5 subsets of approximately
equal size, and then predictions are made for events in each
of the k subsets via a model trained on the remaining k− 1
subsets.

probabilities agree with observed probabilities within any
given bin—however, they differ in their ability to discrimi-
nate. Most notably, whereas the baseline model includes all
events in the same bin, thereby effectively treating high and
low probability events as indistinguishable, other methods
distinguish between empirically likely and unlikely events,
as indicated graphically by the dispersion of bins along the
diagonal. Table 1 confirms these visual impressions, quan-
tifying the calibration and discrimination of each method,
and also reveals two main findings. First, two out of the six
methods are inferior to the others along one dimension or
the other: filtered polls discriminate well but are not as cal-
ibrated as the other methods; whereas the baseline model
is well calibrated but does not discriminate. And second,
four of the six methods—the Vegas and Tradesports mar-
kets, Probability Sports, and the win-loss model—remain
comparable both in terms of calibration and discrimination.

That the poor discrimination of the baseline model carries
so small a penalty in terms of RMSE is due in part to spe-
cific features of the NFL (e.g., salary caps) that ensure that
most games are played between closely matched teams, and
hence are decided with probabilities close to 50%. In other
words, although the baseline model does perform poorly for
high and low probability events, the relative rarity of such
events means that it is not penalized much for these failures.
One might therefore suspect that in domains (such as policy
analysis) where events are not designed to be coin tosses,
and where possibly the predictions of greatest interest may
be for extreme probability events, less discriminating meth-
ods would perform correspondingly worse than they do here.
To test this idea, we recomputed the RMSE of the six pre-
diction methods exclusively for lopsided pairings between
“winning” teams (that have won at least 9 of their past 16
games) and “losing” teams (lost at least 9 of 16). This sub-
set comprises 37% of the data. As expected, the baseline
model performed worse on these games (RMSE increased
from 14.5 to 15.1 points), but RMSE of the TradeSports and
Vegas markets, Probability Sports, and the win-loss model
were approximately unchanged, at 13.0, 13.2, 13.4, and 13.5,
respectively. Thus, even for these more extreme events, we
find prediction markets again have only a small advantage
over conventional forecasting methods.

4.2 Baseball
Although we have considered a number of performance

measures, it is possible that football remains a special case
even in the domain of sports in that outcomes are domi-
nated by hard to anticipant events—a hail Mary pass in the
final minutes, for example, or an intercepted ball against
the flow of play—for which there is relatively little real in-
formation on which to base sophisticated predictions. In
addition to football, therefore, we consider Major League
Baseball (MLB)—a sport for which very large amounts of
data are collected, and where an entire field, sabermetrics,
has been developed along with its own journal, the Baseball
Research Journal, specifically for the purpose of analyzing
performance statistics. In light of this considerable devo-
tion to statistical models and prediction, one might assume
that expert observers, and hence prediction markets, would
outperform simplistic models by incorporating game-specific
variables like pitching rotation, the recent batting perfor-
mance of individual players, and so on. As described below,
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Figure 4: Distribution of predicted and empirical probability estimates for the home team winning in NFL
games. The area of each circle represents the number of predictions in the corresponding probability range.

however, we find that baseball markets have only a small
advantage over alternative forecasting tools.

We compare the performance of the Vegas market to the
baseline and win-loss models for 19,633 Major League Base-
ball (MLB) games played over seven years, from 1999 to
2006, where the two models were constructed in the same
manner as for football. Specifically, the baseline model ig-
nores all game specific information, always predicting the
home team wins with probability 0.54—the historical win-
ning percentage of the home team in baseball. Correspond-
ingly, the win-loss model for baseball was identical in form to
that used for football predictions: when teams A and B play
each other on A’s home field, the probability A wins is esti-
mated to be b+(RA−RB)/2, where b = 0.54 is the baseline
probability of the home team winning, RA is the percentage
of games team A has won out of its last 162 match-ups (the
number of regular season games each team plays annually),
and RB is the analogous percentage for team B.

In terms of the three performance measures introduced
above—RMSE, calibration, and discrimination—we find
once again that the win-loss model performs on par with the
market (Figures 5 and 6; Table 2). In particular, the market
and the win-loss model both have an RMSE of 0.49, slightly
outperforming the baseline model, which has an RMSE of

Calib. Err. Discrim. RMSE
Vegas Markets 0.02 0.09 0.49
Win-Loss Model 0.02 0.07 0.49
Baseline Model 0.01 0.00 0.50

Table 2: Calibration error, discrimination, and
RMSE for several methods in predicting the proba-
bility the home team wins in MLB games.

0.50.6 Furthermore, all three methods are well calibrated,
with calibration errors of 0.02 for the market and the win-
loss model, and 0.01 for the baseline model. Finally, al-
though the shortcomings of the baseline model are apparent
from its inability to discriminate between high and low prob-
ability events, the market and win-loss model remain com-
parable by this measure as well, with discrimination 0.09
and 0.07, respectively.

4.3 Movies
Given the amount of time, energy, and money dedicated

to predicting the outcomes of baseball and football games, it
is perhaps surprising that in both cases, a relatively simple
statistical model can perform almost as well as the best avail-

6An RMSE of 0.5 is achievable for any probabilistic predic-
tion by always predicting 1/2.
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Figure 5: Yearly RMSE performance in predicting
the probability of the home team winning in MLB
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able prediction markets. Knowing this, however, one might
still argue that our results merely illustrate that sporting
events in general are designed to produce hard-to-predict
outcomes, thereby providing the greatest amount of sus-
pense, and hence enjoyment for fans. One might suspect,
therefore, that sporting events are systematically different
from other domains where events simply transpire in a way
that, if planned at all, is certainly not designed to maxi-
mize uncertainty. To address this concern, we now consider
a very different domain than sports, examining the relative
performance of markets and statistical models in predicting
the commercial success of movies. As different as movies
are from sports, they do share two important features in
common: first, they open regularly, and therefore provide
a good source of data; and second, they are the subject
of a very popular and well-developed prediction market, the
Hollywood Stock Exchange (HSX), that has frequently been
cited by advocates of prediction markets as evidence of their
efficacy [49].

We compare the HSX prediction market to two simple sta-
tistical models in predicting opening weekend box-office rev-
enues for 97 feature films released between September 2008
and September 2009.7 Although our methods are largely
similar to those used above, the nature of the phenomenon
in question necessitates one modification. Revenue across
movies varies over several orders of magnitude, from hun-

7Securities in the Hollywood Stock Exchange are initially
tied to opening weekend box office revenue, but are later
valued according to a movie’s four-week domestic gross. To
correct for the fact that an asset’s price predicts two related,
but distinct, outcomes, we infer the market prediction for
opening weekend revenue via a linear model based on the
stock price the day before a movie’s release:

log(revenue) = β0 + β1 × log(hsx) + ε

In other words, by fitting the above model we convert raw
market prices to box office predictions.
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Figure 6: Distribution of predicted and empirical
probability estimates for the home team winning in
MLB games. The area of each circle represents the
number of predictions in the corresponding proba-
bility range.

dreds of thousands of dollars to hundreds of millions; there-
fore, all predictions are made and evaluated on the log scale.
As with football and baseball, the baseline statistical model
predicts each movie will earn the average amount among
all recent movies, which in this case is $8.1 million (15.9
on the log scale). The second, more informative model in-
corporates two additional features that have been shown to
predict box office revenue [17]: the number of screens on
which the movie opens, as reported by the Internet Movie
Database (IMDB); and the total number of web searches for
the movie in the week leading up to its opening, as recorded
by Yahoo! Search.8,9 We note that search counts are anal-
ogous to polling data, and thus this approach is similar in
spirit to our analysis of football. Given screen and search
data, predictions were generated with a linear model:

log(revenue) = β0 + β1 × log(screens)

+ β2 × log(search) + ε

To guard against overfitting, predictions were made via
leave-one-out estimation. That is, a prediction for each of
the 97 movies was generated by a model trained on the other
96 movies.

As with football and baseball, we find the market yields
predictions that are better, but only slightly so, than those
from a relatively simple statistical model (Table 3). Specifi-
cally, RMSE is 0.65 for HSX and 0.69 for the screens-search
model—a difference of only 6%. Since we measure error for

8To compute search query volume, a query was categorized
as pertaining to a particular movie if an IMDB link to that
movie appeared in the first page of search results. When
multiple IMDB links appeared in the result set, the query
was categorized according to the top-ranking result from
IMDB. Though our analysis uses proprietary search data,
query volume is also publicly available from Google Trends
(google.com/trends).
9There are several other features that could potentially help
predict box office revenue—including production and mar-
keting budgets, genre, MPAA rating, and director and actor
statistics—and more sophisticated models have in fact been
developed that incorporate this additional information [12].
Opting for simplicity, we limit our analysis to screens and
search volume.
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Figure 7: Actual opening weekend box office rev-
enues compared to predictions from HSX and the
screens-search model (log scale).
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Figure 8: Binned distribution of predicted and ac-
tual opening weekend box office revenue (log scale).

movies on the log scale, one can interpret these results as
indicating the approximate percent error of each method in
predicting opening weekend box office revenue (i.e., HSX is
off on average by about 65%, and the screens-search model
is off by about 69%). Notably, and in contrast to sport-
ing events, the baseline model does considerably worse than
the market, with RMSE of 1.90. As shown in Figure 7, both
the market and the screens-search model are reasonably well
calibrated, where for ease of comparison with our previous
results Figure 8 shows the same data binned. In particular,
the calibration error for the model (0.27) is in fact lower than
for the market (0.34). Finally, although the baseline model
fails to discriminate at all, the market and the screens-search
model are again comparable, having discrimination scores of
1.80 and 1.78, respectively.

5. DISCUSSION
Advocates of prediction markets tend to emphasize the

fact that markets often perform better than alternative fore-
casting methods. Our results are consistent with this obser-
vation, but put them in a different light. Markets, we find,
indeed outperform polls and statistical models in predicting
outcomes of football and baseball games, as well as movie
openings. However, regardless of which performance mea-
sure we use—squared error, calibration, or discrimination—

Calib. Err. Discrim. RMSE
HSX 0.34 1.81 0.65
Screens-Search Model 0.27 1.78 0.69
Baseline Model 0.09 0.00 1.90

Table 3: Calibration error, discrimination, and
RMSE for several methods in predicting the log-
arithm of opening weekend box office revenue for
feature films.

simple forecasting techniques deliver results that are com-
parable to those of well designed and successful prediction
markets. Given the amount of interest in predicting sports
and entertainment events, and the plethora of available data,
our results challenge the conclusion that markets are supe-
rior to alternative prediction mechanisms in substantively
meaningful ways.

A natural objection to this interpretation is that it is easier
to make predictions for movies than for political outcomes,
or that statistical models require a strict regularity and con-
sistency to perform well, and hence question whether our
results extend to other domains. Although reasonable, these
doubts should be weighed against recent empirical evidence
in political and policy analysis. As noted above, in predict-
ing election winners, the Iowa Electronic Markets were out-
performed both by statistically corrected polls [10] and by
a model based on single-issue voting preferences [18]. More-
over, while not directly assessing markets, one study of ex-
pert political predictions found that statistical models out-
performed not only individual experts, but also compared
favorably with aggregate forecasts [52]. Presumably, prop-
erly designed election markets would in time adjust to in-
corporate predictions from these alternatives. Thus markets
in the long run may still regain their performance advan-
tages as suggested by theory. Nevertheless, these findings
are consistent with our claim that market and non-market
forecasting techniques are often comparable.

A second objection to our conclusion that small differences
in performance are not of practical importance is that in
some circumstances, such as the Vegas markets themselves
or in applications like high-frequency quantitative trading,
even small differences may translate into large cumulative
advantages. In other words, our conclusion that simple fore-
casting methods perform on par with markets has useful im-
plications only in domains where incremental improvements
are not of practical value. Precisely what constitutes sub-
stantive improvement is a difficult question, and one which
we do not address in detail; however, we would suggest that
differences of the magnitude we have observed here—roughly
a few percentage points—are unlikely to qualify in political,
policy, and business applications, areas where markets are
claimed to have the greatest potential. In part, this is be-
cause outcomes of interest in these domains occur relatively
infrequently, and in part because any given prediction is
likely to be just one component of a decision that may have
many other sources of error. For example, it is not obvi-
ous how such small differences in, say, the predicted market
share of a potential product line would influence a firm’s
decision about whether or not to invest in developing the
product.

A final objection is that we have not analyzed the relative
costs of markets, polls, and models, nor have we examined
additional features of prediction mechanisms including real-



time response. For example, the IEM contract for Colin
Powell to win the 1996 Republican nomination fell precipi-
tously within minutes of Powell’s scheduling of a press con-
ference, as traders inferred that he would announce his with-
drawl [2]. Similarly, NFL markets on TradeSports update
continuously as the games progress: as teams score points,
commit turnovers, etc. It is possible, therefore, that markets
are able to update their predictions in the face of new in-
formation or changing circumstances much faster than other
methods, or that they could do so in a less costly manner,
and that for this reason they could retain substantial prac-
tical advantages. We suspect, however, that most decision
settings do not require instantaneous feedback, and that in
many cases properly designed models and polls may be able
to react almost as quickly as markets.

To conclude, we note that a body of related work sug-
gests that the exercise of prediction in general is subject to
strongly diminishing returns to sophistication, regardless of
methodology and domain. For example, in reviewing the
forecasting literature in psychology, statistics, and manage-
ment science, Clemen [8] finds that simple methods of aggre-
gating individual forecasts often work reasonably well rela-
tive to more complex combinations. And in a series of pa-
pers, Makridakis and colleagues [29, 30, 31] have compared
the performance of various forecasting models for time se-
ries data, ranging from simple (e.g., exponentially weighted
moving averages) to sophisticated (e.g., Box-Jenkins, neu-
ral networks, etc.). These studies were different from ours
in some important respects: the objects of prediction were
time series data, not discrete outcomes; the domain of ap-
plication was largely economic and business, not sports or
entertainment; they considered many statistical models, but
no prediction markets or polls; and finally, they used dif-
ferent performance measures. Nevertheless, the high-level
result—that simple methods perform almost indistinguish-
ably from the most sophisticated methods—is essentially the
same as what we find here. Although we remain enthusias-
tic about prediction markets, we hope that future research
on prediction will place more emphasis on the magnitude of
performance differences between alternative methods.
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