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#### Abstract

A primary goal in robotics research is to provide means for mobile platforms to perform autonomously within their environment. Depending on the task at hand, autonomous performance can be defined as the execution by the robot, without human intervention, of certain navigational tasks. In mobile robotics literature, commonly addressed navigation tasks include the localization, mapping, path planning and obstacle avoidance tasks. Solving any of these tasks is a hard problem by itself. The reason stems from the inherent complexity associated with both the robot and its environment, each of them being an extremely complex dynamical system with uncertainty involved.


In this thesis, we propose a probabilistic framework for mobile robot navigation in dynamic environments based on the Partially Observable Markov Decision Process (POMDP) model. The proposed model is able to perform the navigation tasks of localization, path planning and obstacle avoidance. POMDPs are models for sequential decision making where the world in which the robot operates is partially observable, i.e. the true underlying robot's state is not known, and the outcome of actions it executes is modelled probabilistically. As such POMDPs perform localization and path planning in a probabilistic manner.

POMDPs have the major shortcoming of their extreme computational complexity and hence they have been mainly used in robotics as high level path planners only. In this thesis, we propose a novel hierarchical representation of POMDPs, specifically designed for the autonomous
robot navigation problem and termed as the Robot Navigation-Hierarchical POMDP (RNHPOMDP). The proposed hierarchical POMDP can efficiently model large real-world environments and is amenable to real time solution. This is achieved mainly due to the design choice of modelling the state transition and observation functions dependent only on the robot motion model and not on the environment as it is commonly used in the POMDP literature. Furthermore, the notion of the reference POMDP (rPOMDP) is introduced that infers the robot motion model in a very small POMDP and it transfers this information to the hierarchical structure while being solved. The environment specific information is modelled within the reward function of the RN-HPOMDP. The employed model is utilized as a unified probabilistic navigation framework that accommodates for localization, path planning and obstacle avoidance. Hence, real-time solution of the RN-HPOMDP is essential since no other external modules are utilized and paths have to be replanned at each time step.

The RN-HPOMDP has been developed for the application of robot navigation in dynamic real-world environments that are highly populated. Thus, it is desirable for the robot to perform obstacle avoidance in a manner that resembles the human motion for obstacle avoidance. That is, the robot should be able to decide the most suitable obstacle avoidance behavior based on the state of the environment. Therefore, the robot can decide to either perform a detour or follow a completely new path to the goal and also modify its speed of movement (increase it or decrease it) to bypass an obstacle or let it move away respectively. Any of the above four distinct behaviors for obstacle avoidance should be decided well before the robot comes too close to the obstacle. For that reason, future motion prediction of obstacles is employed. Two kinds of prediction are utilized: short-term and long-term prediction. Short term prediction refers to the one-step ahead prediction whereas long-term prediction refers to the prediction of the final destination point of the obstacle's movement. Both kinds of prediction are integrated into the reward function of the RN-HPOMDP and the speed decision is performed through a
modified solution of the RN-HPOMDP. As a result, the RN-HPOMDP can decide the optimal obstacle avoidance behavior based on the current and the predicted state of the environment without the intervention of any other external module.

Experimental results have shown the applicability and effectiveness of the proposed framework for the navigation task. The robustness and the probabilistic nature of the RN-HPOMDP as well as the future motion prediction are required to be able to perform efficiently and effectively in dynamic real-world environments that are highly populated.
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## 1

## Introduction

This thesis addresses the problem of a robot navigating efficiently and effectively in crowded environments. In this introductory chapter, we define the problem, indicate its scientific and practical significance and outline this thesis work.

### 1.1 Problem Statement

This thesis concentrates on the problem of a robot navigating in crowded environments in a efficient and effective manner. This problem involves three main navigation tasks:

- localization, the robot must be aware at all times of its true position in the environment it operates;
- path planning, decide what the optimal path to its goal point is;
- obstacle avoidance, avoid humans and/or other objects operating in the environment with manoeuvres that affect the optimality of the path to the goal point the least possible.

The above three tasks are treated in a unified manner in this thesis to obtain an optimal navigation behavior in crowded environments that attempts to simulate as much as possible the human behavior.

## Human Navigation

For humans the navigation task is eminent. Humans, at least when walking purposively, can choose the optimal path to reach their destination point without having to put much thought into all the aspects of the task they are about to perform. The optimality of the chosen path by humans is commonly taken for granted. Yet, quantitative and qualitative measures can be employed to assess the optimality of a path executed by a human to reach a destination point. Quantitative measures are easy to define and in most cases they are indisputable. The most common quantitative measures are the time taken to reach the destination point and the distance travelled to the destination position. It is harder to define qualitative measures since depending on the specific environment where the task is executed each qualitative measure can have different importance. For example, the qualitative measure of "politeness", i.e. whether a human gives way to other humans, can be employed in an office environment but definitely not in a high risk environment. The "elegance" and "awareness" qualitative measures could be employed that are less environment specific. A chosen path to a destination path can be characterized as "elegant", i.e. well-designed, when it is a smooth and easy-to-follow path that does not direct a human to overly congested areas that eventually might lead to a situation where a human gets completely blocked. Furthermore, a human follows a path that can be characterized as "aware", when it is a suboptimal path, i.e. a little longer in distance, than the obvious optimal path but it has been estimated that the latter path is becoming congested and might eventually delay him or even completely block him.

When a human wants to reach a destination point he/she makes an instantaneous decision
about the path to follow. It is assumed that all humans, most commonly, want to reach a destination point as fast as possible with the minimum effort. If we consider the steps a human follows to decide how to approach its destination point we will see that its not a spontaneous decision but an informed decision. When a human is in an empty and static environment, he simply assesses the time or the distance required to reach the destination position. However, when a human is in a dynamic environment where there are other humans moving within it as well, the two previously mentioned quantitative measures might be proven insufficient. In dynamic congested environments, the time and distance quantitative measures when assessed prior to the start of the human's movement are not guaranteed to be valid throughout the whole movement until the destination point is reached. For that reason, in dynamic and congested environments humans attempt to assess the quantitative measures with a projection to the future, i.e. attempt to predict the state of the environment at sometime in the future. Furthermore, in dynamic and congested environments humans consider alternative paths to the destination position, "elegant" and "aware" paths. These alternative paths might be worse in time or distance measures when assessed prior to the human's decision but in the future they can potentially outperform a currently optimal path, in terms of time or distance measures, due to the changes occurring in the environment. Although, this might seem oxymoron, this is due to the fact that in dynamic environments optimal preplanned paths most commonly cannot be executed as planned because of the unforeseen changes in the environment.

Another important behavior of humans is that they are able to repeatedly reassess the quantitative and qualitative measures of the path they are executing but also of other alternative paths using the information they gather during execution. This allows humans to decide if they should change completely the path they have chosen initially to reach their destination point, depending on the occurring changes in the environment. Hence, humans do not stick to their initial decision and can easily change their initial plan.

In result, although humans are able to decide instantaneously which path they should follow to reach a destination point, they actually perform many tasks so that this decision is an informed one. They assess the time or distance required to reach their destination point, they attempt to predict the future state of the environment and assess the time or distance required to reach their destination point when considering the future state of the environment. Furthermore, they preform these tasks continuously until they have reached their destination point.

On the other hand, currently in robotics the most common approach employed to decide the path a robot should follow to reach its destination point is much different. Most approaches produce an optimal path that is decided as if the robot was operating in a static environment, and then during execution other methodologies are employed to accommodate for the unexpected changes of the environment. More importantly, in most of these approaches the robot sticks to the initial preplanned path no matter what the changes in the environment are and attempts to follow this path without considering alternative paths during execution. This approach however, as explained earlier, leads very often to executing paths that are very poor in performance measures as compared to the optimal preplanned path.

In this thesis, a novel approach to path planning is proposed that has more resemblance to the approach a human would follow to decide the optimal path to his destination point. As such, the proposed approach employs techniques for predicting the future state of the environment and makes use of this prediction to produce "elegant" and "aware" paths that, although they might be sub-optimal at the time of the decision, when considering only the current state of the environment, they end up being optimal during execution. Furthermore, the proposed approach continuously reassesses the state of the environment and is able to change completely the path the robot executes on-line.

### 1.2 Practical Interest

The robot navigation task has been studied extensively by the robotics research community over the last decades. Today it can be claimed that robotics research has reached a point where the main task of navigation is almost solved.

However, this is completely true only for specific environments and under specific assumptions. There are numerous successful approaches to the robot navigation task but robotics research is still far from the vision of building robots that behave much like humans and can truly cooperate and coexist with them and in a sense acclaim a role in our society - much like the robots appearing in science fiction books and movies.

Nowadays, robotics applications are not confined to industrial purposes where they only have to perform a specific and, most commonly, a repetitive task. The trend in robotics today and for the future is in robots that are intelligent, autonomous and can perform complex tasks in dynamic environments. More importantly, future robots have to be able to perform their assigned tasks in harmony with humans, operating within the same environment.

This thesis attempts to make a step forward towards robots that simulate aspects of human behavior and can truly cooperate and coexist with humans. Specifically, we consider the problem of building robots that can operate in environments that are highly populated and perform the assigned tasks efficiently and effectively while humans operate in the same environment. In this thesis, the task the robot performs is focused in reaching a goal position.

The problem considered in this thesis, a robot reaching a goal position in a time-optimal, "elegant" and "aware" manner, can be applied in many robotics applications. This behavior fits mainly, but is not limited, to personal and service robots. Personal robots have many applications ranging from purely enlightenment purposes (e.g. Sony's Aibo dog-like robot) to robots that assist the disabled and elderly and robots that perform the dull and fatigue household
tasks (e.g. iRobot's vacuum cleaner Roomba). Service robots can be applied to many tasks as tour guides, office robots, surveillance robots, search and rescue robots and many more.

### 1.3 Scientific Interest

When a robot is given the task of reaching a specific destination point, it is faced with the question "What should I do now?"[71]. This question has to be answered, where:

- "now" is the current state of the robot (e.g. location, orientation) and the current environment state;
- "do" is one of the actions the robot can perform (e.g. move forward, move left);
- "should" is maximize a long-run measure of reward; and
- "I" is an automated planning or learning system (agent).

Actually the answer to the question "What should I do now?" is given by the three main subtasks of the navigation problem: mapping, localization and motion planning.

The mapping subtask provides the robot with the knowledge of the environment within which it operates. The representation of this knowledge can be given either in the form of a metric map, that represents the geometric properties of the environment, or in the form of a topological map, that represents the connectivity of detected features of the environment. Hybrid approaches are also possible, where both metric and topological information is used.

The localization subtask is responsible for maintaining at all times the robot's exact location within the environment it operates. There have been proposed numerous approaches to solving the localization subtask but the most recent approaches are targeted towards maintaining a probability distribution over all possible robot locations instead of providing a single estimate of the robot's location.

The motion planning subtask steers the robot in executing actions that will eventually lead it to its destination position in an optimal manner. The optimality criterion has been discussed previously. Since we are referring to a robot operating in a dynamic environment, the motion planning subtask has to provide sequences of actions that not only lead the robot to its goal position but also ensures that the robot will not collide with any static or moving obstacles. Hence, the motion planning task is subdivided into two subtasks: global motion planning and local motion planning or just motion planning and collision avoidance, respectively. Therefore, the global motion planning module provides the path to the goal position and the local motion planning module directs the robot to execute manoeuvres if necessary to avoid obstacles. Furthermore, recently it has been recognized that there is the need for probabilistic motion planning approaches that provide sequences of actions based on the probability distribution of the robot's location instead of planning based on a single best estimate of the robot's position. Although, probabilistic methods for mapping and localization have been studied extensively and are commonly used, the same does not hold for probabilistic motion planning approaches.

In total, the navigation problem is treated currently by employing separate cooperating modules for each of the above mentioned modules.

### 1.4 Proposed Approach

In this thesis, we are mainly dealing with the motion planning module and implicitly with the localization module. It is assumed that a metric map of the environment is provided. This thesis proposes a unified model that incorporates the modules for localization, global motion planning and local motion planning. The proposed model is utilized for driving the robot in highly populated environments, as mentioned earlier, and therefore future obstacle motion prediction is also incorporated into the model to obtain paths that are not only time-optimal but also "elegant" and "aware".

As implied earlier, probabilistic methods for mapping, localization and motion planning are recognized currently as the most appropriate navigation approaches. This is due to the fact that there is uncertainty in identifying the true state of the world and the robot [125]. Hence, during the last years robotics research has focused in probabilistic methods that provide a probability distribution over all possible states rather than a single estimate of the true underlying state. Probabilistic methods for mapping and localization have been well studied and are extensively used in many robotics applications. However, probabilistic methods for motion planning are not that commonly used even thought it is now recognized that probabilistic methods offer great advantages over conventional motion planning methods [101]. Conventional motion planners that provide sequences of actions based only on a single best estimate often result to deceptive paths, in the sense that the planned shortest path to the goal is not the one that is actually executed since the planner may have an erroneous estimate of the actual robot location.

In this thesis we employ a probabilistic unified model for motion planning and localization. This model is the Partially Observable Markov Decision Process (POMDP). POMDPs are well suited for robotic applications as they are probabilistic and model explicitly the actions and states of the robot. Since the true underlying state of the robot is never known, POMDPs use observations that assist in determining the probability distribution over the set of possible robot states.

POMDPs are well established models for robotics applications, but they have not been used that extensively for motion planning because of the very large computational overhead. POMDPs have been applied so far mainly as global path planners that provide an abstract trajectory to a destination point and a local motion planning module is usually employed to drive the robot between the points directed by the solution of the POMDP. POMDPs have been originally employed for robot motion planning almost a decade ago [59] but only recently the robotics research community has revived its interest in applying POMDPs for motion planning
where many approximation methods for solving POMDPs have been proposed that attempt to harness the extreme computational requirements of solving POMDPs [51].

In this thesis, POMDPs are employed under a completely different perspective. POMDPs are used to drive the robot to its destination position without the intervention of any other module for local obstacle avoidance or localization. To facilitate this task within a POMDP formulation, it is required that the POMDP is solved at each time step on-line to provide the action the robot should perform. Furthermore, the POMDP must be able to model the environment at a fine resolution to produce smooth paths. These requirements are achieved by employing a novel hierarchical representation of POMDPs.

The navigation problem described cannot be modelled with a flat POMDP, even if approximation methods were used to solve it, since the computational requirements are extremely hard to manage in real-time. Hence, a hierarchical representation of POMDPs, specifically designed for the autonomous robot navigation problem, is utilized and is termed as Robot Navigation-HPOMDP (RN-HPOMDP). The RN-HPOMDP is capable of modelling real-world environments at a fine resolution and it is solved in real-time.

As mentioned earlier, the paths the robot follows have to be not only time efficient but also "elegant" and "aware". This is achieved by incorporating into the POMDP not only the current state of the environment but also prediction about the movement of humans and/or other objects. Motion prediction with conventional techniques is able to provide good estimates only for the immediate next step position of the movement. This kind of prediction does not provide enough information to be able to produce "elegant" and "aware" paths. Hence, we utilize a novel methodology for long-term prediction that attempts to estimate the final destination of a human's movement.

Finally, a methodology for modifying the robot's speed of motion by the POMDP is proposed. Increasing or decreasing the robot's speed, improves further the quality of the paths
obtained by the POMDP especially in the cases where there are changes in the environment that are impossible to predict.

### 1.4.1 Contributions

The main contributions of this thesis are summarized into the following features:

- a new hierarchical representation of POMDPs, specifically designed for the autonomous robot navigation problem, termed as the Robot Navigation-HPOMDP (RN-HPOMDP);
- POMDPs are employed as a unified navigation model that can handle all aspects of the navigation without the intervention of any other external module and also provide the actual actions the robot executes;
- a novel approach for predicting the future motion of humans and/or other obstacles based on estimates of their final destination point;
- a novel motion tracker that utilizes the future motion prediction of humans and/or other obstacles;
- a novel methodology for modifying the robot's speed of motion to avoid humans and/or other obstacles effectively.


### 1.4.2 Publications

Parts of the work presented in this thesis have already been submitted for publication or published to international scientific journals and conferences as follows:

- A. Foka and P. Trahanias, "Predictive autonomous robot navigation", under preparation for submission to the Autonomous Robots Journal [35].
- A. Foka and P. Trahanias, "Real-time hierarchical POMDPs for autonomous robot navigation", IJCAI-05 Workshop: Reasoning with Uncertainty in Robotics (RUR-05) [37].
- A. Foka and P. Trahanias, "Real-time hierarchical POMDPs for autonomous robot navigation", submitted for publication in the Robotics and Autonomous Systems (RAS) Journal [36].
- A. Foka and P. Trahanias, "Predictive control of robot velocity to avoid obstacles in dynamic environments", presented in the IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS03), Las Vegas, USA, 2003 [34].
- A. Foka and P. Trahanias, "Predictive autonomous robot navigation", presented in the IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS02), Lausanne, Switzerland, 2002 [33].


### 1.5 Thesis Structure

This thesis is organized into eight chapters, the first being the current introductory chapter. The rest of the thesis is composed as follows:

Chapter 2 briefly reviews each module for robot navigation problem that will be incorporated into the proposed POMDP model, i.e. motion planning, localization and obstacle avoidance, and also the modules for motion prediction and motion tracking.

In Chapter 3 the background theory of POMDP models is given.

Chapter 4 describes the hierarchical POMDP (HPOMDP) proposed. The approach for learning and planning with the proposed HPOMDP is given. Finally, a comparison of the proposed HPOMDP with other hierarchical approaches in the literature is given.

Chapter 5 gives the methodology used for object motion prediction and motion tracking.

Chapter 6 describes how robot velocity control is achieved using a modified solution of the POMDP.

Chapter 7 presents the results obtained with the proposed approach in real environments and also provides quantitative evaluation measures.

Finally, in Chapter 8, the achievements of this thesis are summarized and directions for future research are indicated.

## 2

## Background and Literature Review

The autonomous robot navigation task is subdivided in the three subtasks of mapping, localization and motion planning. This thesis is mainly concerned with the task of motion planning and implicitly with the task of localization. Hence, in this chapter the current research status for motion planning is presented. Since motion planning is performed in dynamic environments with integrated motion prediction of moving objects, the current research status for the tasks of obstacle avoidance and motion prediction and tracking is first presented. Finally, the localization problem is treated implicitly by the POMDP used for navigation and, therefore, a short survey of localization approaches is given.

### 2.1 Obstacle Avoidance

Obstacle avoidance, or otherwise stated as local motion planning, is a problem well studied in robotics research. The obstacle avoidance task is also stated as local motion planning since the vast majority of robotic navigation systems make use of global path planning and local path
planning modules. The distinction between global and local path planning is made since the first one is responsible for deciding the abstract path the robot should follow to reach its goal and the latter decides how the robot should move between intermediate points of the abstract path without colliding with any static or dynamic obstacles. This distinction has been adopted because of the large computational overhead required to solve the global path planning task. Therefore, it is not possible to solve the path planning problem globally, continuously and on-line to be able to avoid dynamic obstacles and as a result local motion planning has been adopted that solves a small proportion of the general path planning problem.

The most commonly used solution to the obstacle avoidance problem is the artificial potential field method. This approach originally proposed by Khatib [63], has been very popular due to its simplicity and versatility. The robot is treated as a charged particle where it is attracted by the goal point and repelled by the obstacles present in the environment by imaginary forces. The artificial potential field method suffers from two major problems: the robot may become trapped in local minima and the robot may oscillate in narrow passages. Despite these problems, the artificial potential field method has attracted the interest of the robotics research community and many improvisations on the originally proposed method have been proposed that attempt to overcome these problems. More specifically, the use of complex potential fields as harmonic functions [140] and distance transforms [57] treat the problem of local minima whereas potential field methods that also account for the robot dynamics treat the problem of oscillations [47].

A very successful and commonly used alternative approach to potential fields is the Vector Field Histogram (VFH) approach, proposed by Borenstein [12]. The VFH approach has taken elements by the potential fields and the occupancy grids approach. The VFH approach maintains a polar histogram that represents the confidence of the existence of an obstacle as with occupancy grids, only that the update procedure is much faster since it updates only one cell
for each range reading. Finally, each cell that is believed to be occupied by an obstacle exerts a virtual repulsive force to the robot whereas the target exerts a virtual attractive force. Improved versions of the VFH approach have been also proposed. The VFH + [130] method extends the original method by considering the robot dynamics as well. In the most recent improvement on the VFH, the VFH* [129] method, each candidate direction the robot is targeted to is verified by projecting the position of the robot after executing the candidate direction.

A completely different approach to the obstacle avoidance problem that has been adopted mainly after the identification of the problems of the original VFH method, is the class of methods that formulate the obstacle avoidance problem as one of constrained optimization in the velocity space of the robot. Such methods estimate the translation and rotational velocity of the robot in order to avoid an obstacle. This approach is different from the potential field or VFH approaches that provide the direction the robot should follow. Representatives of this class of approaches can be found in $[18,30,31,38,40,106]$. The most successful and widely adopted approach of this class is the Dynamic Window Approach (DWA) [40]. The DWA searches for a pair of translation and rotation velocities that maximizes an objective function but only within a dynamic window, i.e. within the velocities that are reachable within a short time interval. Fox et al. [38] have also proposed an extension to their originally proposed DWA, the model-based dynamic window approach ( $\mu \mathrm{DWA}$ ). The $\mu \mathrm{DWA}$ is in essence the original DWA integrated with a map of the environment and the Markov localization algorithm. As such, the $\mu$ DWA performs obstacle avoidance in a probabilistic manner.

The problem of obstacle avoidance has been also treated by fuzzy logic [102] and neural network [20] approaches. However, these methods have not been widely adopted mainly due to the difficulty of training these systems and more importantly due to their difficulty in dealing with conditions that have never been encountered before. Finally, standard mechanics and control theory approaches [25, 88, 128, 131, 137] have also been applied to the obstacle avoidance
problem. However, these methods are not appropriate for sensor-based navigation since they assume the robot has a complete world model.

To summarize, all the above mentioned approaches for obstacle avoidance have their advantages and disadvantages, but they all suffer from a very important feature that is inherent in all of them: they treat the problem locally. Although many of the above mentioned approaches avoid obstacles effectively, the local treatment of the problem directs the robot into executing globally suboptimal paths to its destination point. This is due to the fact that all the above mentioned obstacle avoidance methods stick on the initial planned path to the destination point obtained by the global path planning module and do not replan no matter the changes that occur in the environment. This problem has been recognized recently by the robotics research community and some approaches that integrate the path planning and obstacle avoidance modules have been proposed [13, 73, 74, 111].

In [13] an approach that integrates the DWA with a local minima-free potential function that is updated during execution is presented that is termed as the Global DWA. The update of the potential function is performed only for a specific region to be able to replan in real-time. Another approach that integrates path planning and collision avoidance is the one presented in [111]. In this approach, after a path to the goal is computed in the $x-y$ space, a search space is defined that is reachable within a short time interval that also defines the next subgoal of the robot. Following, the path to the subgoal point is computed in the five-dimensional space that includes the orientation of the robot and the translational and rotational velocities.

As implied by the above, the key problem of obstacle avoidance methods is how they affect the global path the robot follows to reach its goal point. This problem is caused because the obstacle avoidance is treated locally. The last two approaches reviewed attempt to alleviate this by solving the problem within an extended area but still not globally. In general we can safely assume that the desirable robot behavior for obstacle avoidance is to simulate the behavior
of humans for avoiding obstacles. That is, to continuously assess the current state of the environment but also its estimated future state and compute completely new global paths to the goal point if necessary.

In this thesis, the obstacle avoidance problem is integrated into the global navigation problem. As such, obstacle avoidance is treated globally where the complete path to the goal position is replanned at each time step. Furthermore, obstacle avoidance is performed in a probabilistic manner since it is integrated into the global probabilistic navigation model. Finally, obstacle avoidance is reinforced by performing prediction of the obstacle's movement as it will be explained in the following sections.

### 2.2 Motion Prediction

Predicting the motion of obstacles can assist greatly in the task of obstacle avoidance. Being able to predict the future position or path of an obstacle allows the robot to decide the actions it should perform to avoid collision before it comes too close to the obstacle. More importantly, knowing the future positions of an obstacle's movement permits the obstacle avoidance module - local or global - to plan more effectively and produce paths that are closer to the corresponding statically planned optimal path to the destination position.

The importance of motion prediction to obstacle avoidance has been recognized early by the robotics research community and there are numerous approaches present in the literature. Until very recently referring to motion prediction was equivalent to referring to one-step ahead prediction of an obstacle's movement, i.e. predict the position of an obstacle at the immediate next time step.

One-step ahead motion prediction has been mainly approached by attempting to model the obstacle's motion by a stochastic process [29, 61, 82, 115, 116, 138, 142] or a Neural Network
(NN) [19, 85, 86]. In the class of methods that use a stochastic process there are major assumptions about the obstacle's motion model. For example, in [61] it is assumed that the obstacle is moving along a straight line; in [142] the obstacle is assumed to obey a specific motion model that can be extracted by visual processing or otherwise it is assumed to be Gaussian; and in [82] obstacles' velocity and direction angles are modelled by a random walk process that it used to calculate the probability density function of the obstacles' position. However, in [29] there are no constraints on the obstacle motion.

Other approaches to one-step ahead prediction have been proposed that include the least-mean-square-error classification method [134], the grey prediction theory [77], the use of an Extended Kalman Filter (EKF) [78] and a polynomial regression model [136]. Furthermore, approaches that extract information from visual processing regarding the obstacle's motion are also present in the literature $[54,66,118]$. Finally, in [80] an approach that maintains a probabilistic distribution of the possibility of the robot and the obstacle meeting on a path belonging to a predefined set of possible paths based on velocity estimates is presented.

In total, all the previously mentioned approaches that perform one-step ahead prediction have their advantages and disadvantages but what really matters is the actual effect of prediction to obstacle avoidance. Although many of the prediction methods present in the literature claim to be able to predict further in the future than for just one-step ahead, this prediction cannot be as accurate to be utilizable for obstacle avoidance. However, even though there are lately prediction methods that perform quite satisfactorily for one-step ahead prediction with relaxed assumptions on the obstacle's motion, the effect they have on the obstacle avoidance module is still questionable. This is due to the fact that the information available about an obstacle's current position and its immediate next time-step position is not indicative about the general obstacle behavior. In result, one-step ahead prediction can potentially assist the obstacle avoidance module locally but cannot be that effective to the final path the robot will
execute to reach its destination position. As discussed in the previous section it is of greater importance the optimality of the ultimate path the robot executes to reach the goal position, including any manoeuvres to avoid obstacles, than of examining locally how well it avoided a specific obstacle at a specific occurrence.

To be able to perform obstacle avoidance optimally in a global sense it would be more useful to be able to know the full trajectory of an obstacle and use this information when planning. Very recently methodologies for predicting the whole path an obstacle is following have been proposed in $[9,14,132]$ concurrently with our own proposed approach originally presented in [33]. In [9] a methodology for learning motion patterns of humans in an environment is presented. This approach uses the Expectation-Maximization (EM) algorithm to cluster motion trajectories into various classes of motion patterns that are possible in a specific environment. Prediction is performed by maintaining a likelihood of an obstacle's motion trajectory belonging to each class of the learned motion paths. As the obstacle continues its movement elements of the set of hypotheses are eliminated and after some time it converges to a single class of motion paths. Subsequently proposed methods $[14,132]$ are very similar to the work of Bennewitz et al. [9] only that they use a different methodology for clustering the motion paths.

Our proposed approach is different in the way it performs long-term prediction as it does not attempt to learn or predict whole motion paths but possible destination points. In addition, our prediction module performs also short-term prediction that is utilized by the long-prediction algorithm. Furthermore, our approach is integrated with the motion tracker and the global path planning module.

### 2.3 Motion Tracking

The task of obstacle avoidance discussed in the previous sections has been defined of high importance for the robot navigation problem in populated environments. Furthermore we have
elaborated on the importance of being able to predict the motion of humans or other obstacles present in the environment and use this information for obstacle avoidance. A prerequisite for performing the tasks of obstacle avoidance and motion prediction is to be able to solve the problem of motion tracking, i.e. being able to extract from the obtained sensor measurements at each time step the position of each object correctly.

The problem of motion tracking has been studied originally by the signal processing community, mainly for military applications. Kalman filters have been used extensively in this kind of applications [6]. Additionally the problem of motion tracking has been studied extensively by the vision community [44]. The motion tracking problem in this thesis is considered under the perspective of tracking multiple objects based on laser measurements perceived during navigation. Lately, there is a growing interest for tracking multiple objects with multiple robots [45, 58, 87, 98, 135], a task that is beyond the scope of this thesis.

The problem of motion tracking is actually twofold; it includes a prediction step where the current position of previously tracked objects is estimated and a data association step where it assigns detected features to previously detected objects or new objects.

The prediction step of the motion tracking problem is a difficult task to perform due to the fact that the movement of humans is in general non-linear and non-Gaussian and it is very difficult to obtain a realistic motion model. However, the problem of motion tracking has been originally approached with Kalman filters (KF) where non-linearities cannot be modelled. This eventually led to the use of the Extended Kalman Filter (EKF), that linearizes models with weak non-linearities around the current state estimate, so that a KF recursion can be applied. Following, the Unscented Kalman Filter (UKF) has been proposed that approximates more effectively non-linear models. In total, Kalman filters have been used extensively for motion tracking although it is recognized that the motion model cannot be well approximated in most real-world cases. Recently, methods for the prediction step of motion tracking based on Particle

Filters have been proposed with most influential the work in [103]. Particle Filters represent the dynamic object states by a set of samples (particles) and weight particles based on a likelihood score. Particles are propagated according to a motion model. The complexity of Particle Filters grows exponentially with the number of objects to be tracked but several methods have been proposed that overcome this shortcoming.

The data association step has been originally addressed by the Multiple Hypotheses Tracker (MHT) [95]. The MHT maintains all possible hypotheses over time and this increases dramatically the computational complexity. To reduce the complexity methods that filter out hypotheses have been proposed. The Nearest Neighbor Standard Filter (NNSF) [7] classifies detected objects to the object that is closest in distance. The NNSF and variants of it have been used extensively in motion tracking since it is a simple filter with small computational complexity [65, 70]. However, in many cases the NNSF classifies incorrectly a detected object and prunes away feasible hypotheses. The Joint Probabilistic Data Association Filter (JPDAF) [24] maintains at all times the joint probability distribution that determines which detected feature is assigned to which object. In JPDAF the association variables are considered to be stochastic variables and one needs only to evaluate the association probabilities at each time step.

The most recent approaches to laser-based motion tracking are based on particle filters and JPDAF, mainly influenced by the work presented in [103, 104] by Schulz et al. They have proposed the Sample Based Joint Probabilistic Data Association Filters (SJPDAF) for motion tracking, that use particle filters to predict the state of objects and JPDAFs to assign measurements to objects. This approach assumes that the motion of humans follows a Gaussian distribution.

In [81] conditional particle filters are proposed to perform robot localization and motion tracking. The conditional particle filter estimates the robot pose as well as people pose. People pose estimates are conditioned on the robot pose. Data association is performed by a modified
nearest neighbor filter and human motion is assumed to be brownian motion.
In [56] the multi-target particle filter (MTPF) is introduced, where samples are obtained from their joint posterior using a proper Markov Chain Monte Carlo (MCMC) technique, the Gibbs sampler. The Monte Carlo-JPDAF (MC-JPDAF) [133] represents distributions of targets with Monte Carlo samples instead of Gaussians.

Furthermore, to deal with the increasing complexity as the number of tracked objects increases the authors in [133] also propose the Sequential Sampling Particle Filter (SSPF) that samples the individual targets sequentially by utilizing a factorization of the importance weights and the Independent Partition Particle Filter (IPPF) that assumes that associations are independent over the individual targets. Another approach to deal with the computational cost of data association is presented in [41]. It is a hybrid method of couple sample based JPDAF, that offers stabilility in critical situations, and the independent sample based JPDAF, that has low computational cost.

To conclude the particle filter based methods, the multiple hypothesis particle filter presented in [62] that employs nearly independent filters for low computation cost, makes use of interactions between targets to assist in the prediction step. A Markov random field motion model is used to model interactions between targets.

A completely different approach to motion tracking is proposed in [10] that utilizes learned motion patterns of humans, as discussed in the previous section, to track the motion of humans. In this approach, independent Kalman filters and the nearest neighbor filter are utilized.

In this thesis, the motion tracking problem is dealt in conjunction with the motion prediction problem. The motion prediction method described in the previous section will be used not only to provide the estimate of an object's position but also to eliminate data association mistakes due to occlusions by making use of the long-term prediction. Data association is performed in
this work by the nearest neighbor filter.

### 2.4 Robot Motion Planning

The problem of path planning has been studied extensively by the robotics research community. The methods present in the literature can be classified into two categories depending on the model of the environment used. Hence, there are path planning methods that make use of a topological map and methods that make use of a metric map.

Topological maps are in the form of graphs where the nodes represent distinct places and the edges represent the relations between them. Common path planning methods that make use of topological information are the roadmap algorithms including the visibility graph, voronoi diagram and cell decomposition based techniques [15, 42, 67]. Furthermore, there are path planning methods based on the $A^{*}$ and $D^{*}$ algorithms that search a graph for an optimal path [105, 112]. Finally, the family of the BUG-algorithms are also based on graph search [60, 76].

Planning methods that make use of metric maps have been dominated till now by potential field methods [63]. In potential field methods the robot is treated as a particle that is under the influence of a potential field that is formed to represent the environment structure. However, potential field methods have the major shortcoming of getting the robot trapped in local minima. To escape local minima there have been proposed heuristics [26] that detect whether the robot is trapped and attempt to escape the local minimum. Another approach for escaping local minima is the use of a global navigation function that is a minimum-free function [22, 97, 140]. An additional popular method for path planning with metric maps is value iteration, that is a dynamic programming algorithm [114, 123].

Other motion planning methods are the ones based on genetic algorithms [2, 79], control theory [139] and more recently there have been proposed methods that make use of a sensor
network embedded in the environment [8].

A major issue when planning with any of the above mentioned methods is whether they can deal with the uncertainty of sensor measurements and the uncertainty of the robot's pose. Unfortunately, all the above mentioned planning methods assume that the true robot pose is known and the plans they provide are based on this assumption. However, this is not the case in real-world environments. Lately, it has been recognized that it is crucial to plan in a probabilistic manner, i.e. based on a probability density function over all the possible robot locations rather than based only on a single estimate of the robot's location [125].

Virtually all methods present in the literature that plan in a trully probabilistic manner, i.e. based on the probability distribution of the robot's true state rather than on a single estimate, are implemented with a Partially Observable Markov Decision Process (POMDP). POMDPs are models for decision making that model explicitly uncertainty. As such, POMDPs have been used for planning in many successfull robot platforms [59, $83,84,90,91,100,101,107,110,119,124]$.

All the above mentioned approaches for path planning with metric maps have the disadvantage that become computationally expensive as the discretization of the modelled environment increases. As a result, most robotic platforms deployed in real-world environments use many path planners of different hierarchy to navigate. For example, the robot Rhino [123] uses value iteration as a global planner and send intermediate sub-goals to the reactive collision avoidance module (DWA). The robot Xavier [107] performs high level path planning with the use of a topological map, then uses another planner for moving the robot from a location to another location and finally makes use of an obstacle avoidance module. Finally, the robot Minerva [124] uses the POMDP based coastal planner to move from one exhibit to another and a low-level reactive collision avoidance ( $\mu \mathrm{DWA}$ ).

In this thesis, the motion planning problem is treated with use of a POMDP model. However, in the proposed approach the POMDP is not used as a high level mission planner as in the
previous implementations of POMDP based planners. The major drawback of using POMDPs as planners is their extreme computational requirements, that has made it impossible to use with fine discretized environments. Although, lately there has been a growing interest by the research community to provide approximation methods for solving POMDPs [51, 91, 110] or hierarchical representations [89, 119], still the allowed discretization of the environment is not that fine to facilitate the use of POMDPS as low level planners.

In this thesis, a hierarchical representation of POMDPs is proposed that can effectively model large real-world environments at a fine resolution and can be solved on-line. Hence, the proposed hierarchical POMDP is used as a low level planner, without the need of any other high level mission planner, that provides the robot with the actual actions it will execute. This approach alleviates the need of using many planners of different discretization. Thus, the probabilistic manner in which POMDPs plan is fully utilized as compared to other architectures where plans are obtained probabilistically only at a certain level, most commonly at a high level. Finally, the proposed hierarchical POMDP is utilized as unified navigation model that incorporates the modules of localization, obstacle movement prediction and obstacle avoidance.

### 2.5 Localization

The localization problem refers to the problem of deterimining the true location (state) of the robot at each time step. The simplest way to perform localization is by dead-reckoning, that is integrate the velocity history of the robot in order to determine the change in position between two subsequent measurements. However, there is uncertainty in dead reckoning sensor measurements so localization methods are used to update the robot position.

Localization methods utilize sensor measurements or sensed features and a known map of the environment in addition to dead reckoning to estimate the true robot position. As a result, depending on the type of map of the environment and type of features used there are
different approaches to localization. In general, localization approaches can be classified into the landmark-based, feature-based and grid-based approaches.

Landmark based approaches usually in conjuction with a topological map attempt to locate a sensed landmark into the topological map and then perform a triangulation procedure to determine the position of the robot $[11,16,21,53,68,84,96,108,113,121,127]$.

Feature-based methods extract information from sensor measurements (e.g. lines, corner points) and attemp to match them with a known metric map of the environment [23, 27, 43, 46, 109, 117]. Another class of feature-based methods is the scan matching approaches, that is to match directly laser measurements with a known map of laser measurements [75]. Many of the feature-based methods utilize Kalman filters to perform localization [3, 4, 17, 25, 55, 69, 141].

In grid-based methods [16, 39, 122] instantaneous sensory information acquired by the robot is matched with the occupancy grid map and the location of the robot is calculated by considering areas of the map with high correlation. Grid based methods mainly utilize the Markov localization paradigm.

Localization methods can be further subdivided into the methods that utilize Kalman filters and the ones that are based on Markov localization. A comparison between these two main approaches has been conducted in [48, 49]. The results of this comparative study show that Kalman filter approaches are superior with respect to computational efficiency, scalability, and accuracy. On the other hand, Markov-based localization approaches are more robust in the presence of noise and/or unreliable odometry information. Hence, many hybrid localization methods that attempt to exploit the robustness of Markov-based localization methods and the computational efficiency of Kalman-based methods have been proposed [5, 28, 50, 120, 126].

In this thesis, the localization problem is treated implicitly by the POMDP model used for navigation. POMDPs have been used for localization previously in [16, 64, 84, 108]. In
[84] a topological map was used and in [64] topological information is combined with metric information. In our implementation, only metric information is used since the hierarchical structure employed facilitates the use of a fine discretized grid map.

### 2.6 Conclusions

In this chapter the background and previous work regarding navigation tasks has been illustrated. The tasks of obstacle avoidance, motion prediction and tracking, path planning and localization are treated in a unified manner by the navigation model proposed in this thesis. Hence, this chapter provided an insight on how the robot navigation problem is treated by incorporating separate modules and also elaborated on the advantages of using a unified probabilistic model, the POMDP, that the following chapter presents its theory.

## 3

## Sequential Decision Making

In this chapter the background theory for Partially Observable Markov Decision Processes (POMDPs) is presented. For clarity reasons, first the Markov Decision Processes (MDPs) properties will be outlined and following they will be extended for the case of POMDPs. Then, methods for learning and solving POMDPs will be described.

### 3.1 Markov Decision Processes (MDPs)

Markov Decision Processes (MDPs) are a model for sequential decision making. MDPs are formally defined as a tuple $\mathcal{M}=\langle\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R}\rangle$, where

- $\mathcal{S}$, is a finite set of all possible states of the environment that the agent might occupy.
- $\mathcal{A}$, is a finite set of actions.
- $\mathcal{T}: \mathcal{S} \times \mathcal{A} \rightarrow \Pi(\mathcal{S})$ is the state transition function, giving for each state and agent action, a probability distribution over states. $\mathcal{T}\left(s, a, s^{\prime}\right)$ is the probability of ending in state $s^{\prime}$,
given that the agent starts in state $s$ and takes action $a, p\left(s^{\prime} \mid s, a\right)$. The distribution over the state space depends only on the current state-action pair and not on previous state-action pairs. This requirement ensures the Markov property of the process.
- $\mathcal{R}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the reward function, giving the expected immediate reward gained by the agent for taking an action $a$ when it is in state $s, \mathcal{R}(s, a)$.


### 3.1.1 Solving Markov Decision Processes

Solving an MDP amounts to obtaining a sequence of actions that maximize the reward the agent will receive according to the defined reward function, $\mathcal{R}$. Hence, the solution of an MDP is a policy, denoted as $\pi$, that is a mapping function from states to actions. An optimal policy, $\pi^{*}$, is the policy that maximizes the sum of rewards the agent will receive. The sum of rewards can be computed either for a specific number of steps, the finite horizon case, and either until the agent reaches the goal state or until the sum of rewards can not be further increased, the infinite horizon case.

However, in a stochastic world the outcome of an action is never known so the sum of rewards is actually the expected sum of rewards according to the MDP transition and reward functions. Therefore, the optimal action to be executed when the agent occupies a state $s_{t}$ at time $t$, is the one with the maximum expected accumulated reward,

$$
E\left[\sum_{t=0}^{\infty} \gamma^{t} \mathcal{R}\left(s_{t}, a_{t}\right)\right], 0 \leq \gamma \leq 1
$$

where $\gamma$ is a discount factor that determines how important are the future rewards the robot will receive. If $\gamma$ is zero, the robot will maximize the reward it will receive for the next time step only.

The most common way to find the optimal policy of an MDP is to compute iteratively the

Table 3.1: MDP value iteration algorithm.

```
\(t=0\)
for all \(s \in \mathcal{S}\)
    \(V_{t}(s)=0\)
end
while \(\max _{s \in \mathcal{S}}\left|V_{t}(s)-V_{t-1}(s)\right|<\epsilon\)
    \(t=t+1\)
    for all \(s \in \mathcal{S}\)
            for all \(a \in \mathcal{A}\)
                \(Q_{t}(s, a)=\mathcal{R}(s, a)+\gamma \sum_{s^{\prime} \in \mathcal{S}} \mathcal{T}\left(s, a, s^{\prime}\right) V_{t-1}\left(s^{\prime}\right)\)
            end
    \(\pi_{t}(s)=\arg \max _{a} Q_{t}(s, a)\)
    \(V_{t}(s)=Q_{t}\left(s, \pi_{t}(s)\right)\)
    end
end
```

value function

$$
\begin{equation*}
V_{t}^{*}(s)=\max _{a \in \mathcal{A}}\left[\mathcal{R}(s, a)+\gamma \sum_{s^{\prime} \in \mathcal{S}} \mathcal{T}\left(s, a, s^{\prime}\right) V_{t-1}\left(s^{\prime}\right)\right] \tag{3.1}
\end{equation*}
$$

The value function is computed for each state $s \in \mathcal{S}$ at the time step $t$ according to the previously computed value function at $t-1$. The algorithm for value iteration [94] is given in Table 3.1. The algorithm in Table 3.1 makes use of the auxiliary $Q$-functions,

$$
\begin{equation*}
Q_{t}(s, a)=\mathcal{R}(s, a)+\gamma \sum_{s^{\prime} \in \mathcal{S}} \mathcal{T}\left(s, a, s^{\prime}\right) V_{t-1}\left(s^{\prime}\right) \tag{3.2}
\end{equation*}
$$

The value iteration algorithm terminates when the maximum difference between two successive value functions is less than a predefined error bound factor $\epsilon$.

To illustrate how value iteration works a simple navigation example is given below where the world consists of four states that the robot might occupy as shown in Figure 3.1(a). There are two actions the robot can execute; move to the East or to the West. The goal state the
robot has to reach is state 3 . The reward the robot will receive is 1 if it ends up in the goal state, -1 if executes an action that leads to a wall and 0 otherwise. The robot executes the actions successfully with probability 0.9 . The probability of moving in the opposite direction or remaining to the same state is 0.1 . The reward for each action and the transition probabilities are shown graphically in Figure 3.1(b).

The value function at time step $t=1$ is simply the maximum immediate reward the robot will receive for executing an action since the value function is initialized to zero, i.e. the value function for each state at time step $t=1$ is equal to:

$$
\begin{aligned}
& V_{1}(1)=0 \\
& V_{1}(2)=1 \\
& V_{1}(3)=0 \\
& V_{1}(4)=1 .
\end{aligned}
$$

The value function at time step $t=2$, if we set $\gamma=0.9$, for each state is equal to:

$$
\begin{gathered}
V_{2}(1)=0+0.9\left[0.9 \times V_{1}(2)+0.1 \times V_{1}(1)\right]=0.81 \\
V_{2}(2)=1+0.9\left[0.9 \times V_{1}(3)+0.1 \times V_{1}(1)\right]=1 \\
V_{2}(3)=0+0.9\left[0.9 \times V_{1}(4)+0.1 \times V_{1}(2)\right]=0.9 \\
V_{2}(4)=1+0.9\left[0.9 \times V_{1}(3)+0.1 \times V_{1}(4)\right]=1.09
\end{gathered}
$$

In essence, the value function at horizon $t=2$ computes the reward the robot will receive when it executes two consecutive actions. Therefore, the value function equation contains a term for the immediate reward, $\mathcal{R}(s, a)$, and also the expected reward, $\gamma \sum_{s^{\prime} \in \mathcal{S}} \mathcal{T}\left(s, a, s^{\prime}\right) V_{t-1}\left(s^{\prime}\right)$, the robot will receive. The expected reward is computed according to the transition model defined in the MDP. In the above example, to compute the value function at time step $t=2$ for state 1, we add the immediate reward it will receive for taking action East, that is equal to zero, with the expected reward, i.e. the reward the robot is expected to receive after executing

| 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- |

(a) The four states that compose the world in which the robot operates.

(b) The transition probabilities and rewards defined for each state and action.

Figure 3.1: Modelling of a simple navigation task with an MDP.
action East from state 1. When the robot executes action East from state 1, it will end to state 2 with probability 0.9 or it will remain in state 1 with probability 0.1 . Thus, the expected reward is equal to the value function at time step $t=1$ of state 2 plus the value function time step $t=1$ of state 1 multiplied by 0.9 and 0.1 respectively, that is the probability with which each of the two actions will be executed. The value function at time step $t=1$, is essentially only the immediate reward the robot will receive for executing action East from state 2 and state 1. As a result, the value function of state 1 at time step $t=2$ is the sum of rewards for executing two actions discounted by the $\gamma$ factor and according to the transition probabilities defined in the MDP.

With this simple example given above, it is evident that by value iteration at infinite horizon the optimal sequence of actions that will lead the robot to the goal state is evaluated for each starting state. Thus, the value function provides the accumulated reward the robot will receive for executing the whole sequence of actions and not only a single action. However, the performance of the value iteration algorithm is critically dependent on the transition model defined in the MDP, since in a real world environment the outcome of actions is never guaranteed.

### 3.2 Partially Observable Markov Decision Processes

MDPs discussed in the previous section provide a model for decision making under uncertainty of actions, i.e. the outcome of actions is modelled probabilistically. However, MDPs require that the true state the robot occupies is always known. Yet, this is not the case in real world applications where the robot is not always certain about its true underlying state. When the state of the robot is not always known then the world within it operates is termed as partially observable. Partially Observable Markov Decision Processes (POMDPs) are an extension of the MDPs that include a set of observations that assist in determining the state the robot occupies.

Formally, a POMDP is a tuple $\mathcal{M}=\langle\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R}, \mathcal{Z}, \mathcal{O}\rangle$, where

- $\mathcal{S}$, is a finite set of all possible states of the environment that the agent might occupy and are partially observable.
- $\mathcal{A}$, is a finite set of actions.
- $\mathcal{Z}$, is a finite set of observations.
- $\mathcal{T}: \mathcal{S} \times \mathcal{A} \rightarrow \Pi(\mathcal{S})$ is the state transition function, as defined for MDPs.
- $\mathcal{R}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ is the reward function, as defined for MDPs.
- $\mathcal{O}: \mathcal{A} \times \mathcal{S} \rightarrow \Pi(\mathcal{Z})$ is the observation function giving for each state and agent action, a probability distribution over observations. $\mathcal{O}\left(s^{\prime}, a, z\right)$ is the probability of observing $z$, in state $s^{\prime}$ after taking action $a, p\left(z \mid s^{\prime}, a\right)$.


### 3.2.1 Belief State

As already stated, in POMDPs the true state the robot occupies is not guaranteed to be known. Therefore, in POMDPs a discrete probability distribution is maintained over the set of environment states, $\mathcal{S}$, representing for each state the robot's belief that is currently occupying
that state. This probability distribution is maintained at all times and is termed as the belief state, $b_{t}$, of the robot. Hence, $b_{t}(s)$ is the probability of the robot occupying state $s$ at time $t$, $p_{t}(s: s \in \mathcal{S})$. The set of all possible belief states is $\mathcal{B}$. The belief state is updated every time the robot executes an action, based on the action it executed and the observation it perceived. Furthermore, when solving a POMDP to obtain an optimal policy, it provides a mapping between actions and belief states rather than actions and states as in the MDP case.

## Belief Update

The state estimator component of a POMDP updates the belief state of the agent every time it executes an action. Given the belief state of the agent at time $t, b_{t}$, we would like to compute the belief state at time $t+1, b_{t+1}$, after a transition in the process where the agent occupies state $s$, executes an action $a$ and perceives an observation $z$. The belief that the agent is in the resulting state $s^{\prime}$ is derived by:

$$
\begin{align*}
b_{t+1}\left(s^{\prime}\right) & =p\left(s^{\prime} \mid z, a, b_{t}\right)  \tag{3.3}\\
& =\frac{p\left(z \mid s^{\prime}, a, b_{t}\right) p\left(s^{\prime} \mid a, b_{t}\right)}{p\left(z \mid a, b_{t}\right)} \\
& =\frac{p\left(z \mid s^{\prime}, a, b_{t}\right) \sum_{s \in S} p\left(s^{\prime} \mid a, b_{t}, s\right) p\left(s \mid a, b_{t}\right)}{p\left(z \mid a, b_{t}\right)} \\
& =\frac{p\left(z \mid s^{\prime}, a\right) \sum_{s \in S} p\left(s^{\prime} \mid s, a\right) p\left(s \mid b_{t}\right)}{p\left(z \mid a, b_{t}\right)} \\
& =\frac{\mathcal{O}\left(s^{\prime}, a, z\right) \sum_{s \in S} \mathcal{T}\left(s, a, s^{\prime}\right) b_{t}(s)}{p\left(z \mid a, b_{t}\right)}
\end{align*}
$$

In essence the above equation evaluates the probability of ending up in state $s^{\prime}$ given that the agent had a belief about its own state $b_{t}$, executed an action $a$ and perceived an observation $z$ according to the predefined observation and transition functions of the POMDP, $\mathcal{O}(\cdot)$ and $\mathcal{T}(\cdot)$ respectively. The denominator $p\left(z \mid a, b_{t}\right)$, is a normalizing factor and is equal to the total probability of perceiving the observation $z$ given the previous belief state of the agent and the


Figure 3.2: (a) The forward and (b) backward triggered observation model.
action it executed :

$$
\begin{aligned}
p\left(z \mid a, b_{t}\right) & =\sum_{s^{\prime} \in S} p\left(z \mid s^{\prime}, a\right) p\left(s^{\prime} \mid s, a\right) b_{t}(s) \\
& =\sum_{s^{\prime} \in S} \mathcal{O}\left(z, s^{\prime}, a\right) \mathcal{T}\left(s, a, s^{\prime}\right) b_{t}(s)
\end{aligned}
$$

In the literature, it is frequently assumed that observations are forward triggered [52], i.e. the agent executed an action, transited to a new state and then it perceived an observation. Equation 3.3 for belief update is for POMDPs modelled with forward triggered observations. However, most practical applications are modelled by POMDPs with backward triggered observations, where the perceived observation refers to the "before action" state. The agent executes an action, transits to a new state but the observation is perceived from the state the agent occupied before executing the action. The concept of forward and backward observations is illustrated in Figure 3.2. The belief update for POMDPs with backward triggered observations is:

$$
\begin{aligned}
b_{t+1}\left(s^{\prime}\right) & =p\left(s^{\prime} \mid z, a, b_{t}\right) \\
& =\frac{p\left(z \mid s^{\prime}, a, b_{t}\right) p\left(s^{\prime} \mid a, b_{t}\right)}{p\left(z \mid a, b_{t}\right)} \\
& =\frac{\sum_{s \in S} p\left(s^{\prime} \mid s, a\right) p(z \mid s, a) b_{t}(s)}{p\left(z \mid a, b_{t}\right)} \\
& =\frac{\sum_{s \in S} \mathcal{T}\left(s, a, s^{\prime}\right) \mathcal{O}(s, a, z) b_{t}(s)}{p\left(z \mid a, b_{t}\right)}
\end{aligned}
$$

where $p\left(z \mid a, b_{t}\right)$ is equal to:

$$
\begin{aligned}
p\left(z \mid a, b_{t}\right) & =\sum_{s \in S} p(z \mid s, a) b_{t}(s) \\
& =\sum_{s \in S} \mathcal{O}(z, s, a) b_{t}(s)
\end{aligned}
$$

### 3.3 Solving POMDPs

POMDPs are solved by value iteration as with MDPs. However, it has been already mentioned that a POMDP policy is a mapping between belief states and actions as opposed to a mapping between states and actions as in the MDP case. Therefore, Equation 3.1 that provides the $t$-step optimal value function for MDPs becomes:

$$
\begin{equation*}
V_{t}^{*}(b)=\max _{a \in \mathcal{A}}\left[\rho(b, a)+\gamma \sum_{b^{\prime} \in \mathcal{B}} \tau\left(b, a, b^{\prime}\right) V_{t-1}\left(b^{\prime}\right)\right], \tag{3.4}
\end{equation*}
$$

where $\mathcal{B}$ is the set of all possible belief states.

As it can be observed in the above equation, the defined transition, $\mathcal{T}(\cdot)$, and reward, $\mathcal{R}(\cdot)$, functions have been replaced by the functions $\tau(\cdot)$ and $\rho(\cdot)$, respectively. This is because the transition and reward functions have to be defined over a belief state, $b$, instead of a single state, since the true state of the agent is not completely known. Hence, the new functions are defined as:

$$
\begin{align*}
& \tau\left(b, a, b^{\prime}\right)=p\left(b^{\prime} \mid a, b\right)  \tag{3.5}\\
&=\sum_{z \in \mathcal{Z}} \sum_{s^{\prime} \in \mathcal{S}} \sum_{s \in \mathcal{S}} b(s) \mathcal{O}\left(z, s^{\prime}, a\right) \mathcal{T}\left(s, a, s^{\prime}\right) \\
& \rho(b, a)=\sum_{s \in S} b(s) \mathcal{R}(s, a) \tag{3.6}
\end{align*}
$$

By the above definitions, the evaluation of the expected reward of a $t$-step value function is now dependent on the observation perceived as well as the action it performed. In result, the


Figure 3.3: An example policy tree of a POMDP.
policy that has to be computed for a POMDP is actually a policy tree. An example policy tree is shown in Figure 3.3 for $T$ steps. In this policy tree, the root node represents the first action to be executed and subsequent actions are determined by a subtree that is chosen dependent on the actual observation the robot perceived after executing an action.

Having defined the policy tree, Equation 3.4 is re-expressed by substituting Equations 3.5 and 3.6 as:

$$
\begin{align*}
V_{t}^{\mathbf{p}}(b) & =\sum_{s \in S} b(s) \mathcal{R}\left(s, a_{\mathbf{p}}\right)+\gamma \sum_{z \in \mathcal{Z}} \sum_{s^{\prime} \in \mathcal{S}} \sum_{s \in \mathcal{S}} b(s) \mathcal{O}\left(z, s^{\prime}, a_{\mathbf{p}}\right) \mathcal{T}\left(s, a_{\mathbf{p}}, s^{\prime}\right) V_{t-1}^{z_{\mathbf{p}}}\left(s^{\prime}\right)  \tag{3.7}\\
& =\sum_{s \in S} b(s)\left[\mathcal{R}\left(s, a_{p}\right)+\gamma \sum_{z \in \mathcal{Z}} \sum_{s^{\prime} \in \mathcal{S}} \mathcal{O}\left(z, s^{\prime}, a_{\mathbf{p}}\right) \mathcal{T}\left(s, a_{\mathbf{p}}, s^{\prime}\right) V_{t-1}^{z_{\mathbf{p}}}\left(s^{\prime}\right)\right]  \tag{3.8}\\
& =\sum_{s \in S} b(s) V_{t}^{\mathbf{p}}(s)  \tag{3.9}\\
& =b \cdot \alpha_{t}^{\mathbf{p}} \tag{3.1}
\end{align*}
$$

Where $V_{t}^{\mathbf{p}}(b)$ is the value of executing the policy tree $\mathbf{p}$ of depth $t$ and $a_{\mathbf{p}}$ is the root node action of the policy tree $\mathbf{p} . V_{t-1}^{z_{\mathbf{p}}}\left(s^{\prime}\right)$ is the value of executing the policy tree of depth $t-1$ that was entered when the observation $z_{\mathbf{p}}$ has been perceived by its parent policy tree $\mathbf{p}$.

In Equation 3.10, the so called $\alpha$-vectors have been introduced, that is the set of hyperplanes defined by a policy tree $\mathbf{p}$ of depth $t$ as:

$$
\alpha_{t}^{\mathbf{p}}=\left\langle V_{t}^{\mathbf{p}}\left(s_{1}\right), \ldots, V_{t}^{\mathbf{p}}\left(s_{n}\right)\right\rangle
$$

Table 3.2: POMDP value iteration algorithm.

```
\(t=0\)
for all \(\alpha\)-vectors in \(\Gamma_{0}\)
    for all \(s \in \mathcal{S}\)
        \(\alpha_{0}(s)=0\)
    end
end
while \(\max _{b \in \mathcal{B}}\left|\max _{\alpha_{t} \in \Gamma_{t}} \alpha_{t} \cdot b-\max _{\alpha_{t-1} \in \Gamma_{t-1}} \alpha_{t-1} \cdot b\right|<\epsilon\)
    \(t=t+1\)
    for all policy trees \(\mathbf{p}\)
        for all \(a \in \mathcal{A}\)
            for all \(s \in \mathcal{S}\)
                \(\alpha_{t}^{\mathbf{p}}(s)=\mathcal{R}(s, a)+\sum_{z \in \mathcal{Z}} \sum_{s^{\prime} \in \mathcal{S}} \mathcal{O}\left(z, s^{\prime}, a_{\mathbf{p}}\right) \mathcal{T}\left(s, a_{\mathbf{p}}, s^{\prime}\right) \alpha_{t-1}^{z_{\mathbf{p}}}\left(s^{\prime}\right)\)
                end
        end
    end
    \(V_{t}^{*}(b)=\max _{\mathbf{p} \in \mathbf{P}} b \cdot \alpha_{\mathbf{p}}^{t}\)
end
```

The set of all $\alpha$-vectors is $\Gamma$.

Having defined the $\alpha$-vectors the optimal value function is now expressed as:

$$
V_{t}^{*}(b)=\max _{\mathbf{p} \in \mathbf{P}} b \cdot \alpha_{\mathbf{p}}^{t}
$$

The value iteration algorithm for POMDPs is shown in Table 3.2.

Following, an example of computing a 2-step POMDP value function is shown graphically.

A POMDP with 2 states, 2 actions and 2 observations will be considered. As in the MDP case we will start by computing the one-step value function and policy tree. There are two one-step policy trees, one for each possible action, with their associated value functions as shown in Figure 3.4. The value function for the one-step policy trees is simply the immediate reward for each action. In this example it is assumed that $R\left(s_{1}, a_{1}\right)=0, R\left(s_{1}, a_{2}\right)=1$ and


Figure 3.4: The one step POMDP value function for each action.


Figure 3.5: The complete one step POMDP value function.
$R\left(s_{2}, a_{1}\right)=1.5, R\left(s_{2}, a_{2}\right)=0$. Since there are only two states in this example POMDP, the belief is shown as a line ranging from zero to one, where the zero value represents that the robot is certain about occupying state 1 and as the value increases closer to 1 the robot is more probable that it occupies state 2 . The complete one-step value function is the combination of the value function of all one-step policy trees and determines which policy tree is assigned to a region of the belief space, as shown in Figure 3.5. Therefore, if the belief is closer to state $s_{1}$ then action $a_{2}$ has a higher value and is the action to be executed.

The complete 2 -step value function will be computed by building all possible 2 -step policy trees. There are two possible 2 -step policy trees, since there are two possible actions in the POMDP of this example and the root node of a policy tree is an action. There are also two leaf nodes in the 2 -step policy trees since there are two possible observations and the consecutive action to be executed is dependent on the observation perceived after executing the initial
action. In Figure 3.6 the policy tree for the initial action $a_{1}$ is shown.

To compute the value function of the policy tree shown in Figure 3.6, we need to evaluate the immediate reward and the expected reward. The evaluation of the immediate reward the robot will receive for taking action $a_{1}$ is straightforward and has been explained when evaluating the 1 -step value function. However, when evaluating the expected reward we have to consider all possible observations, and how the robot's belief is transformed when it executes action $a_{1}$ and observes each of the two possible observations. The expected reward for taking action $a_{1}$ and observing each of the two possible observations is shown in Figure 3.7. The value functions shown in this figure are the result of transforming the complete one-step value function, shown in Figure 3.5, according to the observation and transition probabilities of the POMDP. The procedure for obtaining the two-step value function for executing $a_{1}$ as the initial action is shown graphically in Figure 3.8. In this figure, the belief distributions have been colored according to the action with the highest reward for each area of the belief. The bottom belief distribution, the one of the horizon 1 value function, shows with blue color the area where action 2 would be chosen and with green color the area where action 1 would be chosen. If we assume that the robot belief is represented by the vertical line denoted with $b$, then it can be seen what actions the robot would execute for each observation that it might perceive. Therefore, the initial action would be $a_{1}$, and in the case the robot perceives observation $z_{1}$ the consecutive action will be $a_{1}$, otherwise it will be action $a_{2}$. The value function shown is built by incorporating the transformed horizon 1 value functions to the appropriate regions of the belief after adding the immediate reward functions that have been evaluated previously and are shown in Figure 3.4. To obtain the complete two-step value function the same procedure is followed for having as initial action the action $a_{2}$.

In the procedure described, each policy tree produces a value function that is linear in the belief space. The complete $t$-step optimal value function, $V_{t}^{*}$, is the upper surface of all the


Figure 3.6: The two step policy tree for executing action $a_{1}$.


Figure 3.7: The transformed horizon 1 value function for taking action $a_{1}$ and perceiving each of the possible observations.
linear functions induced by each policy tree. Hence, the complete $t$-step optimal value function is piecewise-linear and convex.

### 3.3.1 Complexity of Solving POMDPs

When solving the POMDP exactly for a single step in time $t$, the time complexity is

$$
\begin{equation*}
\mathbf{O}\left(|\mathcal{S}|^{2}|\mathcal{A}|\left|\Gamma_{t-1}\right|^{|\mathcal{Z}|}\right) \tag{3.11}
\end{equation*}
$$

where $\mathcal{S}, \mathcal{A}$, and $\mathcal{Z}$ are as explained in Section 3.2 the set of states, actions and observations respectively. In Section $3.3 \Gamma$ has been defined as the set of all $\alpha$-vectors.

The size of the set of $\alpha$-vectors at any time $t$ is equal to

$$
\begin{equation*}
\left|\Gamma_{t}\right|=|\mathcal{A}|\left|\Gamma_{t-1}\right|^{|\mathcal{Z}|} \tag{3.12}
\end{equation*}
$$



Figure 3.8: The two step value function for executing action $a_{1}$ as the initial action.

The doubly-exponential nature of the POMDP solution is apparent by Equations 3.11 and 3.12. Furthermore, it should be noted that the POMDP is solved over the whole belief state $\mathcal{B}$, that has dimensionality $|\mathcal{S}-1|$ and hence in real-world applications it can become extremely large.

By the above, it is obvious that solving exactly POMDPs is a computationally expensive procedure. The complexity of solving a POMDP at a finite horizon is PSPACE-complete whereas in the infinite horizon case it is undecidable [72]. This computational complexity has lead into many methods used for pruning $\alpha$-vectors that do not contribute to the value function. These vectors are the ones that are dominated in the whole belief space by other $\alpha$-vectors. One of the most popular algorithms for pruning is the Witness algorithm [71].

Although pruning algorithms manage to control to some extent the exponential increase of the number of $\alpha$-vectors, still the size of POMDPs they can handle is some tens of states. Hence, many approximation methods have been proposed in the literature and are detailed in
the following section.

### 3.3.2 Approximation Methods

Some of the most commonly used approximations for solving POMDPs so far are heuristic methods that are based on solving the underlying MDP. These methods offer a great complexity reduction but they use greedy heuristics to compensate the partial observability of the robot's state.

The most likely state (MLS) [84] heuristic solves the underlying MDP for the state with the highest assigned probability. Therefore, the value function becomes:

$$
V_{t}^{*}(s)=\max _{a \in \mathcal{A}} Q\left(\arg \max _{s \in \mathcal{S}}(b(s)), a\right)
$$

where the $Q$-function has been defined in Equation 3.2 for solving MDPs and provides the expected reward when being in a state $s$ and executing an action $a$. Therefore, the MLS heuristic solves the MDP only for the state with the highest probability of being occupied by the robot. However, the full belief is maintained at all times. It is obvious by the above that the MLS heuristic will decide a wrong policy in cases where the uncertainty in the belief is high.

Another MDP-based heuristic is the voting heuristic [108]. In the voting heuristic the underlying MDP of all possible states is solved and the action obtained is weighted according to the belief probability distribution. The optimal value function in this case is:

$$
V_{t}^{*}(s)=\max _{a \in \mathcal{A}} \sum_{s \in \mathcal{S}} b(s) \delta\left(\pi_{M D P(s)}, a\right)
$$

where

$$
\pi_{M D P(s)}=\arg \max _{a \in \mathcal{A}} Q(s, a)
$$

and

$$
\delta\left(a_{i}, a_{j}\right)= \begin{cases}1, & \text { if } a_{i}=a_{j} \\ 0, & \text { if } a_{i} \neq a_{j}\end{cases}
$$

The voting heuristic compensates the partial observability in a better manner than the MLS heuristic but still there are cases depending on the belief distribution that it might fail.

There are numerous other approximation techniques present in the literature that have been reviewed thoroughly in $[1,51,99]$. More recent approximation methods are those based on state-space compression [93], belief compression [99] and point-based value iteration where the POMDP is solved for a sampled set of belief points [51, 91, 92, 110].

All of the approximation methods mentioned above have been applied successfully to problems with at most a few thousand states. As a result these methods have been applied to POMDPs used as high level planners. However, the navigation problem in realistic environments and the use of POMDPs as a unified navigation model, i.e. the problem considered in this thesis, is orders of magnitude larger than these approximation methods can handle.

### 3.4 Learning POMDPs

Learning POMDPs involves determining the structure of the POMDP, i.e. the probability matrices that are comprised by the transition probabilities, $\mathcal{T}\left(s, a, s^{\prime}\right)$, and the observation probabilities, $\mathcal{O}\left(s^{\prime}, a, z\right)$.

The most commonly used method for learning POMDPs is the Baum-Welch algorithm that is derived by the theory of Expectation-Maximization (EM) algorithms. EM algorithms attempt to iteratively adjust the model parameters such that the likelihood that the obtained training data were generated by the current model parameters is maximized. Formally, this is expressed as max $P(M \mid \lambda)$, where $M$ is the obtained training data and $\lambda$ is the current model parameters.

The Baum-Welch algorithm [64], that is an adaptation of the EM algorithm, is applied for learning the POMDP probability matrices. The training data $M$ is comprised of action and observation pairs, $M=\left\langle\left(a_{1}, z_{1}\right),\left(a_{2}, z_{2}\right), \ldots,\left(a_{T}, z_{T}\right)\right\rangle$, where $T$ is the length of the execu-
tion trace. The model parameters $\lambda$ are the probability matrices and the initial probability distribution $b, \lambda=\langle\mathcal{T}, \mathcal{O}, b\rangle$.

The Baum-Welch algorithm uses a forward and a backward propagation to calculate the following probability distributions in order to update the model parameters.
alpha values, $\alpha_{t}(s)$ : The probability that the agent occupies state $s$ at time $t$ given the observationaction pairs until that time.

$$
\alpha_{t}(s)=p\left(s_{t}=s \mid z_{1, \ldots, t-1}, a_{1, \ldots, t-1}\right) .
$$

beta values, $\beta_{t}(s)$ : The probability of obtaining the observation sequence of the training data from time $t$ to the end of the execution trace, given that the agent occupies state $s$ at time $t$ and executes the action sequence of the training from time $t$ to the end of the execution trace.

$$
\beta_{t}(s)=p\left(z_{t+1, \ldots, T} \mid s_{t}=s, a_{t, \ldots, T}\right)
$$

gamma values, $\gamma_{t}\left(s, s^{\prime}\right)$ and $\gamma_{t}(s)$ : The gamma values are more precise estimates of the same probability distribution as the alpha values since they utilize the whole execution trace.

$$
\begin{gathered}
\gamma_{t}\left(s, s^{\prime}\right)=p\left(s_{t}=s, s_{t+1}=s^{\prime} \mid z_{1, \ldots, T}, a_{1, \ldots, T}\right) \\
\gamma_{t}(s)=p\left(s_{t}=s \mid z_{1, \ldots, T}, a_{1, \ldots, T}\right)
\end{gathered}
$$

scaling factors, scale $_{t}$ : The scaling factors are used to prevent underflowing when the algorithm runs for long training sequences.

$$
\text { scale }_{t}=p\left(z_{t} \mid z_{1, \ldots, t-1}, a_{1, \ldots, t-1}\right)
$$

Having defined the variables used by the Baum-Welch algorithm, the forward-backward propagation, a dynamic programming approach, that applies Bayes' rule repeatedly to calculate the scaling factor, alpha, beta and gamma values is performed as follows:

1. Initialize the scale factor and alpha values as:

$$
\begin{gathered}
\text { scale }_{1}=\sum_{s \in \mathcal{S}} p\left(z_{1} \mid s\right) p\left(s_{1}=s\right) \\
\alpha_{1}(s)=p\left(z_{1} \mid s\right) p\left(s_{1}=s\right) / \text { scale }_{1}, \text { for all } s \in \mathcal{S}
\end{gathered}
$$

2. Determine the scale factor and alpha values by forward propagation as:

$$
\begin{gathered}
s c a l e_{t}=\sum_{s \in \mathcal{S}}\left[p\left(z_{1} \mid s\right) \sum_{s^{\prime} \in \mathcal{S}}\left[p\left(s \mid s^{\prime}, a_{t-1}\right) \alpha_{t-1}(s)\right]\right], \text { for } t=2, \ldots, T \\
\alpha_{t}(s)=p\left(z_{t} \mid s\right) \sum_{s^{\prime} \in \mathcal{S}}\left[p\left(s \mid s^{\prime}, a_{t-1}\right) \alpha_{t-1}(s)\right] / s c a l e_{t}, \text { for } t=2, \ldots, T \text { and for all } s \in \mathcal{S}
\end{gathered}
$$

3. Initialize the beta values as:

$$
\beta_{T}(s)=1 / \text { scale }_{T}, \text { for all } s \in \mathcal{S}
$$

4. Determine the beta values by backward propagation as:

$$
\beta_{t}(s)=\sum_{s^{\prime} \in \mathcal{S}}\left[p\left(s^{\prime} \mid s, a_{t}\right) p\left(z_{t+1} \mid s^{\prime}\right) \beta_{t+1}\left(s^{\prime}\right)\right] / \text { scale }_{t}, \text { for all } s \in \mathcal{S} \text { and for } t=T-1, \ldots, 1
$$

5. Determine the gamma values as:

$$
\begin{gathered}
\gamma_{t}\left(s, s^{\prime}\right)=\alpha_{t}(s) p\left(s^{\prime} \mid s, a_{t}\right) p\left(z_{t+1} \mid s^{\prime}\right) \beta_{t+1}\left(s^{\prime}\right), \text { for all } s, s^{\prime} \in \mathcal{S} \text { and for } t=1, \ldots, T-1 \\
\gamma_{t}(s)=\operatorname{scale}_{t} \alpha_{t}(s) \beta_{t}(s), \text { for all } s \in \mathcal{S} \text { and for } t=1, \ldots, T
\end{gathered}
$$

Finally, the transition and observation probabilities are updated as:

$$
\begin{gathered}
p\left(s^{\prime} \mid s, a\right)=\frac{\sum_{t=1, \ldots, T-1 \mid a_{t}=a} \gamma_{t}\left(s, s^{\prime}\right)}{\sum_{1, \ldots, T-1 \mid a_{t}=a} \gamma_{t}(s)} \text {, for all } s, s^{\prime} \in \mathcal{S} \text { and } a \in \mathcal{A} \\
p(z \mid s)=\frac{\sum_{t=1, \ldots, T \mid z_{t}=z} \gamma_{t}(s)}{\sum_{1, \ldots, T} \gamma_{t}(s)}, \text { for all } s \in \mathcal{S} \text { and } z \in \mathcal{Z}
\end{gathered}
$$

### 3.5 Conclusions

This chapter presented the mathematical background of POMDPs. The methodology used to learn and solve a POMDP has been also presented. This background is required for the next chapter that presents the proposed hierarchical representation of POMDPs utilized for the autonomous navigation problem. Finally, the complexity of solving POMDPs has been illustrated that necessitated the need for the hierarchical POMDP that is proposed in the next chapter.

## 4

## Hierarchical POMDPs

In this chapter, a hierarchical representation of POMDPs for autonomous robot navigation (RN-HPOMDP) that can effectively model large real world environments at a fine resolution is presented. The proposed RN-HPOMDP can be solved in real time. It is utilized as a unified framework for autonomous robot navigation, implying that no other external modules are used to drive the robot. The RN-HPOMDP integrates the modules for localization, planning and local obstacle avoidance; it is solved on-line at each time step and decides the actual actions the robot performs.

Two other HPOMDP approaches are currently present in the literature that employ either state space hierarchy [119], applied as a high level mission planner, or action and state space hierarchy [89], applied for high level robot control and dialogue management. Independently and concurrently with these works, we have come up with a HPOMDP* that applies both state space and action space hierarchy. It is specifically designed for the autonomous robot

[^0]navigation problem, hence the term RN-HPOMDP, and offers specific advantages over the two approaches mentioned above.

POMDP solution methods suffer from the "curse of dimensionality" [59] and also the "curse of history" [91]. Applying both state space and action space hierarchy, as in the RN-HPOMDP, both curses can be harnessed. In the following the structure of the RN-HPOMDP is presented along with the methodology used for learning and planning with the RN-HPOMDP in Sections 4.4 and 4.5, respectively. A detailed comparison of our approach and the other two approaches present in the literature can be found in Section 4.7.

The formulation of a flat POMDP for the predictive navigation problem is first presented that will be explained in the following sections of this chapter how it is transformed to a hierarchical POMDP.

### 4.1 POMDP Formulation for Robot Navigation

In the following we present a formulation of flat POMDPs for autonomous robot navigation in a unified framework. The POMDP decides the actions the robot should perform to reach its goal and also robustly tracks the robot's location in a probabilistic manner. In the problem considered in this thesis, we are interested in dynamic environments and hence the POMDP also performs obstacle avoidance. All three functionalities are carried out without the intervention of any other external module.

In our implementation the robot perceives the environment by taking horizontal laser scans. In addition, an occupancy grid map (OGM) of the environment obtained at the desired discretization is provided. The OGM is used to determine the set of possible states the robot might occupy. Laser measurements are used to obtain observations. In the following, the elements of a POMDP, $\langle\mathcal{S}, \mathcal{A}, \mathcal{T}, \mathcal{R}, \mathcal{Z}, \mathcal{O}\rangle$, are instantiated for robot navigation as:
set of states, $\mathcal{S}$ : Each state in $\mathcal{S}$ corresponds to a discrete entry cell in the environment's occupancy grid map (OGM) and an orientation angle of the robot with respect to a global reference system, i.e. each state $s$ is a triplet $(x, y, \theta)$.
set of actions, $\mathcal{A}$ : It consists of all possible rotation actions from $0^{\circ}$ to $360^{\circ}$ termed as "action angles". The discretization of the robot orientation angles and action angles depends on the number of levels of the POMDP hierarchy (see later Section 4.2).
set of observations, $\mathcal{Z}$ : The observation set is the element of the POMDP that assists in the localization of the robot, that is the belief update after an action has been taken. The set of observations is instantiated as the output of the iterative dual correspondence (IDC) [75] algorithm for scan matching. At each time step, an observation is obtained by feeding the IDC with the current scan of the robot and a reference scan of the environment in which the robot operates. The IDC also requires an estimate of the robot's position from which the current scan was obtained, which is given as the robot's position before it performed the action. This position is taken to be the most likely state of the robot's belief state. This definition of the observation function enables us to define it independently of the actual environment structure and dependent only on the robot motion model. The belief distribution is not initialized as a uniform distribution but rather based on the assumption that the robot has a good estimate of its initial position. It is reasonable to assume that the robot cannot move too far from its previous state at a single time step. Therefore, the output of the IDC algorithm, that is the $d x, d y$ and $d \theta$ from the estimated location provided, will be within certain limits. The output of the IDC algorithm is discretized and thus the set of observations remains small and manageable.
reward function, $\mathcal{R}$ : Since the proposed POMDP is used as a unified framework for robot navigation that will provide the actual actions the robot will perform and also carry out
obstacle avoidance for moving objects, the reward function is updated at each time step. The reward function is built and updated at each time step, according to two reward grid maps (RGMs): a static and a dynamic [33]. The RGM is defined as a grid map of the environment in analogy with the OGM. Each of the RGM cells corresponds to a specific area of the environment with the same discretization of the OGM, only that the value associated with each cell in the RGM represents the reward that will be assigned to the robot for ending up in the specific cell. The static RGM is built once by calculating the distance of each cell to the goal position and by incorporating information about cells belonging to static obstacles. The dynamic RGM is responsible for incorporating into the model information about the current state of the environment, i.e. whether there are objects moving within it or other unmapped objects. In our implementation the robot perceives the environment by taking horizontal laser scans. Hence, at each time step the current laser scan is used to detect the location of objects that are not present in the map. The location of all detected objects form the dynamic RGM where the corresponding cell values are zeroed. Superimposing the static and dynamic RGMs provides the reward function that is updated at each time step. It should be noted that the choice of including in the reward function information about moving objects has alleviated the need of modelling moving objects as observations. Modelling the position of moving objects as observations would increase dramatically the size of observations since it would have to be at least equal to the size of the grid of the modelled environment. The detailed procedure for building the RGMs and also the update procedure is given in Section 5.4.
transition and observation functions, $\mathcal{T}$ and $\mathcal{O}$ : They are initially defined according to the motion model of the robot and then they are learned as explained in Section 4.4. Since observations have been defined to depend only on the robot motion when an action is
executed, the observation function can also be defined according to the motion model. That is, according to the robot motion model the expected displacement of the robot ( $d x$, $d y, d \theta)$ for executing each action can evaluated and hence form the initial observation function that is learned following the procedure described in 4.4.

The above instantiation of a POMDP for robot navigation refers to a flat POMDP and in the following sections it will be explained how these elements are embedded into the proposed hierarchical POMDP. The described POMDP will be referred to as the corresponding flat POMDP hereinafter.

### 4.2 The RN-HPOMDP Structure

The RN-HPOMDP is built through an automated procedure using as input a map of the environment and the desired discretization of the state and action space. The map of the environment can be provided as either a probabilistic grid map obtained at the desired discretization or a CAD map. The grid map provided or obtained by the CAD map is used to determine the state space of the corresponding flat POMDP. The flat POMDP is not required to be built and maintained; it is used only as a virtual structure that is used to built the levels of hierarchy of the RN-HPOMDP.

### 4.2. 1 The corresponding flat POMDP

The state space of the corresponding flat POMDP is composed of all possible states that the robot might occupy represented by $(x, y, \theta)$ triplets, where $(x, y)$ are the coordinates of the robot location in the grid map and $\theta$ is its orientation. The set of orientation angles is composed of all directions from $0^{\circ}$ to $360^{\circ}$ discretized at a desired step of $\phi$ degrees. The action space is also composed of all rotation actions from $0^{\circ}$ to $360^{\circ}$, termed as action angles, discretized with the same step size of $\phi$ degrees as with the orientation angles. The set of observations does
not need to be defined in this virtual structure of the flat POMDP since it is not decomposed in the hierarchical structure of the RN-HPOMDP. Furthermore, the transition, observation and reward function are also not defined for the corresponding flat POMDP since they will be defined directly for each POMDP of the RN-HPOMDP.

### 4.2.2 Determining the number of levels of hierarchy of the RN-HPOMDP

The RN-HPOMDP structure is built by decomposing the corresponding flat POMDP with large state and action space into multiple POMDPs with significantly smaller state and action spaces. Therefore, in all levels other than the bottom level, POMDPs are composed of states and actions that have a coarse discretization and do not represent the actual state the robot occupies or the actual action the robot will perform. Hence they are termed as abstract states and abstract actions [119].

The process of building the hierarchical structure is performed in a top-down approach. The number of levels of the hierarchical structure is determined by the desired discretization of the action angles or the orientation angles, since their discretization is the same in the RN-HPOMDP structure. The discretization of the orientation and action angles has been chosen to be the same in the RN-HPOMDP structure but this is a designer's choice and is not compromising as it does not affect the performance of the RN-HPOMDP.

Thus, if the desired discretization of the action angles or the orientation angles is $\phi$ degrees, the number of levels of the RN-HPOMDP structure, $L$, will be

$$
L=\log _{2}\left(90^{\circ} / \phi\right)+1 .
$$

As explained in the following sections, the top-level of the RN-HPOMDP has a discretization of angles of $90^{\circ}$ and at each subsequent level the discretization is doubled. Hence, the number of levels of the hierarchical structure is given by the $\log _{2}$ of the ratio of the top-level discretization
and the desired discretization plus one level that is the top-level.

The number of levels of the RN-HPOMDP structure in conjunction with the desired discretization of the state space affects the size of the top-level POMDP and in effect the performance of the RN-HPOMDP in time complexity as it will be explained in the following sections. Therefore, the choice of the number of levels of the RN-HPOMDP structure should be made by considering the desired discretization of the state and action space but also the resulting size of the top-level POMDP.

### 4.2.3 Construction of the top-level of the RN-HPOMDP

The top level of the hierarchical structure is composed of a single POMDP with very coarse resolution. Hence it can represent the whole environment with a small number of abstract states. The grid resolution of the top level states is equal to $d \times 2^{L-1}$, where $d$ is the desired discretization of the whole RN-HPOMDP structure and $L$ is the number of levels of the structure. The orientation angle of the robot and the action angles are also discretized in a very coarse resolution of $90^{\circ}$ and thus represent the basic four directions $\left[0^{\circ}, 90^{\circ}, 180^{\circ}, 270^{\circ}\right]$.

The total number of states of the top level POMDP is equal to $\left|\mathcal{S}^{0}\right| / 2^{2(L-1)}$, where $\left|\mathcal{S}^{0}\right|$ is the number of states of the corresponding flat POMDP. The number of states of the top level POMDP is reduced once by $2^{L-1}$ because of the coarser grid resolution and again by $2^{L-1}$ because of the coarser resolution of the orientation angle, as compared to the corresponding flat POMDP respectively.

To summarize, the top-level is always composed of a single POMDP with predefined discretization of the orientation and action angles at $90^{\circ}$. The state space size of the top-level POMDP is variable and dependent to the discretization of the corresponding flat POMDP and the number of levels of the hierarchical structure. Hence, the number of levels of the RNHPOMDP structure, $L$, should be such that it ensures that the size of the top-level POMDP
remains small.

### 4.2.4 Construction of the intermediate levels of the RN-HPOMDP

Subsequent levels of the RN-HPOMDP are composed of multiple POMDPs, each one representing a small area of the environment and a specific range of orientation angles. The actions of an intermediate level POMDP are a subset of the actions of the corresponding flat POMDP.

In detail, each state of the top level POMDP corresponds to a POMDP at the immediate next level, as we go down the hierarchical structure. A POMDP at an intermediate level $l$, has states that represent grid locations of the environment at a resolution of $d \times 2^{(L-l)}$, where $l$ is the current intermediate level. Thus, by going down the hierarchical structure the grid resolution of a level's POMDP is twice the resolution of the previous level. Therefore, when a top level state, that corresponds to a specific grid location, is decomposed it will be represented in the immediate next level POMDP by an area of $2 \times 2$ cells with double resolution than the top level's resolution.

## Orientation angle decomposition

Going down the hierarchical structure, the resolution of the orientation angle is also doubled. Since the resolution of the orientation angle is increased as we go down the hierarchical structure, the whole range of possible orientation angles, $\left[0^{\circ}, 360^{\circ}\right]$, cannot be represented in every intermediate level POMDP. This would dramatically increase the size of the state space and therefore we choose to have many POMDPs that represent the same grid location but with a different range of orientation angles.

The range of orientation angles that is represented within each intermediate level POMDP is expressed in terms of the orientation angle, $\theta_{p}$, of the previous level state that is decomposed,
and is equal to

$$
\left[\theta_{p}-\frac{90^{\circ}}{2^{l-2}}, \theta_{p}+\frac{90^{\circ}}{2^{l-2}}\right],
$$

where $l$ is the current intermediate level. By the above expression of the range of orientation angles, every intermediate level POMDP will always have five distinct orientation angles.

For example, if the state of the top level POMDP, $l=1$, has orientation angle $\theta_{p}=90^{\circ}$, the range of orientation angles at the next level, $l=2$, will be equal to $\left[0^{\circ}, 180^{\circ}\right]$. As mentioned earlier the angle resolution of the top level is always equal to $90^{\circ}$ and the next level will have double resolution, i.e. $45^{\circ}$. Therefore, the range of orientation angles $\left[0^{\circ}, 180^{\circ}\right]$ will be represented by five distinct orientation angles. As shown in Figure 4.1, the grid location represented by the top level state is decomposed into four POMDPs, where each one represents a different range of possible orientation angles. Consequently, the size of the state space for every intermediate level POMDP is constant and equal to 20 , since it always has five possible orientation angles and it represents a $2 \times 2$ area of grid locations. It is easily deduced by the expression that determines the range of orientation angles for an intermediate level POMDP, that a grid location represented by a state will correspond at the next level $l$ to $2^{2(l-1)}$ POMDPs.

## Action angle decomposition

Action angles are decomposed from the top level POMDP to the next intermediate level in the same manner as with the orientation angles. The resolution of the action angles at each level is the same as the resolution of the orientation angles. Hence, it is equal to $90^{\circ} / 2^{l-1}$. As a result, a top level state is also decomposed into multiple POMDPs, each one with a different range of orientation angles but also with a different range of action angles. The range of an action set is equal to

$$
\left[a_{p}-\frac{90^{\circ}}{2^{l-2}}, a_{p}+\frac{90^{\circ}}{2^{l-2}}\right],
$$



Figure 4.1: State space hierarchy decomposition. The figure depicts the decomposition of a top level state to lower level states. The top level state corresponds to 4 POMDPs at level 2, each one decomposing the location of the top level state into 4 locations, and its orientation in one of the ranges denoted by the shaded region of the circles for each POMDP. This state decomposition continues at lower levels until the desired discretization of the environment has been reached.
where $a_{p}$ is the previous level action and $l$ is the current intermediate level. The action angles set is also always composed by five distinct actions according to the above expression.

### 4.2.5 Construction of the bottom-level of the RN-HPOMDP

The procedure described in the previous section is used to built all intermediate levels of the hierarchical structure until the bottom level is reached. Bottom level POMDPs' state and action space is discretized at the desired resolution as a flat POMDP would be discretized. Hence, bottom level POMDPs' states are the actual states the robot occupies and equivalent to the corresponding flat POMDP states. Similarly, bottom level POMDPs' actions are the actual actions the robot executes and equivalent to the actions of the corresponding flat POMDP.

Table 4.1: Properties of the RN-HPOMDP structure with $L$ levels.

Top Level Intermediate Level $l \quad$ Bottom Level

| No of POMDPs | 1 | $\left\|\mathcal{A}^{l-1}\right\| \times\left\|\mathcal{S}^{l-1}\right\|$ | $\left\|\mathcal{A}^{L-1}\right\| \times\left\|\mathcal{S}^{L-1}\right\|$ |
| :---: | :---: | :---: | :---: |
| Size of $\mathcal{S}$ | $\left\|\mathcal{S}^{0}\right\| / 2^{2(L-1)}$ | 20 | $5 \times(2+r)^{2}$ |
| Range of orientation angles | $\left[0^{\circ}, 360^{\circ}\right]$ | $\left[\theta_{p}-\frac{90^{\circ}}{2^{l-1}}, \theta_{p}+\frac{90^{\circ}}{2^{l-1}}\right]$ | $\left[\theta_{p}-\frac{90^{\circ}}{2^{L-1}}, \theta_{p}+\frac{90^{\circ}}{2^{L-1}}\right]$ |
| Resolution of orientation angles | $90^{\circ}$ | $90^{\circ} / 2^{l-1}$ | $90^{\circ} / 2^{L-1}$ |
| Size of $\mathcal{A}$ | 4 | 5 | 5 |
| Range of action angles | $\left[0^{\circ}, 360^{\circ}\right]$ | $\left[a_{p}-\frac{90^{\circ}}{2^{l-2}}, a_{p}+\frac{90^{\circ}}{2^{l-2}}\right]$ | $\left[a_{p}-\frac{90^{\circ}}{2^{L-2}}, a_{p}+\frac{90^{\circ}}{2^{L-2}}\right]$ |
| Resolution of action angles | $90^{\circ}$ | $90^{\circ} / 2^{l-1}$ | $90^{\circ} / 2^{L-1}$ |

The bottom level is composed of multiple POMDPs having the same properties as all other intermediate levels' POMDPs, only that the grid location the bottom level POMDPs represent is overlapping by a region $r$. Overlapping regions are required to be able to solve the bottom level POMDPs for border location states. Table 4.1 summarizes the properties of the RN-HPOMDP structure.

### 4.3 The Reference POMDP (rPOMDP)

In the previous section, it has been described how state space and action space abstraction is performed in the RN-HPOMDP structure, to enable real-time solution. However, the maintenance of the transition and observation functions of each POMDP in the RN-HPOMDP structure has not been discussed yet.

The corresponding flat POMDP would require to hold a transition matrix of size $\left(\left|\mathcal{S}^{0}\right|^{2} \times\right.$ $\left.\left|\mathcal{A}^{0}\right|\right)$ and an observation matrix of size $\left(\left|\mathcal{S}^{0}\right| \times\left|\mathcal{A}^{0}\right| \times|\mathcal{Z}|\right)$, where $\left|\mathcal{S}^{0}\right|$ and $\left|\mathcal{A}^{0}\right|$ are the sizes of the state space and action space, respectively, of the corresponding flat POMDP. The size of the observation space, $|\mathcal{Z}|$, is the same for the flat POMDP and the RN-HPOMDP since there is no observation space hierarchy.

The RN-HPOMDP structure requires to hold the transition and observation matrices for all the POMDPs at all levels. As can be seen in Table 4.1, the number of POMDPs at each level is large and dependent on the size of action space and state space. Consequently, even thought each POMDP's observation and transition matrix is small, the total memory requirements would be extremely large. The RN-HPOMDP has in total larger memory requirements than the corresponding flat POMDP, although the flat POMDP memory requirements are already very hard to manage for large real-world environments. For this reason, the notion of the reference POMDP (rPOMDP) is introduced.

The transition and observation matrices hold probabilities that carry information regarding motion and sensor uncertainty. The rPOMDP will be used to model motion and sensor uncertainty in a significantly smaller fraction of the world that the robot operates and then transfer this information to the RN-HPOMDP that models the whole world. This is accomplished by exploiting the feature that transition and observation probabilities can be defined using only the relative state of the robot instead of its actual state in the whole world.

The transition probability from a state $s$ to a new state $s^{\prime}$, when the robot has performed an action $a$, is only dependent on the action $a$. Therefore when the robot is executing an action $a$, the transition probability will be the same for any state $s$ when the resulting state $s^{\prime}$ is defined relatively to the initial state $s$.

The probability that the robot observes a feature $z$, when it is in a state $s$ and performs an action $a$, can also be defined in the same manner as with the transition probabilities, since the
set of features $\mathcal{Z}$ is the result of the scan matching algorithm when feeded with a reference laser scan and the actual scan the robot perceived (cf. Section 4.1). Therefore, perceived features are dependent on the actual motion of the robot, i.e. the action $a$ it performed. Consequently observation probabilities can be defined using a relative initial state.

The rPOMDP is used to model the transition and observation probabilities that can occur in a single time-step of a robot movement, i.e. when the robot performs a single action $a$, using a relative initial state. Therefore, the rPOMDP needs to hold all possible transitions for executing any single action $a$ regarding that the robot is always located in the same invariant position within the world. This has the effect that the rPOMDP state space size is dependent only on the largest possible transition that can occur in a single time-step that is independent from the actual size of the environment within the robot operates. In essence, the rPOMDP exploits the feature that the transition and observation probabilities are defined in Section 4.1 in a such a manner that they are only robot dependent instead of environment dependent.

### 4.3.1 Construction of the rPOMDP

The rPOMDP is built by defining a very small state space, defined as an $R \times R$ square grid (in our implementation $R=7$ ) representing possible locations of the robot and all the orientation angles of the robot that would be assigned in the flat POMDP. The center location of the state space represents the invariant state $s_{r}$ of the robot. The action and observation spaces are defined in the same manner they would be defined for the corresponding flat PODMP. This rPOMDP requires to hold transition and observation matrices of size $\left(\left(R \times 2^{2+L}\right)^{2} \times|\mathcal{A}|\right)$ and $\left(\left(R \times 2^{2+L}\right) \times|\mathcal{A}| \times|\mathcal{Z}|\right)$, respectively. The size of the matrices is only dependent on the size of the set of actions and observations and the number of levels of hierarchy, $L$, since the number of levels defines the discretization of the robot's orientation angle. By the above, it is obvious that no matter how big is the environment that is to be modelled with the RN-HPOMDP the


Figure 4.2: Translation and rotation of the rPOMDP transition probabilities matrix.
use of the rPOMDP allows to have reasonably sized matrices, depending on the choice made for $R$, that are easy to maintain and learn.

Given the rPOMDP, transition and observation probabilities for each POMDP in the RNHPOMDP hierarchical structure are obtained by translating and rotating the reference transition and observation probability distributions over the current POMDP state space, as shown in Figure 4.2. In this figure it is shown that the rPOMDP transition probabilities are translated and rotated such that the resulting rPOMDP state, $s_{r}^{\prime}$, corresponds to the resulting state of the robot, $s^{\prime}$, for which the transition probability is desired to be determined and the reference action $a_{r}$ is equivalent to the actual action the robot executed, $a$. The transfer of probabilities is performed on-line while a POMDP is solved or the robot's belief is updated.

The transition probability for any POMDP of the hierarchical structure, $\mathcal{T}\left(s, s^{\prime}, a\right)$, i.e. the probability of the robot ending up in state $s^{\prime}$ when it initially occupies a state $s$ and executes an action $a$, is equivalent to the transition probability of the $\mathrm{rPOMDP}, \mathcal{T}_{r}\left(s_{r}, s_{r}^{\prime}, a_{r}\right)$. The initial state of the rPOMDP $s_{r}$, is the invariant state of the rPOMDP. The invariant state $s_{r}$ is decomposed as the location and orientation triplet $\left(x_{r}, y_{r}, f_{r}\right)$, where the invariant location
$\left(x_{r}, y_{r}\right)$ is the center location of the grid that represents the rPOMDP state space and the invariant orientation $f_{r}$ is the orientation angle of $0^{\circ}$. The invariant state has been chosen to be represent by the center location of the grid so that the resulting states can also be represented within the reduced size grid of the rPOMDP. Actually, the size of the grid size of the rPOMDP, $R$, has to be chosen such that it ensures that the transitions can be represented within its constrained size. In our implementation, where $R$ is equal to 7 , it implies that the robot can move in a single time step within a radius of 3 grid cells. The choice of the invariant orientation angle is clearly a designer's choice and it does not affect the performance of the probability transfer between the rPOMDP and any POMDP of the hierarchical structure.

To obtain the desired transition probability, a rotation of the rPOMDP transition probabilities is performed by determining the reference action by

$$
a_{r}=a+f-f_{r}
$$

Following, a translation of the rPOMDP transition probabilities is performed to obtain the probability of resulting to the reference result state, $s_{r}^{\prime}$, that is determined by the following equation:

$$
\left[\begin{array}{c}
x_{r}^{\prime} \\
y_{r}^{\prime} \\
f_{r}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
x_{r} \\
y_{r} \\
f_{r}
\end{array}\right]+\left[\begin{array}{c}
x^{\prime}-x \\
y^{\prime}-y \\
f^{\prime}-f
\end{array}\right]
$$

where, the states $s, s^{\prime}, s_{r}$ and $s_{r}^{\prime}$ are decomposed to the location and orientation triplets $(x, y, f),\left(x^{\prime}, y^{\prime}, f^{\prime}\right),\left(x_{r}, y_{r}, f_{r}\right)$ and $\left(x_{r}^{\prime}, y_{r}^{\prime}, f_{r}^{\prime}\right)$, respectively.

In essence, the rPOMDP makes use of the fact that when a robot executes a rotation action with constant speed it will translate and rotate by exactly the same amount no matter where exactly in world it is.

In the same manner, the observation probability for any POMDP of the hierarchical struc-
ture, $\mathcal{O}(s, z, a)$, is equivalent to the observation probability of the $\operatorname{rPOMDP}, \mathcal{O}_{r}\left(s_{r}, z_{r}, a_{r}\right)$. The reference observation, $z_{r}^{\prime}$, is now determined as:

$$
\left[\begin{array}{c}
d x_{r} \\
d y_{r} \\
d f_{r}
\end{array}\right]=\left[\begin{array}{c}
d \cos \left(f_{r}+a_{r}\right) \\
d \sin \left(f_{r}+a_{r}\right) \\
d f
\end{array}\right],
$$

where the observations $z$ and $z_{r}$ are decomposed into $(d x, d y, d f)$ and $\left(d x_{r}, d y_{r}, d f_{r}\right)$, respectively, since observations are defined as the position and angle difference between laser scans, and $d$ is the distance $d=\sqrt{d x^{2}+d y^{2}}$.

It should be stressed out that the capability of transferring the observation probabilities between the rPOMDP and a POMDP of the hierarchical structure is due to way the have been defined to be dependent only on the robot motion.

### 4.4 RN-HPOMDP Learning

Since a POMDP is a probabilistic model, learning the parameters of this model, i.e. the transition and observation matrices, is crucial to the performance of the POMDP model and specifically to its performance in keeping track of the robot's true position and orientation.

For the RN-HPOMDP structure, learning is performed only for the reference POMDP, since the latter transfers its learned parameters to the whole hierarchical structure, as described in Section 4.3.

Learning the rPOMDP parameters is performed by initializing the probability matrices and adjusting their parameters iteratively according to an execution trace, that is composed of action and observation pairs, to maximize the likelihood that the execution trace was obtained by the model. The Baum-Welch [64] algorithm, detailed in Section 3.4, is utilized for this purpose.

Since learning is performed only for the rPOMDP, when collecting data for the execution


Figure 4.3: Planning with the RN-HPOMDP.
trace the observation and action pairs are converted to reference observations and actions. Conversion is performed by the inverse procedure described in Section 4.3. Consequently, learning is performed very fast since the rPOMDP has a very small state space. Evaluation results of the learned model are presented in Section 7.2.

### 4.5 RN-HPOMDP Planning

Solving the RN-HPOMDP to obtain the action the robot should perform, involves solving a POMDP at each level. The intuition of the RN-HPOMDP solution is to obtain at first a coarse path that the robot should follow to reach a goal position, and then refine this path at each subsequent level in the area that the robot's current position lies, as shown in Figure 4.3. The algorithm that implements the above is presented in Table 4.2 and its details are explained in the following.

During the RN-HPOMDP planning procedure the belief distribution of the corresponding flat POMDP is maintained at all times. This distribution will be denoted as the full belief.

Before solving any POMDP at any level, the full belief is compressed, by the functions compressTopBelief() and compressBelief(), to obtain the belief distribution of the POMDP to be solved. Belief compression is performed according to the state abstraction present at each level of the RN-HPOMDP structure, i.e. the discretization reduction of each level as compared to the the discretization of the corresponding flat POMDP. Therefore, the belief assigned to an abstract state, a state with coarse discretization at any level of the hierarchical structure other than the bottom level, will correspond to the sum belief of all the corresponding flat POMDP states that the named abstract state has integrated. The function compresstopBelief() is used to obtain the belief distribution at the top-level POMDP of the hierarchical structure. The abstract states of the top-level POMDP represent all states of the corresponding flat POMDP. Hence the sum of the belief of all top-level POMDP states is equal to one since the sum of the belief of all states of the corresponding flat POMDP is also equal to one. The function compressiblief() is used to compress the full belief to the belief of POMDPs at all other levels of the hierarchical structure. The belief of any level's POMDP abstract state is again obtained by summing the belief all the integrated actual states. However, intermediate level POMDPs represent only of a small fraction of the full belief and hence the belief distribution obtained for any intermediate level POMDP is normalized to one.

The top level POMDP is solved, by the function solveTopLevel(), at an infinite horizon, until the goal state is reached. The top level POMDP produces abstract actions, i.e. actions at a coarse resolution that infer only the general direction the robot should follow and not the actual action it will perform. The abstract action to be executed, $a_{p}$, as dictated by the top level POMDP solution, determines which POMDP at the immediate next level of the hierarchical structure will be solved to obtain a new refined abstract action, that has a finer discretization but still it is not the actual action the robot will perform.

The POMDP to be solved at each intermediate level is determined by the function se-

## Table 4.2: RN-HPOMDP planning

```
while not reached the goal state
    compressTopBelief(top level)
    ap}=\mathrm{ solveTopLevel(top level)
    for }l=2\mathrm{ to }
        whichPOMDP = selectPOMDP(l, ap}
        compressBelief(l, whichPOMDP)
        a}=\mathrm{ = solveLevel(l, whichPOMDP)
    end
    executeAction( }\mp@subsup{a}{p}{}
    z= getobservation()
    belief f = updateBelief(whichPOMDP, ap,z)
    full belief = updateFullBelief(belief f
end
```

lectPOMDP(). This function searches a level $l$ for the POMDP among all POMDPs in that level that satisfies the following two criteria:

- The zero moment of the full belief distribution over the area that is defined by the candidate POMDP states is maximum, where $b$ has more mass.
- The set of actions of the candidate POMDP contains an action that has minimum distance from the the previous level solution's action, $a_{p}$.

The function selectPOMDP ( ) determines the POMDP to be solved at each level and can also accommodate cases where the belief distribution is not unimodal. As noted in Section 4.1 the belief distribution is initialized as unimodal since it is assumed that the robot has a good estimate of its initial position. However, during execution the belief distribution can become multimodal. In these cases the selectPOMDP() function can select the correct peak of belief distribution to determine the POMDP to be solved due to the second criterion
for choosing POMDPs. However, in cases that this is not possible multiple POMDPs can be solved at a level, a POMDP at each peak of the belief distribution. This approach provides an efficient solution when there are multiple peaks in the belief distribution. In the event where no information is available, i.e. the belief has a uniform distribution, that however is not often the case in the application considered in this thesis the RN-HPOMDP will not be able to determine which POMDP it should solve at an intermediate level. Yet, methodologies for overcoming this problem can be further explored as noted in the Future Work Section.

The structure of the RN-HPOMDP, as described in Section 4.2, ensures that when solving an intermediate level POMDP the action obtained from the previous level will be refined to a new action since the action subset range is equal to

$$
\left[a_{p}-\frac{90^{\circ}}{2^{l-2}}, a_{p}+\frac{90^{\circ}}{2^{l-2}}\right]
$$

Therefore the solution of an intermediate level POMDP is bounded according to the previous level solution, $a_{p}$.

The solveLevel ( ) function provides a new abstract action and the described procedure continues until the bottom level is reached where an abstract action will be refined to an actual action, that is the action the robot will perform.

In our current implementation of the RN-HPOMDP, all POMDPs at all levels are solved, within functions solveTopLevel() and solveLevel(), by value iteration using the Voting heuristic (explained in Section 3.3). However, this is not an inherent feature of the RNHPOMDP structure, as any other POMDP solution method can be used. Furthermore, the POMDP solution method used can also be different for each level of the hierarchical structure.

When the robot executes the action obtained by the bottom level POMDP solution, an observation, $z$, is obtained and the belief distribution of this bottom level POMDP is updated by updateBelief(), according to the equations provided in Section 3.2.1. Bottom level

POMDPs are composed of actual states and actions, i.e. subsets of states and actions that compose the corresponding flat POMDP. Hence, updating the belief of a bottom level POMDP, belief $_{L}$, amounts to updating a specific region of the full belief. Therefore, the updated belief distribution of the bottom level POMDP that was solved is transferred to the full belief by the function updatefullbelief(). To update all regions of interest in the full belief the procedure of updating the belief of all bottom level POMDPs that the sum of the belief of all its states is non-zero and includes in the action set the action $a_{p}$ that the robot executed is performed and then the probabilities are transferred to the full belief. According to Equation 3.3 that performs the belief update it can be observed that only the observation and transition probabilities for the executed action $a_{p}$ are used. Furthermore, states with zero belief do not contribute to the belief update according to the same equation. Hence, the hierarchical structure and its bottom level can be used to determine which areas of the full belief space should be updated. This procedure can be though intuitively similar to the procedure used in belief compression [93, 99] methods or point-based methods [91, 110].

### 4.6 Complexity Analysis

In the complexity analysis that follows, execution times are evaluated for the POMDP solution using exact methods and heuristics. The Voting or MLS heuristic, that have the same complexity, will be assumed as the heuristic used for solving the POMDP. This will assist in the comparison between the RN-HPOMDP and the other hierarchical approaches present in the literature that use the above mentioned heuristics. As already mentioned, in our implementation the Voting heuristic is used to solve POMDPs at all levels.

### 4.6.1 Approximate solution

The flat POMDP solution - when solved with the MLS or Voting heuristic - has time complexity for a single step, $\mathbf{O}\left(|\mathcal{S}|^{2}|\mathcal{A}|\right)$, that is the complexity of solving the underlying MDP. This makes the POMDP solution intractable when dealing with real world environments at an acceptable resolution, e.g. having more than 10 million states as in our application.

Obtaining a solution by the RN-HPOMDP can dramatically improve the computation time required. Referring to Table 4.1, where the properties of the RN-HPOMDP structure are detailed, the solution of the top level POMDP requires

$$
\mathbf{O}\left(\left(\frac{|\mathcal{S}|}{2^{2(L-1)}}\right)^{2} \times 4\right)
$$

computational time, where $L$ is the number of levels of the hierarchical structure.

The solution of all intermediate levels POMDPs requires $\mathbf{O}\left(C_{1}\right)$ time, since the size of the state space and action space is constant and predefined. The bottom level POMDP solution is $\mathbf{O}\left(C_{2}\right)$, since the state space and action space is again constant and predefined.

Therefore, the total computational time required to solve the RN-HPOMDP is

$$
\mathbf{O}\left(\left(\frac{|\mathcal{S}|}{2^{2(L-1)}}\right)^{2}\right)+(L-2) \times \mathbf{O}\left(C_{1}\right)+\mathbf{O}\left(C_{2}\right),
$$

which becomes

$$
\mathbf{O}\left(\left(\frac{|\mathcal{S}|}{2^{2(L-1)}}\right)^{2}\right)
$$

that is actually the complexity of the top level POMDP. The top-level POMDP state and action space size can remain small regardless of the size of the whole environment by increasing the number of levels, $L$, of the hierarchical structure.

### 4.6.2 Exact solution

When solving the POMDP exactly for a single step in time $t$, the time complexity is

$$
\mathbf{O}\left(|\mathcal{S}|^{2}|\mathcal{A}|\left|\Gamma_{t-1}\right|^{|\mathcal{Z}|}\right)
$$

where $\left|\Gamma_{t-1}\right|$ is the set of $\alpha$-vectors required to represent the value function at time $t-1$. The size of the set of $\alpha$-vectors at any time $t$ is equal to

$$
\left|\Gamma_{t}\right|=|\mathcal{A}|\left|\Gamma_{t-1}\right|^{|\mathcal{Z}|}
$$

As explained previously, the time complexity of solving the RN-HPOMDP is equal to the time complexity of solving the top level POMDP. The top level POMDP of our hierarchical structure has reduced state space and is equal to $\left(\frac{|\mathcal{S}|}{2^{2(L-1)}}\right)$, where $L$ is the number of levels. Furthermore, the action space is constant and equal to four. Therefore, the time complexity and size of the RN-HPOMDP when solved exactly is

$$
\mathbf{O}\left(\left(\frac{|\mathcal{S}|}{2^{2(L-1)}}\right)^{2}\left|\Gamma_{t-1}\right|^{|\mathcal{Z}|}\right)
$$

and

$$
\left|\Gamma_{t}\right|=\left|\Gamma_{t-1}\right|^{|\mathcal{Z}|}
$$

respectively.

Apart from the notable reduction in computation time due to the reduced size of the state and action space, it should be noted that the above mentioned times are for a single time step. The infinite horizon solution of a flat POMDP would require these computations to be repeated for a number $N$ of time steps until the goal point is reached, that is dependent on the number of states of the flat POMDP, $|\mathcal{S}|$. In the RN-HPOMDP case, only the top level POMDP is solved at an infinite horizon, and the number of time steps $N^{\prime}$ until the goal point is reached, is now dependent on the number of states of the top level POMDP, $\left(|\mathcal{S}| / 2^{2(L-1)}\right)$.

From the above complexity analysis, we may conclude that the proposed approach takes care of the "curse of dimensionality" [59] and also the "curse of history" [91].

### 4.7 Comparison With Other HPOMDP Structures

In this section we compare the RN-HPOMDP against the other two HPOMDP approaches present in the literature, in terms of time complexity for solving the HPOMDP, state space and action space abstraction methodology, and the application framework of the HPOMDP. Finally, a comparison of the RN-HPOMDP and the most recent approximation methods for solving a flat POMDP is presented.

### 4.7.1 Comparison with the Theocharous approach

The Theocharous [119] approach uses a topological map of the environment where the state abstraction in high levels of the HPOMDP, has a physical meaning based on the environment. Thus, abstract states are manually defined such that they represent a corridor or a junction. On the other hand, the RN-HPOMDP is built through an automated procedure that requires as input only a probabilistic occupancy grid map or a CAD map of the environment.

The Theocharous HPOMDP has been used as a high-level planner where the POMDP is solved once to obtain the shortest path to the goal position. As a result, the state space resolution is set to $2 \mathrm{~m}^{2}$ and the action space is discritized at a resolution of $90^{\circ}$. Our approach models the environment at a fine resolution (e.g. $5 \mathrm{~cm}^{2}$ ) and the action resolution can be discretized up to $1^{\circ}$ based on the number of levels of hierarchy. Finally, the RN-HPOMDP is used as a global planner that is solved at each time step to provide the actual actions the robot will perform without the intervention of any other intermediate modules. The RN-HPOMDP integrates the modules for planning, localization and local obstacle avoidance.

The Theocharous approach, uses the MLS heuristic and has time complexity between
$\mathbf{O}\left(|\mathcal{S}|^{\frac{2}{d}} N|\mathcal{A}|\right)^{(\text {see } \dagger)}$ and $\mathbf{O}\left(|\mathcal{S}|^{2}|\mathcal{A}|\right)^{(\text {see } \ddagger)}$, based on how well the HPOMDP was constructed. The time required to solve the RN-HPOMDP is $\mathbf{O}\left(\left(|\mathcal{S}| / 2^{2(L-1)}\right)^{2}\right)$, hence the complexity reduction of our approach is significantly greater and also is not dependent on any quality measure of the hierarchical structure.

### 4.7.2 Comparison with the Pineau approach

In the Pineau HPOMDP approach [89], actions are grouped into abstract actions called subtasks. Subtasks are defined manually and according to them state abstraction is performed automatically. States that have the same reward value for executing any action that belongs to a predefined subtask are clustered. Observation abstraction is performed by eliminating the observations that have zero probability over all state clusters for that actions belonging to a specific subtask.

Planning with the Pineau HPOMDP involves solving the POMDP defined for each action subtask. All POMDPs are solved using the exact POMDP solution method.

The HPOMDP proposed by Pineau does not have a guaranteed reduction of the action space and state space since it is dependent on the action abstraction that is defined manually. The authors have performed experiments (real and simulated) only for problems of high level behavior control. Hence it is not clear whether their approach of state abstraction could be applied to the problem of autonomous robot navigation in the context that we have defined or, more importantly, if it would perform as efficiently as our approach does, since the latter has a guaranteed reduction of the state space that is equal to $\left(|\mathcal{S}| / 2^{2(L-1)}\right)$. On the other hand, the authors in [89] do not state how well their approach performs in terms of state space

[^1]abstraction.

The HPOMDP proposed by Pineau has been used in a real world application for high level robot control and dialogue management [89]. This application has been modelled using 576 states, 18 observations and 19 actions categorized into 3 subtasks. The problems encountered with our approach are many orders of magnitude larger (e.g. $|\mathcal{S}|=18,411,520,|\mathcal{A}|=256$, $|\mathcal{Z}|=24)$ and can be solved in real time.

### 4.7.3 Approximation methods for solving flat POMDPs

A short discussion on the performance of approximation methods for solving flat POMDPs follows in this section. This discussion will allow us to elaborate further on the performance of the RN-HPODMP and also necessitate further the need of the proposed hierarchical structure, at least when considering the autonomous robot navigation problem.

In [51] a review of approximation methods for solving POMDPs is presented. The complexity of representative methods reviewed can be seen in Table 4.3. Furthermore, one of the most recent methods for approximation is the Point Based Value Iteration (PBVI) [91] method. The time complexity of PBVI is $\mathbf{O}\left(|\mathcal{S}||\mathcal{A}|\left|\Gamma_{t-1}\right||\mathcal{Z}||B|\right)$, where $|B|$ is the size of the finite set of belief points and $|\Gamma|$ remains constant throughout iterations.

To summarize, the time complexity of all approximation methods is in the best case polynomial to the size of the POMDP. All the above mentioned methods have been applied to problems where the POMDP was comprised of a few thousand states. The problem we consider consists of many orders of magnitude larger state space. As a result, the reduction of the state space that the RN-HPOMDP offers and also the reduction of the action space is crucial to its performance. Furthermore, since the proposed hierarchical structure is not restricted to a specific method for solving the underlying POMDPs, a combination of an approximation method for solving a flat POMDP with the proposed hierarchical structure can dramatically

Table 4.3: Complexity of solving a POMDP with the approximation methods reviewed in [51].

| $\quad$ Approximation Method | Complexity |
| :--- | :---: |
| MDP | $\mathrm{O}\left(\|\mathcal{A}\|\|\mathcal{S}\|^{2}\right)$ |
| QMDP | $\mathrm{O}\left(\|\mathcal{A}\|\|\mathcal{S}\|^{2}\right)$ |
| Fast Informed Bound (FIBM) | $\mathrm{O}\left(\|\mathcal{A}\|^{2}\|\mathcal{S}\|^{2}\|\mathcal{Z}\|^{2}\right)$ |
| UMDP | $\mathrm{O}\left(\|\mathcal{A}\|\|\mathcal{S}\|^{2}\|\Gamma\|_{t-1}\right),\left\|\Gamma_{t}\right\|=\left\|\Gamma_{t-1}\right\|\|\mathcal{A}\|$ |
| Grid based interpolation extrapolation ${ }^{a}$ | $\mathbf{O}\left(\|G\|\|\mathcal{A} \\| \mathcal{S}\|^{2}\|\mathcal{Z}\| C_{e v a l}\right)$ |

${ }^{a}|G|$ is the size of a finite set of grid points used to update the value updates and $C_{\text {eval }}$ is the computational cost of evaluating the interpolation-extrapolation rule for $|G|$ points, where in some cases this cost can be eliminated.

Table 4.4: Computation time required to solve a HPOMDP with the compared approaches.

|  | POMDP size |  | CPU time (sec) |
| :--- | :--- | :--- | :--- |
| Theocharous [119] | $\|S\|=575$ | $\|A\|=4$ | $2.11-5.7$ |
|  | $\|S\|=1385$ | $\|A\|=4$ | $5.05-26.12$ |
| Pineau et. al. [90] | $\|S\|=11$ | $\|A\|=6$ | 2.84 |
|  | $\|S\|=20$ | $\|A\|=30$ | 77.99 |

improve its performance.

### 4.7.4 Computational time comparison

Further to the theoretical comparison presented in the previous section, for indicative comparison purposes we provide the CPU times required to solve the RN-HPOMDP and also the

Table 4.5: Computation time required to solve the RN-HPOMDP with varying grid size and 5 levels.

| Grid size | POMDP size | CPU time (sec) |
| :---: | :--- | ---: |
| $5 \mathrm{~cm} \times 5 \mathrm{~cm}$ | $\|S\|=18,411,520$ | $\|A\|=64$ |
| $10 \mathrm{~cm} \times 10 \mathrm{~cm}$ | $\|S\|=4,602,880$ | $\|A\|=64$ |
| $15 \mathrm{~cm} \times 15 \mathrm{~cm}$ | $\|S\|=2,038,080$ | $\|A\|=64$ |
| $20 \mathrm{~cm} \times 20 \mathrm{~cm}$ | $\|S\|=1,150,720$ | $\|A\|=64$ |
| $25 \mathrm{~cm} \times 25 \mathrm{~cm}$ | $\|S\|=734,976$ | $\|A\|=64$ |
| $30 \mathrm{~cm} \times 30 \mathrm{~cm}$ | $\|S\|=503,808$ | $\|A\|=64$ |
|  |  | 0.911 |
|  |  | 0.257 |
|  |  | 0.262 |
|  |  |  |

Table 4.6: Computation time required to solve the RN-HPOMDP with varying number of levels and grid size of $10 \mathrm{~cm} \times 10 \mathrm{~cm}$.
$\left.\begin{array}{ccc}\text { No. of Levels } & \text { POMDP size } & \text { CPU time (sec) } \\ \hline 3 & |S|=1,150,720 & |A|=16\end{array}\right) 201.210$

Theocharous and Pineau HPOMDP approaches in Tables 4.4, 4.5 and 4.6. It should be stressed out, that the times referring to the Pineau approach are the ones from their initial version of HPOMDP [90] where there was only action space hierarchy. It should be also noted that the CPU times mentioned are the ones the authors state and have not been obtained using computers of the same power. Another point is that the Theocharous approach is solved using the MLS heuristic and in our approach the POMDPs are solved using the Voting heuristic that has the same computational complexity with the MLS heuristic. However, the Pineau HPOMDP is solved using exact methods. Regardless of the mentioned differences, the superior computational performance of our approach can be easily extracted from the tabulated results since the size of the problem is many orders of magnitude larger.

### 4.8 Conclusions

This chapter presented the proposed navigation model, the Robot Navigation-Hierarchical POMDP (RN-HPOMDP). The methodologies for building the hierarchical structure, learning and planning with it have been introduced. The notion of the reference POMDP (rPOMDP) has been also established that facilitates compact modelling of all the required POMDP functions. Finally, the complexity of solving the RN-HPOMDP has been evaluated and a comparison with other hierarchical POMDP approaches has been conducted. The following chapters will present how the RN-HPOMDP is utilized for the predictive navigation task proposed in this thesis.

## 5

## Motion Prediction and Tracking

In this chapter the methodology for predicting the future motion of humans and/or other objects is described. Two kinds of prediction are utilized: short-term and long-term prediction. Short term prediction refers to the one-step ahead prediction whereas long-term prediction refers to the prediction of the final destination point of the obstacle's movement. Furthermore, the motion tracker utilized will be described that functions in conjunction with the long-term prediction module. Finally, this chapter concludes by describing how the information obtained by the prediction modules is integrated into the POMDP model used for navigation.

### 5.1 Short-Term Prediction

The short-term prediction of the future motion, i.e. the one-step ahead prediction, is obtained by a Polynomial Neural Network (PNN). In PNNs each node's transfer function is a polynomial. PNN's can model any function since the Kolmogorov-Gabor theorem states that any function can be represented as a polynomial of the form


Figure 5.1: The data set used for NN training.

$$
f(x)=a_{0}+\sum_{i} a_{i} x_{i}+\sum_{i} \sum_{j} a_{i j} x_{i} x_{j}+\sum_{i} \sum_{j} \sum_{k} a_{i j k} x_{i} x_{j} x_{k}+\ldots
$$

where $x_{i}$ is the independent variable in the input variable vector $\vec{x}$ and $\vec{a}$ is the coefficient vector. PNNs approximate the Kolmogorov-Gabor polynomial representation of a function by having as a transfer function at each node, a second order polynomial of the form

$$
f(x)=a+b x_{1}+c x_{2}+d x_{1}^{2}+e x_{2}^{2}+f x_{1} x_{2},
$$

where $x_{1}$ and $x_{2}$ are the inputs to the node.

The input to the network, $x_{1}$ and $x_{2}$, is the moving obstacle's position at times $t-1$ and $t$. The positions of the moving obstacle are given to the network as a state. The output of the network is the predicted position at time $t+1$. The topology and weights, that is the polynomial coefficients, of the PNN are determined via training with an evolutionary method [32]. The data set used was composed of 4500 samples and is shown in Figure 5.1. It was obtained by arbitrary movement in the environment that the robot operates.

The results obtained from the trained NN are illustrated in Figure 5.2. The first 3000 samples from the data set were used for training and the rest 1500 samples for evaluating the


Figure 5.2: The results obtained from the trained NN.
network. It can be seen that the network gives a prediction with a small error for the first 3000 samples but as well for the rest of the samples that the network has not seen before. Therefore, the network obtained generalizes well for unforeseen situations.

### 5.2 Long-Term Prediction

Prediction methods known so far give satisfactory results for one-step ahead prediction. For the robot navigation task it would be more useful to have many-steps ahead prediction. This would give the robot sufficient time and space to perform the necessary manoeuvres to avoid obstacles and more importantly change its route towards its destination position. It is desirable for the robot to develop a behavior that will prefer routes that are not crowded and thus avoid ever getting stuck. Long-term prediction will enable the robot to execute paths that are "elegant" and "aware" as defined in the Introduction Chapter of this thesis.

It is unlikely that any of the available prediction methods would give satisfactory results for many-steps ahead prediction, given the complexity of the movement behavior. Thus, it is proposed to employ a long-term prediction mechanism. The long-term prediction refers to the prediction of a human's or an obstacle's final destination position. It is plausible to assume that humans mostly do not just move around but instead move purposively with the intention


Figure 5.3: The "hot" points defined for the FORTH main entrance hall, marked with " $x$ ".
of reaching a specific location. Our approach for performing long-term prediction is based on the definition of the so-called "hot points" (HPs), the points of interest in the environment where people visit often. For example, in an office environment desks, doors and chairs are objects that people have interest in reaching them and could be defined as points of interest. In a museum, the points of interest can be defined as the various exhibits that are present. Moreover, other features of the environment such as the entry points, passages, e.t.c, can be defined as points of interest. Evidently, points of interest convey semantic information about a workspace and hence can only be defined with respect to the particular environment.

The HPs in an environment can be defined either manually or through an automated procedure. In the following, an automated procedure for obtaining a map of HPs is described. The methodology for obtaining the long-term prediction is given for both cases where HPs are defined manually and where they are learned through an automated procedure. The manually defined HPs for the FORTH main entrance hall where the experiments were conducted are shown in Figure 5.3. First, the methodology for obtaining the estimated destination position of a moving object with manually defined HPs is presented and then this approach is extended to be used with a map of HPs.

### 5.2.1 Estimation of a moving object's destination position

Once the points of interest of an environment are defined, then the long-term prediction refers to the prediction of which HP a moving obstacle is going to approach. At each time step $t$, the tangent vector of the obstacle's positions at times $t-1, t$ and the predicted position at time $t+1$ is taken. This tangent vector essentially determines the global direction of the obstacle's motion trajectory, termed as Global Direction of Obstacle (GDO). This direction is employed to determine which HP a moving obstacle is going to approach. A HP is a candidate final destination point if it lies roughly in the direction of the evaluated tangent vector. In order to find such points, we establish a field of view, that is an angular area centered at the GDO. HPs present in the field of view are possible points to be reached, with a probability $w_{i}$, according to a probability model. The latter is defined as a gaussian probability distribution with center at the GDO and standard deviation in proportion to the angular extent of the field of view. Thus, points of interest present in the center of the field of view are assigned a high probability, and points of interest present in the periphery are assigned a lower probability.

With this approach, at the beginning of the obstacle's movement a multiple number of points of interest will be present in its field of view but as it continues its movement the number of such points is decreased and finally it usually converges to a single point of interest.

In Figure 5.4 an example of how the procedure for long-term prediction with manually defined HPs is shown. At the beginning of the obstacle's movement the long-term prediction obtained is shown in Figure 5.4(a). It can be observed that at this point there are multiple candidate destination points for the obstacle's movement. However, the destination point that infers that the moving objects is going to walk down the stairs is estimated as the most probable destination point of the obstacle's movement as directed by the GDO, shown as a green vector in this figure. If the whole obstacle motion trajectory, shown in the same figure, is observed it is obvious that the estimated destination point dictated by the long-term prediction methodology
is not the correct one. However, the long-term prediction obtained can be utilized partially. Therefore, when a long-term prediction is obtained it is utilized only partially for a short interval that is close to the obstacle's current position. Hence, the long-term prediction when utilized only partially it provides a rather good estimate of the future motion of the obstacle's movement. The partial utilization of the obtained long-term prediction is fully detailed in Section 5.4, where its integration to the navigation model is explained. Additionally, the long-term prediction is updated at each time step, that is a short time interval, and hence bad estimates can be corrected quickly. Consequently, as the object has advanced through its motion trajectory the long-term prediction estimate is closer to the actual destination point as shown in Figure 5.4(b).

The example shown in Figure 5.4 has been chosen such that to demonstrate the weakness of using manually defined HPs and hence necessitate the use of the map of HPs. When the obstacle is close to the end of its motion trajectory, as shown in Figure 5.4(c), there is no HP defined in the direction dictated by the GDO. Instead, there are two points in the periphery of the GDO, and one of them is the actual destination point of the obstacle. However, the actual destination point will be assigned a very low probability since it is located in the periphery of the GDO. The same holds for the other HP located within the field of view. In contrast, there is no prediction with high probability. In this scenario, if there was a map of HPs available there would be defined a whole area of points of interest instead of two unique HPs. Specifically, in the area of the map under discussion there are two sofas where people often go there and sit. When the map of HPs is constructed the whole area covered by the sofas is determined as an interesting point instead of the two unique points in the center of the sofas that have been manually defined. Hence, we would still have obtained a long-term prediction with high probability. Additionally, the probability of each estimated destination point is not determined only according to each location within the field of view but also to the popularity of this point as determined through the learning procedure.

The map of HPs can also take care of the worst case scenario where there are not manually defined points present in the field of view marginally and hence there would be no estimate available.

### 5.2.2 Map of hot points

An alternative approach to defining manually the hot points of the environment is to obtain a map of hot points of the environment through an automated procedure.

The map of hot points is a probabilistic map that gives for each point of the environment the probability that this point is a hot point. This map is built off-line by a learning procedure that uses motion traces of humans operating in the environment. At every step of each collected motion trace the probabilities of the map of hot points are updated in a similar manner to this used when building an occupancy grid map of an environment from sensor readings.

Having obtained the Global Direction of Obstacle (GDO), defined in Section 5.2.1, the field of view is determined. The field of view now defines the area of cells that their probabilities of being a hot point is going to be updated. Lines from the obstacle's current position at all possible angles within the field of view are examined whether they intersect with a feature of the environment. This intersection point is considered as a possible hot point (HP). The probability assignment is performed by obeying two rules:

- the smaller the angular distance, $\alpha$, of the candidate cell and the GDO the higher the probability;
- the smaller the distance, $r$, of the candidate cell and the obstacle's current position the higher the probability.

The probability of a cell $(i, j)$ being a hot point, $p\left(H_{i, j}\right)$, given an obtained GDO at time $t, G D O_{t}$, is given by:

(a)

(b)

(c)

Figure 5.4: An example of making long-term prediction for an object's movement.


Figure 5.5: The probability assignment for possible hot points is dependent on the angular distance of the considered cell and the GDO and its distance from the obstacle's current position.

$$
p\left(H_{i, j} \mid G D O_{t}\right)=\frac{1}{2}\left(\frac{\Delta-\delta}{\Delta}+\frac{\Lambda-\lambda}{\Lambda}\right)
$$

As shown in Figure 5.5, the maximum angular distance from the GDO is $\Lambda$ and is defined by the size of the field of view. $\Delta$ is a constant that determines the maximum distance allowed from a cell to be considered as a hot point.

The update of the probabilities is performed according to Bayes rule as:

$$
p\left(H_{i, j} \mid G D O_{t}\right)=\frac{p\left(G D O_{t} \mid H_{i, j}\right) p\left(H_{i, j} \mid G D O_{t-1}\right)}{p\left(G D O_{t} \mid H_{i, j}\right) p\left(H_{i, j} \mid G D O_{t-1}\right)+p\left(G D O_{t} \mid \bar{H}_{i, j}\right) p\left(\bar{H}_{i, j} \mid G D O_{t-1}\right)}
$$

Having obtained the probability map of hot points long-term prediction is now performed using this probability map by considering all lines within the field of view that intersect with a feature of the environment according to the probability assigned at the map of hot points.

The map of hot points obtained for the FORTH main entrance hall is shown in Figure 5.6. The map was constructed by taking laser measurements at various times of the activity in the


Figure 5.6: The map of "hot" points obtained for the FORTH main entrance hall.

FORTH main entrance hall in order to obtain real motion paths that will reveal the true points of interest in the environment.

### 5.3 Motion Tracking

The algorithm used for object tracking in this paper is a modification of the commonly used Kalman tracker. In the Kalman tracker, a Kalman filter is used for predicting the position of a previously detected object and hence decide if the object actually moved to its predicted position. In our approach, the Kalman filter is substituted by the short-term and long-term prediction obtained as described in the previous sections. The data association is performed by a nearest neighbor filter that is validated by the long-term prediction module.

Initially, the laser scan obtained is filtered to decide which range measurements belong to moving objects. Filtering is performed by superimposing the current laser scan with the probabilistic grid map of the environment to remove range measurements that correspond to

Table 5.1: The algorithm for motion tracking

```
new objects = detectMovingObjects (current laser, previous laser,OGM)
for all detected objects
```



```
end
for all new objects
    if min detected objects distance(new object }\mp@subsup{}{i}{},\mp@subsup{\mathrm{ detected object }}{j}{})<
        nearest object = arg min
        trajectory = longTermPrediction(nearest object)
        if verify(new objecti, trajectory) = true
            match new objecti with nearest object
            else
                nearest object = arg min detected objects-nearest object distance(new object }\mp@subsup{}{i}{},\mp@subsup{\mathrm{ detected object }}{j}{}
                trajectory = longTermPrediction(nearest object)
                if probabilityBelonging(new object, trajectory, T) < \rho
                    match new object i with nearest object
end
for all unmatched new objects
    for all detected objects
        trajectory = longTermPrediction(detected object j)
        if probabilityBelonging(new object, trajectory, T) < \rho
            match new object}\mp@subsup{}{i}{}\mathrm{ with detected object }\mp@subsup{}{j}{
    end
end
for all unmatched new objects
    add to detected objects
end
```

features of the static map of the environment. Following, the current laser scan is superimposed with previous laser scan to decide if there are range measurements that correspond to moving objects. Range measurements that correspond to moving objects are those that were not present in the previous laser scan and have not been filtered out by superimposing the current laser scan with the probabilistic map of the environment.

The range measurements detected as belonging to moving objects that cover an area within a specific range, are combined to obtain the position of each moving object. At this point, the position of each currently moving object has to be decided if it belongs to the trajectory of a previously detected object or if it is a newly detected object.

Matching the positions of the currently detected moving objects with previously detected objects is performed by utilizing the short-term and long-term prediction. For each previously detected object a short-term and long-term prediction is obtained. The distance of a currently detected moving object position with the short-term prediction of a previously detected object is evaluated. The minimum evaluated distance of all previously detected objects for a specific current position is regarded to belong to this object if it is smaller than a certain threshold.

However, data association with the nearest neighbor filter is verified by the long-term prediction prediction for the motion trajectory of the object indicated to be matched with. If the newly detected object's position belongs to the trajectory indicated by the long-term prediction with a probability higher than a certain threshold then matching is achieved. Otherwise, matching is verified with the immediate next object in distance measures as dictated by the nearest neighbor filter.

After the described matching procedure there might be positions of currently detected moving objects that were not matched to any previously detected objects. These unmatched positions can either belong to newly detected objects or they were falsely not matched with a previously detected object. The latter case is possible when an object has moved for a larger
distance than the short-term prediction indicated or when an object has been occluded by other objects for a short time and hence intermediate positions of its trajectory are missing. To deal with these situations we utilize the long-term prediction.

The long-term prediction provides a prediction of which "hot" point an object is approaching. Therefore, the unmatched positions of currently detected moving objects are examined whether they belong to one of the trajectories indicated by the long-term prediction for each previously detected object. The decision whether an unmatched position belongs a trajectory indicated by the long-term prediction is performed in a probabilistic manner. The long-term prediction provides a probability for each trajectory to a "hot point" predicted as a final destination point of an object's movement. Furthermore, a probability is assigned according to the time difference between an object's last detected position and the position of a currently detected object, and the estimate of how far in the future the object would reach the position in the trajectory to a "hot" point that was matched with the position of a currently detected object. If the probability is higher than a threshold that has been determined by trial and error, then the position of the currently detected object is added to the previously detected object.

Remaining positions of currently detected objects that were not matched by the short-term or long-term prediction are regarded as new objects.

### 5.3.1 Tracker results

To demonstrate the effectiveness of the proposed tracker algorithm with the use of long-term prediction we have set up an experiment where two people walk diagonally and cross each others path. The robot was set still to observe only the motion of the two people. The tracker can easily distinguish that there are two persons present, since they are quite far away and they are not occluded. However, near the middle of the two people's motion where they are too close to each other the robot perceives only one person as shown in Figure 5.7. This is inevitable
in almost any tracker since the two persons are too close to each other. When the two persons continue their movement and come apart from each other again it would be desirable for the tracker to be able to correctly associate the two persons with their previously detected paths. A tracker that uses only a nearest neighbor filter would in most cases associates only one person, e.g. the one notated with the blue square, as the one continuing its movement and regard the other person as newly detected motion. Furthermore, in many cases where the same experiment was performed the tracker using only the nearest neighbor filter has associated conversely the two persons, depending on the speed at which they were moving and the neighboring threshold set in the tracker. The use of the long-term prediction overcomes this problem and associates correctly the two person's movement in almost all cases. This is due to the verification step performed and association step based on the long-term prediction.

### 5.4 Prediction Integration Into The Model

The short-term and long-term prediction are integrated in the global model by including them in the reward function of the POMDP. The reward function is built and updated at each time step, according to two reward grid maps (RGMs): a static and a dynamic [33]. The RGM is defined as a grid map of the environment in analogy with the OGM. Each of the RGM cells corresponds to a specific area of the environment with the same discretization of the Occupancy Grid Map (OGM), only that the value associated with each cell in the RGM represents the reward that will be assigned to the robot for ending up in the specific cell. Thus, it would be desirable that this value gives a description of the state of this square area in the environment as

- how far it is from the goal position,
- whether it is occupied by a static obstacle,


Figure 5.7: Tracking the motion of two persons.

- whether it is occupied by a moving obstacle, i.e. human or other robot,
- whether it will be occupied and how soon by a moving obstacle.

The static RGM is built once by calculating the distance of each cell to the goal position and by incorporating information about cells belonging to static obstacles. The distance of each cell to the goal position is evaluated using the Euclidean or city block distance metric, although other distance metrics can also be used. Hence, it includes the first two sources of information concerning the goal position and static obstacles.

Information provided from the short-term and long-term prediction modules is included in the dynamic RGM. The inclusion of the short-term prediction is trivial and it involves zeroing the reward associated with the grid cell that is the predicted next-time position of the obstacle.

The long-term prediction refers to the prediction of the destination position of the obstacle's movement. Thus, the reward value of the grid cells that are in the trajectory from the obstacle's current position and its predicted destination position is discounted. Hence, the value of a cell, $(i, j)$, in the dynamic grid map, $D G M$, is given by a function

$$
D G M(i, j)=w_{i} \cdot \text { extent }^{\gamma},
$$

where $w_{i}$ is the probability that the predicted destination point will be reached, extent is a constant with range $[0,1]$, that controls how far the robot should stay from obstacles and $\gamma$ is the factor that determines how much the value of extent should be discounted. The value of $\gamma$ depends on the estimate of how far in the future this cell will be occupied. For example, if a cell $(i, j)$ is to be occupied shortly in the future, $\gamma$ will be close to 0 , and thus the reward assigned to cell $p$ will be small. On the other hand, if cell $p$ is to be occupied far in the future, $\gamma$ will be close to 1 and thus the reward assigned to this cell will not be significantly discounted. The $\gamma$ factor is defined such that the long-term prediction is utilized only partially for predictions that
are not too far in the future. Furthermore, the $\gamma$ factor is dependent on the distance between the robot's current position and the position of predicted object position to be discounted. In this way, the movement of objects and humans that are far from the area that the robot operates currently are not affected significantly.

Superimposing the static and dynamic RGMs provides the reward function that is updated at each time step. In Figure 5.8 an example of discounting the reward values for an obtained long-term prediction is shown.

### 5.5 Conclusions

This chapter presented the methodology used for predicting the future motion of humans and/or other objects by incorporating two kinds of prediction: short-term and long-term prediction. Long-term prediction is obtained with the use of the defined "hot" points of the environment. These points can be defined manually or learned through an automated procedure that constructs a map of "hot" points. The long-term prediction module is also utilized in the proposed motion tracker. Finally, the integration of the obtained prediction to the navigation model has been described.


Figure 5.8: (a) The static and (b) dynamic RGM. Reward discount is performed according to the obtained long-term prediction. Long-term predictions for hot points present in the periphery of the field-of-view have low probability, $w_{i}$, and thus the reward discount is smaller.

## 6

## POMDP Solution for Controlling the

## Robot's Speed

In this chapter, we develop a methodology of solving POMDPs that allows the robot to decide if it should increase or decrease its speed to avoid an obstacle more effectively. Without control of its speed, the robot has to make detours or follow a suboptimal path to reach its goal in order to avoid collision with obstacles. In many cases, the robot can avoid making these suboptimal actions if it can either increase its speed to bypass the obstacle or decrease its speed to let the obstacle move away from the robot.

The speed of the robot is chosen not to be included as a characteristic of its state as with its location and orientation. Moreover, speed actions are also not included in the action set. Such a choice would further increase the state space or action space. Instead, the solution of the POMDP is modified to account for the speed decision that the robot has to make.

The robot is allowed to move at three different speeds: normal, fast and slow.


Figure 6.1: An example policy tree of a POMDP with pairs of actions and speeds.

### 6.1 Exact Solution

As noted in Section 3.3, to solve a POMDP exactly it is required to evaluate the $\alpha$-vectors by the following equation:

$$
V_{t}^{*}(b)=\max _{\mathbf{p} \in \mathbf{P}} b \cdot \alpha_{\mathbf{p}}^{t}
$$

that searches all possible policy trees $\mathbf{P}$. Recall that policy trees are defined by having as nodes actions that are connected with each possible observation. To decide the action to be executed as well the speed of the robot, nodes are now defined by pairs of actions and speeds. Thus, an example policy tree is now as the one shown in Figure 6.1.

Since policy tree nodes are composed of action-speed pairs the value function of a policy tree has now to be evaluated by considering the choice of the action as well as the speed. The value function of a policy tree is evaluated by Equation 3.8, that is modified to incorporate the speed decision as

$$
V_{t}^{\mathbf{p}}(b)=\sum_{s \in S} b(s)\left[R_{m}(s, a, v)+\gamma \sum_{z \in \mathcal{Z}} \sum_{s^{\prime} \in \mathcal{S}} \mathcal{O}_{m}\left(z, s^{\prime}, a, v\right) \mathcal{T}_{m}\left(s, a, v, s^{\prime}\right) V_{t-1}^{z_{\mathbf{p}}}\left(s^{\prime}\right)\right]
$$

The above equation dictates that it is required to a have a modified version of the reward, transition and observation functions. However, instead of defining a new POMDP function the

|  |  | ${ }_{s}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\left[\begin{array}{c} i \\ s_{p} \\ \hline \end{array}\right.$ |  | $v_{\text {norma }}$ | $\longrightarrow$ |
| $\sigma_{s}^{\prime}$ |  |  | $v_{\text {fast }}$ | $\xrightarrow{\square}$ |
|  |  |  |  |  |
|  |  | $s_{p}{ }^{\circ}$ | $\xrightarrow[s=s^{\prime}]{\longrightarrow}$ |  |

Figure 6.2: Definition of the projected state $s_{p}$.
notion of the projected state is defined that allows to use the original POMDP functions.

### 6.2 The Projected State

When the robot is in a state $s$ and performs an action $a$ with a velocity $v$, other than the normal velocity, it is expected to end up with a certain probability in a state $s^{\prime}$. Then, the projected state is defined as the state $s_{p}$, where if the robot executes the same action $a$, from state $s_{p}$, with the normal velocity it will end up with the same probability to state $s^{\prime}$. Of course, if $v$ is the normal velocity of the robot, then $s_{p}$ is $s$.

In Figure 6.2 an example of determining the projected state when the robot moves with the fast and the slow speed is illustrated. For clarity reasons, in this example it is assumed that the fast speed is twice the normal speed and the slow speed is half the normal speed. In the case the robot moves at fast speed it forwards two grid cells since with the normal speed it would forward one grid cell. On the other hand, in the case the robot moves at slow speed it will remain in the same grid cell.

The projected state $s_{p}$ is determined geometrically by triangulation in the continuous space. The initial state $s$ is transferred to the continuous space regarding that the robot is in the center location of the grid cell represented by state $s$. Following, the vector of the action
angle is constructed in analogy with the vector of the action angle for normal velocity. When the POMDP is built a certain normal velocity is considered along with a certain duration of movement of each action cycle. Therefore, a certain normal speed motion vector is always assumed in the initial transition probabilities. This vector is used to determine the fast speed motion vector or slow speed motion vector since the fast and slow speeds are defined as a fraction of the normal speed. Hence, by triangulation the resulting state $s^{\prime}$ is determined. Next, the inverse procedure is used to determine the projected state $s_{p}$. Knowing the state $s^{\prime}$ and the normal speed motion vector, triangulation is performed to determine the location of the projected state $s_{p}$. Finally, the location of the projected state $s_{p}$ is transferred from the continuous space to a discrete grid cell.

The determination of the projected state $s_{p}$ is an approximation according to the motion model of the robot used to determine the transitions between states.

### 6.3 The Modified POMDP Functions

As mentioned above, the POMDP parameters are not altered to include information about the robot velocity. Therefore, a formulation of the modified reward and transition functions, $\mathcal{R}_{m}$ and $\mathcal{T}_{m}$, that relates them to the original $\mathcal{R}$ and $\mathcal{T}$ functions that were built considering the normal velocity of the robot only is required. This is achieved by utilizing the projected state of the robot.

Having defined the projected state, the relation of $\mathcal{R}_{m}$ and $\mathcal{T}_{m}$ to the original $\mathcal{R}$ and $\mathcal{T}$, respectively, can now be defined. By the definition of the projected state $s_{p}$, the relation of $\mathcal{T}_{m}$ to $\mathcal{T}$ is straightforward, and is written as:

$$
\mathcal{T}_{m}\left(s, a, v, s^{\prime}\right)=\mathcal{T}\left(s_{p}, a, s^{\prime}\right) .
$$

The above equation assumes that the transition probabilities for executing a certain rotation action $a$ at normal speed are preserved when executing the same rotation action at the fast or slow speed. This is a safe approximation since in the context in which the change of speed is used, the robot will move at a speed other than the normal speed for very short intervals only, i.e. only when the robot has to bypass an obstacle with the fast speed or allow it move way by slowing down. Furthermore, the fast and slow speeds are defined as fractions of the normal speed that are rather small and therefore the motion behavior of the robot does not change dramatically.

The definition of $\mathcal{R}_{m}$ is not as straightforward as for $\mathcal{I}_{m}$. If $\mathcal{R}_{m}$ is simply defined as $\mathcal{R}_{m}(s, a, v)=\mathcal{R}\left(s_{p}, a\right)$, then the robot would always choose to move with the fast speed. This is because the fast speed will always get the robot closer to the goal and thus the reward that it will receive will be bigger. Instead, it is desirable that the robot moves at a different speed from its normal speed only if it has to avoid an obstacle. For that reason change of speed is penalized.

$$
\mathcal{R}_{m}(s, a, v)=\mathcal{R}\left(s_{p}, a\right)-\text { penalty },
$$

The penalty factor for change of speed is defined in relation to the reward function to ensure that the robot has the desirable behavior. The reward function is built by calculating the distance of each grid cell to the goal position. The value assigned to each grid cell is the distance to the goal position, inverted and normalized. Therefore, the reward value of neighboring cells will always differ by a certain amount, as it can be seen in Figure 6.3(a). When the static RGM is built, the average expected difference* of the reward value between adjacent grid cells for every rotation action $a, \operatorname{Ediff}(a)$, can be evaluated.

[^2]Thus, we define $\mathcal{R}_{m}$ as:

$$
\mathcal{R}_{m}(s, a, v)=\mathcal{R}\left(s_{p}, a\right)-\alpha \cdot \frac{\left|v-v_{n}\right|}{v_{n}} \cdot \operatorname{Ediff}(a),
$$

where $v_{n}$ is the normal velocity of the robot and $\alpha$ is a constant that controls how preferable the velocity changes are. The bigger the value of $\alpha$, the less preferable the velocity changes are. The $\frac{\left|v-v_{n}\right|}{v_{n}}$ factor, ensures that when $v$ is the normal velocity, the reward the robot will receive will not be penalized. It also accommodates for the effect of the difference between the fast or slow velocity with the normal velocity on the reward the robot receives by $\mathcal{R}\left(s_{p}, a\right)$. For example, when the fast velocity is double the normal velocity, then we expect that the reward the robot will receive in these two cases will differ by $\operatorname{Ediff}(a)$. In the case that the fast velocity is triple the normal velocity, then $\frac{\left|v-v_{n}\right|}{v_{n}}$ will be equal to 2 , as we expect that the reward the robot will receive in these two cases will differ by $2 \times \operatorname{Ediff}(a)$.

When there is no obstacle in the route of the robot to its goal, the reward values will be unaltered and dependent only on the distance to the goal. Hence, in the case of the fast velocity, the reward the robot will receive after being penalized, will be the same with the reward the robot will receive for choosing the normal velocity, for $\alpha$ equal to 1 . In the case that there is an obstacle moving in the route of the robot to its goal, then the reward values of the cells that are predicted to be occupied by the obstacle in the future will be discounted. Then, the reward the robot will receive for fast velocity will be bigger than the reward for normal velocity even after it is penalized for changing speed.

An example for this case is illustrated in Figure 6.3(b). It is assumed that there is an obstacle moving in the environment. The reward value of the cell that corresponds to the obstacle's current position is set to zero. The reward value of the cells that are in the trajectory from the obstacle's current position to its predicted destination position is discounted. The original reward value of these cells can be seen in Figure 6.3(a). The discount of the reward


Figure 6.3: (a) The static RGM and (b) An example of the robot choosing to move with the fast velocity.
values is not the same for all cells, since it depends on the estimate of how far in the future each cell will be occupied. The robot is currently at the cell denoted with $s$. If the robot moves with the normal velocity, it will maximize its reward when executing one of the suboptimal actions to reach the goal since the reward for executing action North-East has been discounted due to the long-term prediction. When the reward values for the fast velocity are evaluated, it can be seen that the reward for executing action North-East will be the maximum. That is because the robot will end up in a state where its reward has not been discounted due to long-term prediction and even when the expected difference in the reward values for action North-East is deducted it will still remain bigger than all other rewards. Hence, the robot will move with the fast velocity and bypass the moving obstacle.

In the case of the slow speed, the reward the robot will receive for executing any action from the projected state will always be smaller than the reward the robot will receive for choosing the normal speed, when there is no obstacle. This reward will be further decreased by the penalty factor. Therefore, for the robot to choose the slow speed, the reward it receives for the normal and fast speed has to be smaller. This will be the case when there is an obstacle very
close to the robot and did not have a long-term prediction to be able to avoid it by increasing its speed.

The relation of $\mathcal{O}_{m}$ to the original observation function $\mathcal{O}$, using the projected state $s_{p}$, is straightforward and is written as:

$$
\mathcal{O}_{m}(s, a, v, z)=\mathcal{O}\left(s_{p}, a, z\right)
$$

The above definition holds due to the way the observation set has been defined in Section 4.1. An observation is actually the distance the robot travelled when it has executed a certain action $a$. As a result, the relation of $\mathcal{O}_{m}$ to the original observation function $\mathcal{O}$ is in analogy with the relation to the definition for the transition function.

### 6.4 Approximation Methods

The described methodology for controlling the robot's speed can also be applied with any of the approximation methods reviewed in Section 3.3.2 with the use of the modified POMDP functions.

In the case that the MLS heuristic is used the optimal value function is computed as:

$$
V_{t}^{*}(s)=\max _{a \in \mathcal{A}, v \in \mathcal{V}} Q_{m}\left(\arg \max _{s \in \mathcal{S}}(b(s)), a, v\right)
$$

where the modified $Q$-function, $Q_{m}$, is now defined as:

$$
Q_{m}^{t}(s, a, v)=\mathcal{R}_{m}(s, a, v)+\gamma \sum_{s^{\prime} \in \mathcal{S}} \mathcal{T}_{m}\left(s, a, v, s^{\prime}\right) V_{t-1}\left(s^{\prime}\right) .
$$

In the case that the voting heuristic the optimal value function is given by:

$$
V_{t}^{*}(s)=\max _{a \in \mathcal{A}, v \in \mathcal{V}} \sum_{s \in \mathcal{S}} b(s) \delta\left(\pi_{M D P(s)}, a, v\right)
$$

where

$$
\pi_{M D P(s)}=\arg \max _{a \in \mathcal{A}, v \in \mathcal{V}} Q_{m}(s, a, v)
$$

and

$$
\delta\left(a_{i}, v_{i}, a_{j}, v_{j}\right)= \begin{cases}1, & \text { if } a_{i}=a_{j} \text { and } v_{i}=v_{j} \\ 0, & \text { if } a_{i} \neq a_{j} \text { or } v_{i} \neq v_{j}\end{cases}
$$

In the same manner the modified POMDP functions can be applied to other approximation methods present in the literature.

### 6.5 Conclusions

In this chapter it has been described how a POMDP is solved so that it can decide the action the robot should execute and also its speed of movement. This is accomplished without the need of modelling the robot speed as a characteristic of its state but with the use of the definition of the projected state. Hence, the robot speed is decided without any increase in the POMDP size. Consequently, as it will be demonstrated in the following chapter where the results of the proposed navigation approach are presented, the robot can perform obstacle avoidance not only by performing detours or changing completely the path to the goal but also by increasing or decreasing its speed.


## Results

This chapter presents experimental results that validate the proposed approach for autonomous robot navigation. Initially the experimental configuration for the real-world environment as well as the simulated is presented. Following, results that validate the learning of the POMDP model are given. Finally, results that demonstrate the behavior of predictive obstacle avoidance are illustrated.

### 7.1 Experimental Configurations

For testing the performance of the proposed framework, we have performed extensive tests with both real and simulated data. All real data have been assessed on Lefkos, an iRobot B21r robotic platform of our lab, while acting in various indoor areas of FORTH. Simulated tests have been assessed by a home build simulator capable of simulating various robotic sensors with arbitrary error level configurations.

Table 7.1: Lefkos Configuration

| Sonar | 48 (24 surrounding enclosure, 24 surrounding base) |
| :--- | :--- |
| IR | 24 (surrounding enclosure) |
| Tactiles | 56 (24 surrounding enclosure, 32 surrounding base) |
| Laser | SICK PLS scanner |
| Vision System | Pan Tilt stereo vision head or panoramic camera |
| Drive | 4 -wheel synchronous |
| Motor | 4 high torque 24 VDC servo motors |
| Translate Speed | $90 \mathrm{~cm} / \mathrm{sec}$ |
| Rotate Speed | $167 \mathrm{deg} /$ sec |
| Translate Resolution | 1 mm |
| Rotate Resolution | .35 deg |
| Steerable Turret | no power needed |
| Smart Panels | $14(6$ surrounding enclosure, 8 surrounding base) |
| Diameter | 52.5 cm |
| Height | 106 cm |
| Weight | 122.5 kg |
| Floor Clearance | 2.54 cm |
| CPUs | 2 Pentium based ATX computers |
| Communications | 10 Mbps Wireless radio ethernet |

### 7.1.1 Lefkos

All real experiments presented in this thesis have been assessed on a robotic platform of our laboratory, namely an iRobot-B21r, equipped with a SICK-PLS laser range finder. The range finder is capable of scanning 180 degrees of the environment, with an angle resolution of two measurements per degree and a range measuring accuracy of 5 cm . Table 7.1 summarizes Lefkos hardware configuration while Figure 7.1 shows pictures of Lefkos.


Figure 7.1: Lefkos.

### 7.1.2 Simulator

For testing the performance of the proposed framework, against arbitrary robot configurations and being able to compare the results with accurate ground truth, a home-built simulator allowing various environment and robotic hardware configurations was utilized. The simulator is capable of performing in arbitrary simulated environments, interpreting and performing all robot motion commands and simulating all robot sensors at various error levels.

### 7.2 Evaluation of the Learned Model

In order to test the validity of the learning procedure, we have set up an experiment aiming at a quantitative evaluation of the model that results from a learning session in specific environments. Two learning sessions have been performed; a learning session in a simulated environment where the ground truth is available and also one in a real environment. Learning is performed in both cases with the Baum-Welch algorithm detailed in Section 3.4. The envi-
ronment chosen for both experiments is the FORTH main entrance hall, as shown in Figure 7.3.

In both experiments, execution traces have been collected where the robot goes from a start state to a goal state. The start and goal states were different for each execution trace. The RN-HPOMDP for both experiments was built by discretizing the environment into $5 \mathrm{~cm}^{2}$ cells with 7 levels of hierarchy, that results to a discretization step of the orientation and action angles of $5.625^{\circ}$. The model "appropriateness" has been evaluated using the fitness and entropy measures defined in [64] as:

$$
\begin{gathered}
\text { fitness }=1 / T \times \ln p\left(o_{1 \ldots T} \mid a_{1 \ldots T}\right) \\
\text { entropy }=1 /(T \ln |S|) \times \sum_{t=1 \ldots T} \sum_{s \in S}\left[\alpha_{t}(s) \ln \left(\alpha_{t}(s)\right)\right] .
\end{gathered}
$$

Fitness is an indicative measure of how well the model explains an execution trace of length $T$, i.e. how probable is to obtain an observation $o$ when an action $a$ is executed. Entropy is a measure of how certain the robot is about its position. The entropy is evaluated by making use of the alpha values, $\alpha_{t}(s)$, that express the probability that the agent occupies state $s$ at time $t$ given the observation-action pairs until that time and are utilized by the Baum-Welch algorithm. The Baum-Welch algorithm is repeated for a number of epochs until it converges. The fitness and entropy measures are graphically shown in Figure 7.2 for each training epoch. Ideally, fitness and entropy should converge to zero after a sufficiently large number of training epochs. As expected, convergence to zero is not achieved, as its the case with all learning procedures. Still, after a rather small number of epochs, fitness and entropy converge to low values, indicating the validity of the learned model.

In order to provide additional quantitative results on the model accuracy, the position and orientation accuracy in maintaining the robot's state was measured and is shown in Table 7.2. The peak of the POMDP's belief distribution was used as the model's estimate of the robot's


Figure 7.2: Evaluation of the learned RN-HPOMDP model.
current state. As can be observed, the figures indicate increased accuracy of the learned model.

In the simulated environment experiments, where the ground truth is available, the position and orientation errors were measured at each time step during execution between start and goal points.

In the real environment experiments, two distinct robot locations were manually marked on the floor of the FORTH main entrance hall, as shown in Figure 7.3. The robot was driven manually, as accurately as possible, to one of the marked locations and the other marked location was set as the goal position the robot had to reach. The error in the $x, y$ location and orientation between the robot's position after executing the trace obtained by the POMDP model and the marked location it had to reach, was measured manually as accurately as possible.

The mean position and orientation error for both experiments is very close to the discretization of the POMDP, as indicated by the entropy and fitness measures of the learned models. Both experiments, validated that the learned POMDP models were consistent during execution in terms of maintaining the robot's belief and also in reaching the goal position.

Table 7.2: Position and orientation accuracy of the learned model.

| Mean Error | Real Environment | Simulated Environment |
| :--- | :---: | :---: |
| $x(m)$ | 0.053 | 0.023 |
| $y(m)$ | 0.061 | 0.041 |
| $f(d e g)$ | 5.525 | 5.041 |



Figure 7.3: The marked locations in the environment where the experimental evaluation of the RN-HPOMDP model was performed.

### 7.3 Results

In this section a representative set of results of the robot operating in the FORTH main entrance hall is shown. The robot was set to operate for more than 70 hours. The environment was modelled with a RN-HPOMDP of size $|S|=18,411,520,|A|=256$ and $|Z|=24$. The RN-HPOMDP was built with 7 levels. Experiments were performed in a dynamic environment where people were moving within it. In all cases the proposed navigation model has shown a robust behavior in reaching the assigned goal points and avoiding humans or other objects. Following, sample paths the robot followed to reach its goal position by demonstrating the four main behaviors it uses to avoid obstacle are presented.

### 7.3.1 Avoiding obstacles with a detour

In this experiment we demonstrate how the robot avoids two humans moving in the environment in such a manner that they block its route to the goal position. If there were no humans or other objects moving, the robot would follow a straight path to its goal, defined for our experiments as shown in Figures 7.4 and 7.5. In our experiment two humans are moving in the environment. One of them is moving towards the straight path that the robot would follow to reach its goal and the other one is moving in a straight direction vertical to the one the robot would follow. As shown in the figures the robot detects the moving humans and obtains the long-term prediction of their movement and hence decides to make a detour by turning. The decision the robot makes about the detour is long before the robot actually faces the moving humans and where a local obstacle avoider would decide to make a detour.

### 7.3.2 Avoiding obstacles by following a replanned path

In this experiment we show that the robot can decide to follow a completely different path from the one it would follow in a static environment in order to avoid humans moving. It is obvious from the images shown in Figures 7.6 and 7.7, that the optimal path to reach the goal position if the robot was operating in a static environment it would be to follow an almost straight trajectory. In our experiment, a human was moving to block this static optimal path and the robot decided to follow a completely different path, i.e. follow a trajectory that goes behind the building's column to reach the goal position.

### 7.3.3 Avoiding obstacles by decreasing the robot's speed

In the experiment shown in Figure 7.8 the robot cannot perceive the movement of both obstacles all the time. The person's movement denoted in the figure with the yellow square is occluded at the beginning and the robot can see it only after it has passed the building's column. However,


Figure 7.4: Avoiding two moving objects with a detour (I).


Figure 7.5: Avoiding two moving objects with a detour (II).


Figure 7.6: Deciding to follow a completely different path (I).


Figure 7.7: Deciding to follow a completely different path (II).
at that point the robot cannot increase its speed to bypass this person or make a detour since there not enough space at that point. Hence, the robot decides to decrease its speed until the person blocking its way to the goal has passed away. After this point the robot reverts to its normal speed and continues its movement until it has reached its goal position.

### 7.3.4 Avoiding obstacles by increasing the robot's speed

In the experiment shown in Figure 7.9 the robot increases its speed to bypass the human's movement in order to reach its goal position without the need of making a detour. The human's movement is perceived by the robot from the beginning and hence it obtains the longterm prediction early enough to decide to increase its speed to bypass the human's predicted motion trajectory. When the robot has passed the human's motion trajectory its decreases its speed to normal to continue its movement.

### 7.4 Comparative Results

To further evaluate the appropriateness of the proposed approach a set of comparative experiments have been performed. With these experiments it is aimed to provide quantitative measures of how well the proposed approach performs when it is applied in dynamic environments where the robot's movement is obstructed by humans.

The experiments were performed in the simulated environment of the FORTH main entrance hall. The robot was set to reach various goal points and each goal point was reached in the environment in the case where it is static, i.e. there is no human movement, and in the case where it is dynamic. In the case of operating in a dynamic environment, the same experiment was performed by having from one up to five humans moving within the area the robot has to reach. Furthermore, in the case of having four and five humans moving within the environment, experiments were setup such as that all humans move in the area that the robot


Figure 7.8: Avoiding obstacles by decreasing the robot's speed.


Figure 7.9: Avoiding obstacles by increasing the robot's speed.
approaches to reach the goal point in a static environment but they were also performed with a setup where humans were moving within this area and within the area that the robot would perform manoeuvres to avoid humans.

In Figure 7.10 an example is shown of the human motion areas that are defined for the comparative experiments performed. In this figure a sample configuration for a start and a goal point is shown along with a shaded area that denotes the area within the robot would choose to move to reach the goal point in a static environment. Hence, in the performed experiments humans are set up to move within this area so that the robot would have to employ obstacle avoidance techniques. In the special case of the experiments where there are four or five humans moving in the environment there have been used two setups. In one of them all humans move within the area that the robot will operate and in the other setup humans move also outside this area but still within the area where the goal point lies. The second setup enables us to further evaluate the performance of the proposed approach since alternatives routes to a goal point will be also obstructed by human motion.

In addition, the dynamic environment experiments were performed with and without the use of the prediction module. The experiments were performed using 50 different configurations of start and goal points of the robot. The type of experiments performed for each configuration are summarized in Table 7.3.

The time required to execute the path obtained in the case where the environment is static is taken as the optimal time required to perform each experiment. This time is utilized as a reference time to compare against the time required to reach the goal point in all other types of experiments. Thus, we assume that the desirable behavior of the proposed approach is to be able to reach the goal point in a time that is as close as possible to the time the robot has taken when it operated in a static environment. This measure provides us with an insight of how efficiently and effectively the robot can avoid moving obstacles.


Figure 7.10: An example of how the human motion areas are defined for the comparative experiments performed.

In Table 7.4, the outcome of the performed experiments is presented. In this table, a number that ranges from zero to one has been evaluated for each type of experiment, as defined in Table 7.3, that denotes how close the performance of the proposed approach was to the optimal one,

Table 7.3: Type of experiments performed for each configuration of start and goal point.

| Experiment | No. of humans | Prediction Enabled | Human Motion Areas |
| :--- | :---: | :---: | :---: |
| static | 0 | No | - |
| $d y n 1 a$ | 1 | Yes | 1 |
| $d y n 1 b$ | 1 | No | 1 |
| $d y n 2 a$ | 2 | Yes | 1 |
| $d y n 2 b$ | 2 | No | 1 |
| $d y n 3 a$ | 3 | Yes | 1 |
| $d y n 3 b$ | 3 | No | 1 |
| $d y n 4 a$ | 4 | $Y e s$ | 1 |
| $d y n 4 b$ | 4 | No | 1 |
| $d y n 4 c$ | 4 | $Y e s$ | 2 |
| $d y n 4 d$ | 4 | $N o$ | 2 |
| $d y n 5 a$ | 5 | Yes | 1 |
| $d y n 5 b$ | 5 | No | 1 |
| $d y n 5 c$ | 5 | Yes | 2 |
| $d y n 5 d$ | 5 | $N o$ | 2 |

i.e. when the robot performed the experiments in a static environment. Since all the experiments were performed in a simulated environment the time taken to complete a motion path is actually the number of time steps that have been executed. The overall performance for each type of experiment has been evaluated as the average of the performance for each of the 50 distinct configurations used, as:

$$
C_{i}=\sum_{k=1}^{50} c_{i, k},
$$

where $C_{i}$ is the overall performance of each type of experiment $i$ as shown in Table 7.4 and $c_{i}$ is the performance of each type of experiment $i$ when executing a specific configuration $k$, that is evaluated as:

$$
c_{i, k}=\frac{\text { no. of time steps in static environment at configuration } k}{\text { no. of time steps in experiment } i \text { at configuration } k} .
$$

As can be observed in Table 7.4, the proposed approached when utilized with motion prediction of the human movement is superior to that when used without prediction. Furthermore, as the number of humans increases the difference in performance of the proposed approach with prediction and without prediction is more apparent. This is due to the fact that when prediction is available the robot can decide to follow a completely different path that is free instead of getting close to humans and making manoeuvres to avoid them, where as the number of humans increases it is more difficult to perform such manoeuvres. This becomes clear when the performance of the proposed approach is observed in the case of the experiments performed with four or five humans and the effect of having them moving in one or two areas. When the proposed approach is utilized with prediction it can be seen that the performance is not affected dramatically since the robot can decide early enough to follow a path that will not get congested. On the other hand, when there is no prediction utilized the robot has to avoid
many humans and in many cases it does not have the space to perform appropriate manoeuvres. Consequently, the performance is greatly affected when all humans move within the same area and there in no prediction utilized. The performance in the case of the experiments performed without prediction and with humans moving within two areas is actually equivalent to that of the experiments $d y n 2$ and $d y n 3$ since the robot does not change its path to the goal.

Finally, overall the performance of the proposed approach with prediction utilized remains good as the number of humans increases and the deviation from the optimal time required when operating in a static environment remains small. As a result, the proposed predictive navigation approach has shown a stable performance even when the number of humans present in the environment increases and is able to produce paths to reach a goal point that are not too far in time measures of the corresponding paths that the robot would execute in a static environment.

Table 7.4: Overall performance of the proposed approach for each type of experiment performed.

| Experiment | No. of humans | With <br> Prediction | Without <br> Prediction | Human Motion <br> Areas |
| :--- | :---: | :---: | :---: | :---: |
| $d y n 1$ | 1 | 0.947 | 0.938 | 1 |
| $d y n 2$ | 2 | 0.922 | 0.873 | 1 |
| $d y n 3$ | 3 | 0.859 | 0.786 | 1 |
| $d y n 4$ | 4 | 0.795 | 0.691 | 1 or 2 |
| $d y n 4$ | 4 | 0.823 | 0.584 | 1 |
| $d y n 4$ | 4 | 0.767 | 0.798 | 2 |
| $d y n 5$ | 5 | 0.788 | 0.609 | 1 or 2 |
| $d y n 5$ | 5 | 0.818 | 0.590 | 1 |
| $d y n 5$ | 5 | 0.758 | 0.628 | 2 |

## 7.5 : Conclusions

### 7.5 Conclusions

The results of the proposed predictive navigation approach modelled with the RN-HPOMDP have been presented in this chapter. These results have demonstrated the effectiveness of the proposed approach for navigation in dynamic environments. Its performance has been shown to remain stable when the number of humans and/or dynamic objects present in the environment increases. Furthermore, the predictive navigation approach provides four distinct obstacle avoidance behaviors that are activated by the RN-HPOMDP as required based only on the robot perception and the obtained future motion prediction for humans and/or other objects.

## 8

## Conclusions

To conclude this thesis we will review the work presented, the main contributions of this thesis and we will point out possible directions for future research.

### 8.1 Summary

In this thesis, we have proposed a new predictive approach to the autonomous robot navigation problem. The proposed approach is based on a Partially Observed Markov Decision Process (POMDP), that is the navigation problem is treated in a probabilistic manner. Furthermore, the POMDP model is utilized as a unified model for navigation that does not require any other external module to perform the tasks of localization, planning and obstacle avoidance.

In this thesis the problem of navigating effectively in crowded environments was considered. The desired robot behavior is to reach its goal points in an optimal manner in quantitative as well as quality measures. Therefore, it is required to reach its goal points in the shortest time possible as far as quantitative measures are concerned but also by following "elegant" and
"aware" paths to satisfy the quality measures. The robot executes "elegant" and "aware" paths when they are smooth and do not direct the robot to highly congested areas where it should perform many manoeuvres but also when changes in the environment that might eventually block its route to the goal point can be realized and hence avoided. This kind of behavior is achieved by incorporating into the model future motion prediction. Two kinds of motion prediction are utilized: short-term and long-term prediction. The long-term future motion prediction is the element that allows to plan paths that are "aware" and hence "elegant". An important aspect when planning is how much information is utilized, i.e. whether planning is performed globally or locally. The proposed framework is capable of planning globally and hence take into account all available environment information. Furthermore, global planning is performed continuously and hence the robot can react quickly to changes in the environment. Finally, the robot is allowed to modify its speed, increase it or decrease it, in order to avoid obstacles more effectively.

All navigation tasks are performed with the use of a POMDP. POMDPs are probabilistic sequential decision making models that have been used so far for high-level planning. In this way, the probabilistic manner in which planning was performed was only partially exploited since it is required to use non-probabilistic obstacle avoidance and/or low-level planning methods. The main drawback of POMDPs when used for navigation is their extreme memory and computational requirements. As a result, in this thesis a hierarchical representation of POMDPs specifically designed for robot navigation, the RN-HPOMDP, has been developed that is capable of modelling the environment at a fine resolution and also being solved in real-time on-line. Consequently, uncertainly is considered in all aspects of navigation.

Experimental results have shown the applicability and effectiveness of the proposed approach for indoor navigation tasks where optimal planning and effective obstacle avoidance are required at the same time.

### 8.2 Contributions

The primary contributions of this thesis are the modelling of the autonomous robot navigation task via HPOMDPs and the future motion prediction of humans and/or other moving objects. Utilization of POMDPs towards the development of a unified probabilistic framework for autonomous robot navigation gave rise to contributions, which are summarized below.

- RN-HPOMDP. A novel representation of hierarchical POMDPs is proposed in this thesis specifically designed for the autonomous robot navigation problem. It has been shown that the RN-HPOMDP can effectively model large real-world environments at a fine resolution and it can decide the actions the robot should execute in real-time. The RNHPOMDP integrates all three aspects of navigation: localization, planning and obstacle avoidance. Finally, it should be stressed out that the RN-HPOMDP performs these three tasks and provides the actual actions the robot executes without the intervention of any other module.
- Reference POMDP (rPOMDP). The RN-HPOMDP is modelled in such a manner such that the functions that characterize it are based only on the motion model of the robot. This feature has enabled us to introduce the notion of the Reference POMDP (rPOMDP) that conveys this robot specific information. The rPOMDP is a very small POMDP in size, independently of the actual size of the environment, that is used to maintain all probability matrices of the RN-HPOMDP.
- Long-Term Prediction. A novel approach for long-term prediction of the motion trajectory of humans and/or other objects is proposed in this thesis. The long-term prediction is based on the definition of the so called "hot points", i.e. points of interest in the environment that people tend to visit often. The "hot points" can be either defined manually or be learned through an automated procedure that produces a map of "hot
points". The map of "hot points" in essence conveys information regarding the patterns of motion behavior in a specific environment.
- Motion Tracking. A new methodology for multiple object motion tracking is also presented in this thesis. The motion tracker utilizes the short-term and long-term prediction obtained for obstacle avoidance to perform the estimation step. The data association step is performed by a nearest neighbor filter that is however verified by the motion trajectory of detected objects obtained by the long-term prediction module. Furthermore, where the nearest neighbor filter fails to match objects due to occlusions the long-term prediction module is again utilized.
- Control of Robot Speed to Avoid Obstacles. The robot is allowed to increase or decrease its speed in order to avoid obstacles more effectively. In this manner, unnecessary detours can be avoided. The change of speed is decided by the POMDP used for navigation. The notion of the projected state is introduced that allows the use of the regular POMDP functions without the need of incorporating into the state space or the action space the different speed at which the robot can move.


### 8.3 Future Work

Throughout this thesis, we have studied the application of POMDPs for the autonomous robot navigation problem along with prediction methods for effective obstacle avoidance. The proposed probabilistic framework consents encouragingly on the applicability of POMDPs for modelling in a unified manner the three navigation tasks of localization, planning and obstacle avoidance. The proposed hierarchical POMDP has been shown appropriate for providing directly the actions the robot should perform without the intervention of any other module and hence exploiting its probabilistic nature in all aspects of navigation. During our study we have
gained significant insight into the challenges as well as the opportunities related with such an attempt. We believe that this thesis has contributed to research effort in this topic; still there are interesting aspects that deserve further research endeavors. To conclude this thesis, we will point out some areas appearing to invite productive future work.

- Reference POMDP (rPOMDP). The proposed rPOMDP has been utilized to model the robot motion behavior in the POMDP functions. Hence, we were able to transfer the probabilities learned for the rPOMDP to the whole hierarchical structure of POMDPs. Environment specific information is included only in the reward function of the POMDP and this has enabled us to plan with POMDPs in real-time for large environments. However, the rPOMDP has limitations since it defines a small state space in which the motion behavior is modelled. To alleviate this limitation it is proposed to investigate the use of continuous functions that can be learned to model the robot motion behavior and then use these reference function in analogy with the rPOMDP to transfer the required probabilities on-line while planning. An important aspect of this approach is the way in which the observation set of the POMDP is modelled. In our approach, observations do not infer environment specific information as most commonly is the case with POMDPs but instead infer information about the movement of the robot. However, the observation set is limited on the accuracy of the output of the IDC algorithm for scan matching that is used to form the observation set. It is proposed to further investigate the possible approaches in forming the observation set independently of another approach but still inferring the actual robot motion instead of environment information.
- Hierarchical POMDP (RN-HPOMDP). The proposed RN-HPOMDP has shown that POMDPs can actually be utilized not only for high-level planning but low-level planning with integrated obstacle avoidance behavior. However, the main deficiency of POMDPs when used for planning in large real-world environments is that they have to maintain
a belief distribution of extremely large size. The use of the rPOMDP has provided a method for maintaining the POMDP function and the hierarchical structure has provided a manner of representing the environment at various discretizations and divided into small areas. In essence, planning with the RN-HPOMDP, i.e. solving small POMDPs at various discretizations, is analogous to planning with multiple high-level planners and a low-level planner. Furthermore, when updating the robot's belief about the state it actually occupies with the RN-HPOMDP is actually analogous to updating multiple small regions of the belief and then these regions compose the full belief about the robot's state. A future proposed improvement of the RN-HPOMDP is to built dynamic hierarchical structures based on the current belief state of the robot. In this manner, the hierarchical structure can choose the discretization of each area of the environment based on the importance of its features. Hence, it will capture more effectively the important features of the environment, e.g. the areas of the environment where the robot lies, the goal point is located or where there is activity. Furthermore, the belief update is performed currently in the RN-HPOMDP according to predefined divisions of the environment. With the use of a dynamic hierarchical structure the division of the environment can be dependent on the belief distribution and hence perform the belief update more effectively. This approach can be thought as analogous to the recently proposed point-based POMDP methods, that have gained a great interest in the research community. However, the choice of the belief points in the proposed approach is not random and areas of the belief are chosen instead of unique points. Finally, we should note that although the interest in the research community is mainly focused on developing more efficient approximation methods of POMDPs, it is believed that the use of a hierarchical structure is required to be able to use POMDPs in the problem context of this thesis. This is due to the fact that even the most recently proposed approximation methods cannot be solved in real-time
for millions of states, like the proposed hierarchical structure is able.
- Robot Speed Control. The modification of the robot's speed of execution has been shown to provide an effective manner for obstacle avoidance. It is proposed to investigate methods that can allow the robot to modify its speed as required to avoid obstacles instead of being able to choose between predefined speeds. With the use of the continuous functions proposed for future investigation this can be achieved without increasing the computational complexity or memory requirements of the POMDP.
- Future Motion Prediction. Prediction about the movement of humans and/or obstacles has enabled us to perform obstacle avoidance efficiently and effectively. This was mainly achieved by the long-term prediction module that attempts to predict the final destination point of a human's movement. As noted previously in this thesis, standard prediction methods cannot provide good estimates of the future position of humans. Therefore, learning the motion behavior of humans in a specific environment provides us the means of obtaining long-term predictions. Another method that shares the same intuition is the work presented in [9]. This method however learns specific motion patterns to destination points in an environment. It is believed that learning the destination points humans tend to visit often can be utilized more effectively for future motion prediction since it is not restricted to conform to any specific motion pattern. This approach is proposed to be further extended by learning areas of the environment that tend to get congested and associate them with speed behaviors of humans.
- Multi-Robot Navigation. The predictive navigation framework proposed in this thesis is proposed to be extended for multi-robot navigation. The coordination can be achieved with the utilization of Markov games that can handle multiple robots represented as agents modelled with the RN-HPOMDP.

A concluding remark is that autonomous robot navigation can benefit a lot by utilization of POMDPs as confirmed by the increased interest in research on planning under uncertainty. Furthermore, the prediction of human motion can assist in obtaining more effective paths to the destination points a robot has to reach. In this thesis we have introduced a new approach towards this goal and have demonstrated its applicability and effectiveness to demanding navigation tasks. At the same time, the proposed approach provides a basis for future work, pointing to topics that call for research studies.
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[^0]:    *Preliminary versions of the RN-HPOMDP are presented in [33, 34].

[^1]:    ${ }^{\dagger} d$ is the depth of the tree and $N$ is the maximum number of entry states for an abstract state.
    ${ }^{\ddagger}$ The size of the action space $|\mathcal{A}|$ was added in the time complexity of the Theocharous approach, so that the comparison with the complexity of a flat POMDP and our approach can be direct, although in their approach $|\mathcal{A}|$ is constant and equal to 4.

[^2]:    *The term expected does not signify the employment of any estimation procedure for the determination of these values.

