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Abstract. We introduce a Presburger modal logic PML with regularity
constraints and full Presburger constraints on the number of children
that generalize graded modalities, also known as number restrictions
in description logics. We show that PML satisfiability is only PSPACE-
complete by designing a Ladner-like algorithm. This extends a well-
known and non-trivial PSPACE upper bound for graded modal logic.
Furthermore, we provide a detailed comparison with logics that con-
tain Presburger constraints and that are dedicated to query XML doc-
uments. As an application, we show that satisfiability for Sheaves
Logic SL is PSPACE-complete, improving significantly its best known up-
per bound.

1 Introduction

Logics for XML Documents. In order to query XML documents with Pres-
burger and/or regular constraints, logical and automata-based formalisms have
been recently introduced [ZL06, [SSMHO04, [BT05] leading to various expressive-
ness and complexity results about logics and specialized tree automata. As
usual, XML documents are viewed as labeled, unranked ordered trees. For in-
stance, a logic with fixed-point operators, Presburger and regularity constraints
is shown EXPTIME-complete in [SSMHO04], improving results for description log-
ics with qualified number restrictions [CGO05]. At the same period, the sister logic
SL (“Sheaves Logic”) is shown decidable in [ZL03]. The more expressive logic
GDL is however shown undecidable in [ZL06] since GDL can express properties
about disjoint sequences of children. More generally, designing modal logics for
semistructured data, either for tree-like models [Mar03, [ABD™05] or for graph-
like models [ADdRO3|, BCT04] has been a fruitful approach since it allows to
reuse known technical machineries adapted to special purpose formalisms.

Our Motivation. The main goal of this work is to introduce a modal logic
allowing Presburger constraints (more general than those in graded modal log-
ics [BCREL [Tob00] or description logics [HSTO0, [CG05]) and with regularity con-
straints as in the logical formalisms from [Wol83| [ZL.03, [SSMH04] but with a
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satisfiability problem in polynomial space which would refine decidability and
complexity results from [Tob00, [SSMHO04, [ZL06]. Such an hypothetical logic
would be much more helpful than the minimal modal logic K that is also known
to be PSPACE-complete [Lad77] but K has not the ability to express such complex
Presburger and regularity constraints. With such requirements, fixed-point op-
erators are out of the game since modal p-calculus is already EXPTIME-complete.
Similarly, Presburger constraints should be in a normal form since full Presburger
logic has already a complexity higher than 2EXPTIME. It is worth observing that
as far as memory ressources are concerned, no EXPTIME-complete problem is
known to be solved in polynomial space. Hence, the potential difference between
EXPTIME-completeness and PSPACE-completeness remains, so far, a significant
gap in practice for running algorithms.

Our Contribution. We consider a Presburger modal logic PML with full Pres-
burger constraints on the number of children and with regularity constraints.
It is a minor variant of either the fixed-point free fragment of [SSMHO04] or
the Sheaves Logic SL [ZL06]. The exact relationships between PML, SL and
the logic from [SSMHO04] are provided in the paper. We show that the satis-
fiability problem is PSPACE-complete (only the binary representation for inte-
gers is used). The complexity upper bound is proved with a Ladner-like al-
gorithm, see the original one in [Lad77] and strongly related tableaux meth-
ods in [Gor99]. This result generalizes what is known about graded modal
logic [Fin72l, BC85] [Tob00] and apart from its larger scope, we believe our
proof is also much more transparent. Even though some of the bounds used
in our algorithm are obtained by a careful analysis of proofs from [SSMHO04],
our algorithm can be viewed as the optimal composition between an algorithm
that transforms a PML formula into a Presburger tree automata and an algo-
rithm that tests emptiness for these peculiar Presburger tree automata. This
provides a new and non-trivial PSPACE complexity upper bound that is not a
direct consequence of [SSMHO04] since composing a polynomial space reduction
with a polynomial space test does not imply the existence of a direct poly-
nomial space test for the composition. For example, runs of linearly-bounded
alternating Turing machines can be computed in polynomial space and test-
ing if a run is accepting can be done in polynomial space in the size of the
run. However, since APSPACE = EXPTIME, it is unlikely that the composition
can be done in PSPACE. Additionally, our algorithm substantially refines results
from [ZL03], [SSMHO04]. Indeed, as by-products of the PSPACE-completeness of
PML, we show that SL satisfiability [ZL06] is PSPACE-complete, the fixed-point
free fragment of the main logic from [SSMHO04] is also PSPACE-complete and
the logic PDLyyee from [ABD™05] is undecidable when extended with Presburger
constraints. The complexity upper bounds are established via a logspace reduc-
tion whereas the PSPACE lower bound is proved by reducing satisfiability for
the modal logic K restricted to the only truth constants as atomic formulae and
characterized by the class of all the Kripke structures or equivalently by the class
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of all finite trees. Indeed, PSPACE-hardness of this very K fragment is already
known [HemO1T].
Omitted proofs can be found in the report [DLOG].

2 Presburger Modal Logic

Given countably infinite sets AP = {p1,ps,...} of propositional variables and
Y = {Rq1,Ra,...} of symbol relations, we define the set of formulae and terms
inductively as follows: ¢ :=p | ¢ | pAD | t~b | t=kc | AR, ¢P1,...,0n)
and t := a x *¢ | t+a x ff¢, where p € AP, R € X, bk,c € N, a € Z,
~€ {<,>,=} and A is a nondeterministic finite-state automaton over an n-
letter alphabet X' 4 in which the letters are linearly ordered Y4 = ay,...,a,.
The language accepted by A is denoted by L(.A). We write |¢| to denote the size
of the formula ¢ with some reasonably succinct encoding and md(¢) to denote
the “modal degree” of ¢ defined as the maximal number of imbrications of the
symbol f in ¢.

A term of the form a; x ff1¢1 +. ..+ a,, X # ¢, is abbreviated by X;a;f% ¢;.
Because of the presence of Boolean operators and quantifier-elimination for Pres-
burger arithmetic, any kind of Presburger constraints can be expressed in this
formalism, maybe less concisely with respect to an analogous language with
quantifiers. We assume in the following that the automata are encoded reason-
ably succinctly and the elements in Z are represented with a binary encoding.

A model M for PML is a structure M = (T, (Rp)rex, (<} ))nder, l) where

— T is the set of nodes (possibly infinite),

— (Rp)rey is a family of binary relations in 7" x T' such that for all R € X' and
nd € T, the set {nd' € T : (nd,nd’) € T} is finite (finite-branching),

each relation <® , is a total ordering on the Rg-successors of nd,

— 1: T — 22F is the valuation function.

In the rest of the paper, we write Rgp(nd) = ndy < ... < nd, to mean that
Ri(nd) = {nd’ € T : (nd,nd’) € Ra} = {nds,...,ndy}, and nd; <¥, ... <},
nd,. Given a finite-branching binary relation R C T x T, we write R*(q) to
denote the cardinal of the set {¢' € T': (¢,¢’) € R}. The satisfaction relation is
inductively defined below where M is a model for PML and nd € T

— M,nd =piff p €l(nd); M,nd E —¢ iff not M,nd = ¢,

— M,nd = ¢1 A ¢g it M,nd = ¢ and./\/l nd = ¢a,

- M,nd | Ziaifftig; ~ b iff Dia; Ry , (nd) ~ b with Ry, 4, = {{nd',nd") €
T xT:(nd,nd") € Rg,, and M, nd” E ¢},

— M,nd = Z;a;f ¢; = ciff there is n € N such that X alRR (nd) =nk+c,
— M,nd = AR, ¢1,...,¢,) iff there is a;, ---a;, € L(A) such that Rp(nd) =
ndy < ... < nds and for every j € {17...7oz}~7 M, nd; = b5,

The automata in PML are used exactly as those defining temporal operators
in extended temporal logic [Wol83]. The modal operator < (see e.g. [BARV01])
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is defined by ¢¢ ~ #*¢ > 1 (and dually O¢ ~ #*—¢$ = 0) whereas formula <, ¢
from graded modal logic is defined by ¢>,¢ ~ ¢ > n. A basic example of
what PML can express and graded modal logic cannot is that “there are twice
more children satisfying p than children satisfying ¢” which can be stated by
f*p — 2ff'q = 0.

A formula ¢ of PML is satisfiable whenever there exist a model M =
(T, (R)res, (<% ))naer, 1) and nd € T such that M, nd |= ¢. Even though PML
models are defined from general Kripke structures (apart from the fact that
they are finite-branching), we show below that we can restrict ourselves to finite
unranked ordered trees.

Lemma 1. For every PML formula ¢, ¢ is satisfiable iff ¢ is satisfiable in a
model M such that for all relation symbols R occurring in ¢ and nd € T, the
restriction of (T, Rg) to Rj(nd) is a tree.

Proof. Suppose that ¢ has a PML model M = (T, (Rp)re s, (<} )nder,!) and
state nd € T such that M,nd = ¢. We build a model M’ satisfying the tree
condition by unfolding M in the standard way. However, it remains to define
the corresponding linear ordering. The model M’ = (T", (Sa)ae 5, (<.%)nacr, 1)
is defined as follows:

— T is the set of finite non-empty sequences of the form nd Ry nd; ...Rx ndy,

(ndRy ndy ...Rynd,) Sy (ndRq nds ... R, ndy, Ry ndyy1) iff (nd,,, ndyy1) €

Ry and R =R, 41,

/(nd Ry ndy ...R, nd,) = l(nd,) for every nd Ry ndy ...R, nd,, € T,

— each ordering <}, is the one induced by <? , by considering the last element
nd of the sequence nd’.

One can show that for every nd Ry ndy ...R, nd, € T’ and PML formula 1),
M’ nd Ry ndy ... Ry, ndy, = ¢ iff M,nd,, E . In particular M, (nd) = ¢.

Since the formula tree of every formula is finite and Presburger or regular con-
straints only speak about direct successors, we can establish the result below.

Lemma 2. For every PML formula ¢, ¢ is satisfiable iff ¢ is satisfiable in a
model M such that T is finite and for all relation symbols R occurring in ¢ and
nd € T, the restriction of (T, Rg) to Rj(nd) is a tree.

Additionally, one relation symbol suffices as a consequent of the result below.

Lemma 3. For every PML formula ¢, one can compute in logspace a PML
formula ¢’ with a unique relation symbol R such that ¢ is satisfiable on finite
trees iff ¢' is satisfiable on finite trees.

In the rest of the paper, we assume that X is a singleton set {R}, we write
A(é1,...,¢n) instead of AR, ¢1,...,¢,) and #¢; instead of ff¢;. Models are
written as tuples (T, R, (<nd)ndeT,!)-
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3 An Optimal Algorithm for PML Satisfiability

In this section, we show that PML satisfiability can be solved in polynomial
space by using a Ladner-like algorithm [Lad77]. The original algorithm [Lad77)
is designed for the modal logics K and S4, see a tense extension in [Spa93].

3.1 Consistent Sets of Formulae

We define below a notion of closure & la Fisher-Ladner [FL79] for finite sets of
formulae. Intuitively, the closure cl(X) of X contains all the formulae useful to
evaluate the truth of formulae in X.

Definition 1. Let X be a finite set of formulae. cl(X) is the smallest set of
formulae such that

— X Ccl(X), cl(X) is closed under subformulae,

if Y € cl(X), then i € cl(X) (we identify =) with ),
—ift~becl(X), thent ~ b€ cl(X) for every ~'€ {<,>,=},

let K be the lem of all the constants k occurring in subformulae of the form

t =i c. Without any loss of generality, we can assume that =g does not occur
in¢. If t =f c € cl(X), then t =k ¢ € cl(X) for every ¢ € {0,..., K —1}.

A set X of formulae is said to be closed iff c1(X)=X. Observe that card(cl(X)) is
exponential in card(X), which is usually not a good start to establish a polyno-
mial space upper bound. Nevertheless, consistent sets of formulae, the ones that
may be satisfiable, contain exactly one formula from {t =x c: c € {0,..., K—1}}
for each constraint ¢ = ¢’ in X. Hence, as shown below, encoding consistent
sets will require only linear space.

We refine the notion of closure by introducing a new parameter n: the distance
from the root node to the current node where the formulae are evaluated. Each
set cl(n, ¢) is therefore a subset of cl(¢).

Definition 2. Let ¢ be a PML formula. For n € N, cl(n, ¢) is the smallest set
such that:

— cl(0,¢) = cl({¢}), for every n € N, cl(n, ¢) is closed,
— for alln € N and ¢ occurring in some formula of cl(n, @), ¥ € cl(n+1, ¢),
— for alln € N and A(p1,...,0m) € cl(n, @), {d1,...,0m} Ccl(n+1,9).

We are only interested in subsets of cl(n, ¢) whose conjunction of its elements is
PML satisfiable. A necessary condition to be satisfiable is to be consistent locally,
i.e. at the propositional level and at the level of Presburger constraints. As far
as these latter constraints are concerned, we are more interested to introduce
a notion of consistency that allows a polynomial space encoding of consistent
sets than to guarantee that the Presburger constraints in a given set are indeed
satisfiable. This latter property is checked with constraint systems (see below)
in the main algorithm. This is analogous to the requirement to check maximal
consistency at the propositional level but not PML satisfiability at once.
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Definition 3. A set X C cl(n, @) is said to be n-locally consistent iff the con-
ditions below hold:

—if W € cl(n, ), then 2 € X iff v & X,

— if 1 AN ho € cl(n, @), then 1 Apo € X iff th1,¢2 € X,

— ift ~becl(n, X) then there is a unique ~'€ {<,> =} st. t ~ be X,

— if t = ¢ € cl(n,X), then there is a unique ¢’ € {0,...,K — 1} such that
t=rcd X,

— ift =k c€cl(n,X), then -t = ¢ € X iff there is ¢ € {0,..., K — 1} such
thatt = ¢’ € X and not ¢’ =, c,

—ift ~beclln,X) then -t ~ b € X iff there is ~'€ {<,>,=}\ {~} such
thatt ~" b e X.

Lemma 4. Let ¢ be a PML formula and n € N. (I) Every n-locally consistent
set has cardinal at most 2 X |¢| and can be encoded with a polynomial amount of
bits with respect to |¢|. (II) cl(|¢], #) = 0.

Let X be an n-consistent subset of cl(n, ¢). The set X is encoded as follows. To
each subformula 1 in cl(n, ¢) that is neither a periodicity constraint of the form
t =k ¢, nor a constraint of the form ¢ ~ b, we associate a bit encoding whether v
belongs to X. To each formula of the form ¢ ~ b in cl(n, ¢), we associate a value
~'in {<, >, =} encoding the fact that ¢t ~’ b belongs to X. Analogously, to each
formula of the form ¢ = ¢ in cl(n, @), we associate a value ¢’ in {0,..., K — 1}
encoding the fact that ¢ =k ¢ belongs to X. This unique ¢’ requires O(|¢|) bits
to be encoded. Hence, each n-consistent subset of cl(n, ¢) can be encoded with

O(|¢|?) bits.

3.2 Constraint Systems

In this section, we explain how a consistent set induces solutions from numerical
constraint systems based on the Presburger and regularity constraints. A con-
straint system S over the set of variables {x1,...,2,} is a Presburger formula
built over {x1,...,z,} that is a Boolean combination of atomic constraints of
the form Yja; x x;; = b with each a; € Z and b € N. A positive solution for
S is an element x € N™ such that x = S in Presburger arithmetic. We base
our analysis on the following lemma, which follows from a result of Papadim-
itriou [Pap81].

Lemma 5. Let S be a constraint system over {xi,...,T,}. S has a positive
solution iff there is a positive solution s.t. all the coefficients are bounded by
(n+2xm)x (2xm+ (a+1))4+! where a is the mazimal absolute value among
the constants occurring in S and m is the number of atomic constraints in S.

Given a PML formula ¢ and an n-locally consistent set X, we associate a con-
straint system Sy as follows. The number of (n + 1)-locally consistent sets is
bounded by nb(n + 1) & 271D for some polynomial p(-) and we denote be-
low such sets by Y1,...,Y,,n41). The system Sx contains the variables x4, ...,

Tpp(nt1)- To each formula 1) € cl(n +1,¢) that is not a periodicity constraint of
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the form ¢ =g ¢, we associate the term ¢, = X; yev, ;. Remember that we have
assumed wlog that formulae of the form ¢ =g ¢ belongs to the closure sets but
are not atomic formulae occurring in ¢. We shall define Sx as a conjunction of
the constraints below:

- EYi is not satisfiable L4 = 07

if Eiaiﬁqﬁi =b € X, then we add Eiait% =b,

if Yia;i¢; < b€ X, then we add X;a;ty, +y = b — 1 where y is new,
— if Xja;8¢; > b € X, then we add Xja;ty, —y = b+ 1 where y is new,
it Ya;i¢; = ¢ € X, then we add Y;a;t4, — Ky = ¢ where y is new,
if Ay (1, 0 ) A, bh)) and AL (W, Wk,

. T wf;lg) are all the automaton-based formulae in X, then we add

the Presburger formula of the form

\/EI . y,i’j . z,i’j . (/\(t%] = aé’j—FEky;’jai’j)/\(/\twg = bé’j—kEkz;’jbi’j))
(2] 0]

such that each disjunct has at most 271(9) 4 22xI#I* variables and the ab-
solute values of the coefficients a;” and by’ are bounded by 22*191.

The positive solutions form the Parikh image of the language L(A;)N---N
L(An,) N =L(A}) N--- N =L(A;, ) over the alphabet Y1,...,Y,pnq1). A
transition ¢ 2 ¢/ in Ai (o3, ..., (b,lll) is read as a concise representation for

the transitions of the form ¢ x q" with ¢} € Y. The existence of such a
formula is a consequence of the proof of [SSMH04, Theorem 3] and the proof
of [SSMHO04, Theorem 6]. Indeed, computing the minimal and determin-
istic automaton for the product of Aq,..., A;, Aj,..., A}, over the alpha-
bet {Y1,...,Y,pm41)} Produces a constraint system of dimension nb(n + 1)
with doubly exponential number of variables and coefficients bounded by an
exponential value in |¢| [VSS05]. However, the constraints induced by the
automaton-based formulae involve subformulae of ¢ and the latter system
can be reduced to a system with only an exponential amount of variables
using some combinatorial argument from [SSMH04, Theorem 6].

If we restrict ourselves to the fragment of PML with at most k regularity con-
straints per formulae and deterministic automata, say PML%‘”, then an automa-
ton A accepting L(A1) N -+ NL(A,, ) N =L(A}) N---N=L(AL, ) (n1 +mq < k)
can be built in polynomial-time in |¢| and then a Presburger formula for the
Parikh image of L(A) in linear-time in A using [VSS05, Theorem 4]. In the case
PML is studied in full generality instead of a specific PML{et, one needs to take
advantage of this huge disjunction. The number of disjuncts may be (double)
exponential but each disjunct will satisfy the good size properties to get PSPACE.
The construction of Sx is done in the way that allows to state the result below:

Lemma 6. Let ¢ be a PML formula, d € {0,...,|¢|} and X be a d-locally
consistent of formulae. Then, X is PML satisfiable iff Sx has a positive solution.
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Because of the Presburger formula introduced by the regular constraints, the
system Sx can be viewed as a disjunction of constraint systems S’ such that the
number of variables in &’ is at most exponential in |¢|, the number of atomic
constraint in &’ is polynomial in |¢| and the maximal absolute value among
the constants occurring in &’ is at most exponential in |¢|. By Lemma [ if
S’ has a solution, then each value can be encoded in polynomial space in |@|.
Consequently, if Sx has a solution, then each value can be encoded in poly-
nomial space in |¢|. We write M to denote the maximal value for all the sys-
tems Sx from the d-locally consistent set of ¢ with d < |¢|. M is actually in
O(2r2(19D),

3.3 The Algorithm

We define the function SAT such that ¢ is PML satisfiable iff there is X C cl(0, ¢)
such that X is O-locally consistent and SAT(¢, X,0) has a computation that
returns true. The function SAT(X, ¢, d) is defined in Fig.[Il The first argument
X is intended to be a subset of cl(d, ¢). SAT is a non-deterministic algorithm
but it can be defined as a deterministic one by enumerating possibilities instead
of guessing, in the standard way.

Observe that we do not need to guess values for the auxiliary variables (y,
y;” 2,7 ) but their existence is taken into account in the bound M and in the
(final-checking) step. Similarly, if we guess a set Y,, that contains some unsatis-
fiable formula then SAT(Y,, ¢,d + 1) has no accepting computation which also
induces a non accepting computation for SAT(X, ¢, d). However, the bound M
takes into account this type of constraints of unsatisfiable formulae. Moreover,
we check on the fly that the regularity constraints hold true. In particular, we
visit on the fly the automata obtained by the subset construction in order to
check negative regularity constraints.

The algorithm described in SAT is a typical example of Ladner-like algorithm,
see e.g. similar algorithms in [Lad77, [Spa93], [Dem03|. Indeed, it does not rely on
any machinery such as automata or tableaux/sequent proof systems for checking
satisfiability (but its correctness proof is indeed a kind of completeness proof).
Moreover, the graph of recursive calls (here for SAT) induces a tree model for
the argument formula. Since PML models are precisely trees, we get the PML
model for free.

Observe also that comparing our algorithm from the one in [Tob00] for the
poorer graded modal logic, our PSPACE upper bound is not based on any specific
technique such as the trace technique and Presburger constraints are checked
after guessing all the children.

3.4 Complexity Analysis and Correctness
Firstly, we prove that SAT requires only polynomial space.

Lemma 7. For each 0-locally consistent set X , any computation of SAT (¢, X, 0)
requires polynomial space in |@|.

Then we prove the correctness of the algorithm.
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function SAT(X, ¢,d)

(consistency) if X is not d-locally consistent then abort;
(base case) if X contains only propositional formulae then return true;
(witnesses)
(initialization-counters) for every ¢ € cl(d + 1,¢) that is not a periodicity
constraint of the form t =g ¢, Cy = 0;
(initialization-states) for every A(v1,...,%a) € X, qa(y,
initial state go of A;
(initialization-states-complement) for every —-A(¢1,...,%.) € X,
G-A(v1,....00) := I where I is the set of initial states of A;
(guess-number-children) guess nb in {0,...,nb(d + 1) x M };
(guess-children-from-left-to-right) for ¢ =1 to nb do
1. guess z € {1,...,nb(n+1)};
2. if not SAT(Yz, ¢,d + 1) then abort;
3. for every ¢ € cl(d + 1,¢) that is not a periodicity constraint, if ¢ € Y5,
then Cﬂ, = Cﬂ, +1;
4. for every A(¢n,...,%a) € X,
(a) guess a transition qa(y,,...,v.) Y ¢ in A with ¥4 = ay,...,aq;
(b) if ¢ € Ya, then qa(y,,...,wa) = ¢, otherwise abort;
5. for every = A(¢1,...,%a) € X,
(a) guess a letter a; in X4 = a1, ..., aq;
(b) if 1b; € Y, then g a(yy,...p0) = {0 3¢ € Ca(prrpa) @ > a},
otherwise abort;
(final-checking)
1. for every Xiafips ~ b € X, if Xia; x Cy, ~ b does not hold, then abort,
2. for every Yiaiflvy;i = c € X, if Xia; x Cy,; =k ¢ does not hold, then abort,
3. for every A(vn,...,%a) € X, if a(y,,...,po) s DOt a final state of A, then
abort;
4. for every = A(¢1,...,%a) € X, if - a(y,
then abort;
(return-true) return true.

¥e) ‘= qo for some

.....

¥o) contains a final state of A,

.....

Fig. 1. Satisfiability algorithm

Lemma 8. A formula ¢ is PML satisfiable iff for some X C cl(0,¢), SAT
(X, $,0) has a computation that returns true.

By Lemmas[1 B Savitch’s Theorem and PSPACE-hardness of K, we establish our
main result.

Theorem 1. PML satisfiability is PSPACE-complete.

Obviously, PML without regularity constraints is also in PSPACE.

4 Complexity Results for Similar Logics

In this section, we compare PML with other logics with Presburger constraints.
This is the opportunity to clarify the relationships between PML and logics
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from [SSMHO04, [ZL06, IABD™05] and to state some new PSPACE-completeness
and undecidability results.

4.1 Graded Modal Logics

Graded modal logics are obviously the modal ancestors of PML where the for-
mulae with Presburger constraints are of the form <3, ¢ and the like, are consid-
ered, see e.g. the early [Fin72, [BC85, vdH92 vdHdR95]. Such logics have been
extended to fit more specific motivations, giving epistemic logics [vdHM91] and
description logics (see e.g. [CG05]) with graded modalities. It is only in [Tob00]
that minimal graded modal logic, counterpart of the modal logic K, is shown
decidable in PSPACE, various decidability results being earlier established in
a systematic way in [Cer94]. Our result about PML extends the main result
from [Tob00]. Various extensions of known logics by adding graded modalities
has been considered and undecidability is often obtained because the ability to
count is often central to encode a grid, see e.g. [BP04]. However, the EXPTIME-
completeness of graded p-calculus [KSV02] remains a tour de force. Furthermore,
there exist various attempts to encode concisely logics with counting into logics
with no explicit counting mechanism, see e.g. [OSH96], MP97], but none of them
implies a PSPACE upper bound. Modal-like logics with more expressive Pres-
burger constraints on the number of children can be found in [SSMHO04, [Z1.06)
and this is the subject of the two next sections.

4.2 Sheaves Logic

Definition. In this section, we recall the syntax and semantics of the Sheaves
Logic SL that is shown decidable in [ZL03, [ZLL06] with a non-elementary algo-
rithm. For the sake of uniformity, we adopt a presentation of SL models simi-
lar to the one for PML models whereas the mode of representation for regular
languages and semilinear sets is the same as for PML. Indeed, the choice of rep-
resentations for such objects may induce sometimes complexity gaps because of
the different conciseness of the formalisms. Similarly, we allow Boolean operators
at the level of element formulae (denoted by E) as done for document formulae
(denoted by D). The element formulae are inductively defined as follows:

—E:=a[D] | 6| "E | ENE | true,
— D = A(Ey,...,Ep) | Fx1,...,2p : dx1,...,3p) : ;1 Er& - &ap B, |
true | =D | DAD,

where

— « belongs to a countably infinite set TAGS of tags,

— 6 belongs to a countably infinite set DATATYPES of datatypes disjoint from
TAGS,

— A is a nondeterministic finite-state automaton over an p-letter alphabet 3 4
in which the letters are linearly ordered X' 4 = aq,.. ., a,.
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— ¢(z1,...,xp) is a Boolean combination of Presburger formulae built over the
variables z1, ..., x, of the form either ¢t ~ b or t = ¢ with t = Ya;x;.

A model M for SL is a structure M = (T, R, (<nd)ndeT,!) where T is a finite
set of states, (T, R) is a tree and each <,q is a total ordering on R(nd) and
l: T — TAGSUDATATYPES is a labeling function such that for every nd € T,
if nd is a leaf of (T, R) then I(nd) € DATATYPES and for every nd € T, if nd is
not a leaf of (T, R) then I(nd) € TAGS. The satisfaction relation is inductively
defined below where M is a model for SL and nd € T' (we omit the clauses for
Boolean operators):

— M,nd =6 iff § =i(nd),

— M,nd = a[D1 A Do) iff M, nd = a[D1] and M,nd = a[D4],

— M,nd = a[-D] iff @ =1(nd) and not M, nd = a[D],

— M, nd = aftrue] iff o = I(nd),

- M,nd = alFz1,...,xp 0 dX1,...,3p) : ;1 E1& &, By ff o = I(nd),
R(nd) = nd; < --- < ndg, and there exist iy,...,i; such that for every
Jje{l,...,k}, M,nd; = E;; and [x1 < n1,...,2p < np] = d(z1,...,2p)
with n; = card({l € {1,...,k} : iy = i}),

- M,nd = ofA(E, ..., Ey)] iff a = l(nd), R(nd) = ndy < --- < ndg, and
there is i1,...,4, such that for every j € {1,...,k}, M,nd; |= E;, and
a;, -+ a;, € L(A) with X4 = {a1,...,a,}.

A major difference with the semantics of PML (see also [SSMHO04]) is that for
SL in Presburger constraints each child counts only once.

PSPACE-Completeness. Let ¢ be an SL formula with tags {aq,...,a,} and
datatypes {61, ..., 6, }. We define a formula ¢’ built over the propositional vari-
ables (plus others, see below) VP = {pa,; . -, Pan s Panew FI{D1 - - 306,15 Pénew -
% t/ir\nes
Given a PML ¢, we write V"¢ as an abbreviation for /\?:Oﬁ ~..O¢. The for-
mula ¢’ is defined as the conjunction ¢, A t(¢) where t(¢) is defined recur-
sively on the structure of ¢ and ¢! ; states constraints about the valuation
of datatypes and tags in SL models. For each document formula of the form
D =3z1--xp 0 dlxr,...,2p) : :1E1 &---& zpE, in ¢, we introduce new
propositional variables pl,, ..., Y.
The formula ¢/, is defined as the conjunction below

internal nodes labeled by tags
A

~ ~
W\ A N —a) A P (Otrue = \V Pa) A
PEVP  qeVP\{p} a€{onman dnew}
V|¢|(Dfalse=> \/ ps) A
8€{81,..,6,7,0ncw}
- -~ -

leaves labeled by constants of datatypes

vil A V whr A\ wh)

D is of the form 3...E, ie{l,...,p} Je{1,....p3\ {7}



552 S. Demri and D. Lugiez

where |¢| is the size of ¢. Actually, an optimal construction would consider
md(¢). Let ¢ be reduction from SL formulae to PML formulae:

— t is homomorphic for Boolean operators and ¢(true) = true,

t(ai[D]) = Pa; N t(D)7 t(él) = Ds;»

t(A(EL, ..., Ep)) = A(EL), ..., t(Ep)),

t(3zq - xp s d(x1,. .. xp) 1By & -+ - & xpEp) equals the formula below:

¢(‘T17 s 7$p)[$1 — li(p}D A t(El))v ceeyTp li(p% A t(Ep))}

where ¢(z1, ..., xp)[z1 — §(ph AL(EL)), ..., xp — #(ph, At(Ep))] is obtained
from ¢(z1,...,x,) by replacing each occurrence of z; by #(p, A t(E;)).

New propositional variables need to be introduced and a constraint on them
needs to be stated because in SL in Presburger constraints each child can count
only once. It is not difficult to show that ¢ is sound.

Lemma 9. t is a logspace reduction such that ¢ is SL satisfiable iff ¢’ is PML
satisfiable.

So, SL satisfiability is in PSPACE which contrasts with the complexity of the
decision procedure from [ZL0G].

Proposition 1. SL is PSPACE-complete.

PSPACE-hardness is obtained by reducing modal logic K without propositional
variables [Hem0T].

4.3 Fixed-Point Free SSMH Logic

In this section, we recall the syntax and semantics of the fixed-point free fragment
of the logic from [SSMHO4]. For brevity, we call it SSMH. The SSMH formulae
are inductively defined as follows:

pu=true | ¢ | oAQ | a(P(x1,...,7p)  w1P1& - &xpdy) |
HP(x1,...,xp) s ;1p1& - - &xpdp) | alA(P1,...,Pp)) | *{(Al1,...,0p)).

where « belongs to a countably infinite set TAGS of tags, A is a nondeter-
ministic finite-state automaton over an p-letter alphabet and @(x1,...,xp) is
a Presburger formula as in SL. A model M for SSMH is a structure M =
(T, R, (<nd),serr 1) where T is a finite set of states, (T, R) is a tree and each
<nd is a total ordering on R(nd) and, [ : T'— TAGS is a labeling function (no
datatypes here). The satisfaction relation is inductively defined below where M
is a model for SSMH and nd € T (we omit the clauses for Boolean operators):

— M,nd E a iff a =1(nd),
- M,nd E a{P(x1,...,2p) : ;11& - &apep) f @ = I(nd) and R(nd)
ndy < -+ < ndp and [1 < n1,...,2p — ny| = P(x1,...,xp) where n; =

card({l € {1,...,k} : M,nd; = ¢:}),
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- M,nd = *¢(x1,...,xp) : ;11& - &apdyp) iff [x1 — na,.., 7, — 0y E
D(x1,...,xp) where n; = card({l € {1,...,k} : M,nd; = ¢i}),

- M,nd = a(A(¢1,...,¢p)) iff & = l(nd), R(nd) = nd1 < --- < ndy and
there is i1,...,4, such that for every j € {1,...,k}, M,nd; |= ¢;, and
a;, - --a;, € L(A). (analogous clause for *(A(¢1,...,dp))).

Unlike SL and like PML, a child can count more than once in Presburger
constraints. Let ¢ be an SSMH formula with tags {a1, ..., a,}. We shall define
a PML formula ¢’ built over the propositional variables VP = {pa,,.-.,Pa, }-
Let t be a logspace reduction from SSMH formulae to PML formulae:

— t is homomorphic for Boolean operators and t(true) = true,

— tlap(z1,...,2p) : T101& - - - &xpdp)) equals
Pa ANB(x1,- .. @p) (1 — (1), ..., Tp — §E(dp)]-
— t(xp(z1,...,xp) t T11& - - - &xpp)) equals
Pz, wp)[zr — (D), ..., xp — §t(dp)].

— t(a(A(r, .-, dp))) = Pa NA(E(¢1), .., 1)),
= Hx( A1, 0p))) = A(D1), - - L(0p))-

Lemma 10. t is a logspace reduction s.t. ¢ is SSMH satisfiable iff V%!
Vpevp(® A Ngevpygpy 0) A (@) is PML satisfiable.

The proof is similar (and indeed simpler) than the proof of Lemmal[d So, SSMH
satisfiability is in PSPACE. We can do better as done for SL.

Proposition 2. SSMH is PSPACE-complete.

4.4 PDL over Finite Trees

In [ABD™05] a PDL-like logic PDLyyee is introduced where models are finite, la-
beled ordered trees and the four atomic relations are: left-sibling, right-sibling,
mother-of and daughter-of. Other relations can be generated with standard “pro-
gram operators” (iteration, test, union and composition). There is no (full) Pres-
burger constraints in PDLiee but regularity constraints can be stated thanks to
the interplay between the program operators and the atomic relations. PDLyyee
satisfiability is shown EXPTIME-complete in [ABD™05]. It is not difficult to show
that, on the model of the undecidability proof for [ZL06, Proposition 1], adding
Presburger constraints to PDLi e leads to undecidability. We provide below an
undecidability proof for a logic sharing features from PDLiye. and PML, say L,
that is a strict fragment of the logic PDLiree on which are added Presburger
constraints. Hence, the logic £ contains features from both PDLiyee and PML
while being incomparable with them since £ satisfiability will be shown below
undecidable.

Given a countably infinite set AP = {p1,p2,...} of propositional variables
and X = {], |*,—, =% <, <" 1,1*} a set of symbol relations, we define the set
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of formulae and terms inductively as follows: ¢ :=p | —¢ | ¢A@ | t ~band
tuz=axff¢ | t+axtp wherepe AP,Re X, beN, a € Z, ~€ {<,>, =}
The programs from PDLy,ee are much richer than Y because iteration, test, union
and composition are present in PDLiee. Similarly, the Presburger constraints
from PML strictly contains those of £. A model M for L is a structure M =
(I''R,,R\+,R_.,R_+,R_,R_+, Ry, Ry~,l) where

— (T, R|,R_,) is a finite ordered tree with R| and R_, are child-of and right-
sibling relations, respectively; [ : T — 24P is the valuation function,

— for every R € {|,—,—,1}, Ri = Rg- (R} is the reflexive and transitive
closure of Rg), R_, = RZ! and R; = RIl,

The satisfaction relation is inductively defined as for PML except this time
the models are finite ordered trees.

Proposition 3. The satisfiability problem for L is undecidable.

The proof is by reducing the halting problem for 2-counter machines. If we mod-
ify the models by allowing infinite trees with finite-branching, satisfiability be-
comes X{-hard by reducing the recurring problem for nondeterministic 2-counter
machines [AH94, Lemma 8]. The formulae built in the proof of Proposition [3]
are specific since only the relation symbols from {|*, |, —*, <} are used. The
decidability status of the following logics is still open: restriction of £ to formulae
with no subformula of the form X;a;f* ¢; where for some j # j', R; # R;,, PML
augmented with the relation symbol «.

The logic obtained by adding |* to PML is a fragment of the logic SSMH
extended with fixed-points, for which satisfiability is in EXPTIME [SSMHO04].
Actually, this fragment is already EXPTIME-hard, even if we use only trivial
regularity and Presburger constraints (use the complexity result of [FL79]).

5 Concluding Remarks

We have shown that Presburger modal logic that admits in its language full Pres-
burger and regularity constraints has a PSPACE-complete satisfiability problem,
that is the same complexity of the modal logic K. This is shown by design-
ing a specially tailored Ladner-like algorithm that takes advantage of the con-
straint systems to be solved from PML formulae. This improves previous results
from [Tob00), [SSMHO04, [ZL06] and paves the way to design querying language for
XML documents that can express Presburger and regularity constraints and for
which the underlying modal logic is only in PSPACE.
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