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Presentation and validation of the
Radboud Faces Database

Oliver Langner, Ron Dotsch, Gijsbert Bijlstra, and Daniel H. J. Wigboldus
Radboud University Nijmegen, Nijmegen, The Netherlands

Skyler T. Hawk
University of Amsterdam, Amsterdam, The Netherlands

Ad van Knippenberg
Radboud University Nijmegen, Nijmegen, The Netherlands

Many research fields concerned with the processing of information contained in human faces would
benefit from face stimulus sets in which specific facial characteristics are systematically varied while
other important picture characteristics are kept constant. Specifically, a face database in which
displayed expressions, gaze direction, and head orientation are parametrically varied in a complete
factorial design would be highly useful in many research domains. Furthermore, these stimuli should
be standardised in several important, technical aspects. The present article presents the freely
available Radboud Faces Database offering such a stimulus set, containing both Caucasian adult and
children images. This face database is described both procedurally and in terms of content, and
a validation study concerning its most important characteristics is presented. In the validation study,
all frontal images were rated with respect to the shown facial expression, intensity of expression,
clarity of expression, genuineness of expression, attractiveness, and valence. The results show very
high recognition of the intended facial expressions.

Keywords: Face database; Validation; Emotion; Gaze direction.

Face processing may well be one of the most
complex tasks that humanbeings accomplish. Faces
carry a wealth of social information, including
information about identity, emotional and motiva-
tional status, lip speech, and focus of attention as
indicated by eye gaze, all of which are important for
successful communication. Not surprisingly, face

images are commonly used as stimulus materials in
a wide range of research fields such as, for instance
(the development of) face processing, emotion
research, information processing in phobias and
autism, social referencing, interpersonal attraction,
persuasive communication, person memory, im-
pression formation, human and computer face
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recognition, and robotics (e.g., Calder & Young,
2005; Grossmann & Johnson, 2007; Rule,
Ambady, Adams & Macrae, 2008; Schwaninger,
Wallraven, Cunningham, & Chiller-Glaus, 2006).

Different fields naturally put varying demands
on the specific characteristics of the stimulus
materials they use. For example, studies on facial
expression processing mainly use straight-gaze
images with standardised expressions (e.g.,
Vuilleumier, Armony, Driver, & Dolan, 2003),
whereas research on facial attention cues uses
face images with varying gaze directions and
head orientations (e.g., Loomis, Kelly, Pusch,
Bailenson, & Beall, 2008). Research on the
development of face-processing abilities requires
similar stimuli based on children’s faces (e.g.,
Guyer et al., 2007). Furthermore, recent research
indicates that interactions between different facial-
stimulus characteristics yield additional social
information. For example, it has been found that
gaze direction affects the perception of emotions
(Adams & Kleck, 2005), and that attractive faces
enhance evaluations of associated products when
their gaze is directed towards the participant but
not when it is averted (Strick, Holland, & van
Knippenberg, 2008). Unfortunately, researchers
often rely on different stimulus sets, ad hoc
assembled stimuli from the internet, or even faces
more or less successfully edited by image software,
because the currently available facial databases
contain only manipulations of specific stimulus
characteristics and typically not of combinations
of characteristics. Moreover, the facial stimuli
used in research tend to vary substantially in
terms of technical features and overall technical
quality. As a result, diverging findings from
different studies may be attributable to variations
in the facial or technical characteristics of the
stimulus sets used.

In our view, a face database with parametric
variations on a number of important facial char-
acteristics constitutes an important extension of
the currently available stimulus materials. Crucial
characteristics, with a wide applicability in differ-
ent fields of research, are facial expression, gaze
direction, and head orientation, as well as a reason-
able number of male and female models of both

adults and children. Furthermore, the stimuli
included in this database should be controlled for
potentially interfering technical factors like posi-
tions of facial landmarks, lighting conditions, and
image background. See Table 1 for an overview of
often used databases and their features.

In the present article, we present the freely
available Radboud Faces Database (RaFD), a face
database containing Caucasian face images that
vary along all previously mentioned characteristics
and provide adequate control of the indicated
technical factors. All models in the dataset show
eight facial expressions with three gaze directions,
photographed simultaneously from five different
camera angles. The photos were taken in a highly
controlled environment. All displayed facial ex-
pressions were based on prototypes from the Facial
Action Coding System (FACS; Ekman, Friesen, &
Hager, 2002a). As an important addition, the
dataset contains images of both adult and child
models, all with the same stimulus characteristics
and the same level of technical control.

In the following report, we present validation
data for all frontal camera images. For the
validation, 276 participants rated all images of
nine randomly chosen models from the database.
For each image, participants rated the depicted
facial expression, and the intensity, clarity, valence
and genuineness of the expression. Further, they
rated the attractiveness of the neutral frontal gaze
images for all nine models. This enables an
assessment of the quality of the dataset. Further-
more, researchers can use these ratings to select
images from the dataset with the specific proper-
ties they require. Mean ratings for all individual
images and rating dimensions are available as
online support material.

DEVELOPMENT OF DATABASE

Description of the image set

The database contains portrait images of 49
models in two subsets: 39 Caucasian Dutch adults
(19 female), and 10 Caucasian Dutch children (6
female). All models showed eight facial expressions
with three gaze directions (see Figure 1a and b).

LANGNER ET AL.

1378 COGNITION AND EMOTION, 2010, 24 (8)

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
R
a
d
b
o
u
d
 
U
n
i
v
e
r
s
i
t
y
 
N
i
j
m
e
g
e
n
]
 
A
t
:
 
0
9
:
3
2
 
2
4
 
N
o
v
e
m
b
e
r
 
2
0
1
0



Expressions were neutral, anger, sadness, fear,
disgust, surprise, happiness, and contempt, the
expressions most consistently recognised across
cultures (Ekman, 1992). Each expression was
shown with eyes directed straight ahead, averted
to the left, and averted to the right. Photos were
taken against a uniform white background from
five different camera angles simultaneously, with
viewpoints from left to right in steps of 458 (see
Figure 1c). This amounts to 120 images per
model. Models wore black t-shirts, had no hair
on the face and wore no glasses, makeup or
jewellery. The targeted emotional expressions
were based on prototypes defined in the Investi-
gator’s Guide for the Facial Action Coding System
(Ekman, Friesen, & Hager, 2002b). The action

units we targeted, using a variation of the Directed
Facial Action Task (e.g., Ekman, 2007), are shown
in Figure 2.

The photo shoot took place in early 2008 at
Radboud University Nijmegen. Beforehand,
models practiced all emotional expressions at
home for at least one hour, following a detailed
training manual. Throughout the photo shoot,
two certified FACS specialists coached all
models. During the session, each model first
practised all expressions with a FACS specialist
for 25 minutes. The actual photo shoot took
about 45 minutes for each model, during which
one of the FACS specialists monitored the
expressions on a TV screen while giving detailed
instructions for each expression.

Table 1. Examples of existing face databases and their features

Name of set Authors Models Features

JACFEE/JACNeuF Matsumoto & Ekman (1988) 56 Female and male models
Japanese and Caucasian models
Seven emotions and neutral expression
All images frontal gaze and 908 camera

KDEF Lundqvist, Flykt, & Öhman (1998) 70 Female and male models, all Caucasian
Six emotions and neutral expression
Frontal gaze
Five camera angles

MSFDE Beaupré, Cheung, & Hess (2005) 12 Female and male models
French Canadian, Chinese, and sub-Saharan
African models
Six emotions and neutral expression
All images frontal gaze and 908 camera

IAPS Lang, Bradley, & Cuthbert (1999) * Female and male models
Different ethnicities
Neutral, sad, angry images in various contexts

ADFES van der Schalk, Hawk, & Fischer (2009) 20 Female and male models
Caucasian and Turkish/Moroccan models
Nine emotions, dynamic expressions
Two gaze directions

Facial Expression
Subset

Hawk, van Kleef, Fischer, & van der
Schalk (2009)

8 Female and male models
Nine emotions and neutral expression
Dynamic expressions
All frontal gaze and 908 camera

NimStim Tottenham et al. (1998) 45 Female and male models
Caucasian, Latin American, African American, and
Asian American models
Seven emotions and neutral expression
Frontal gaze
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Apparatus

We used five Nikon cameras (models D200, D2X,
andD300), with resolutions between 10 and 12Mpx.
Three 500W flashes (Bowens Int., Essex) were used
for illumination. All cameras and flashes were con-
nected to a wireless remote control (Pulsar, Bowens
Int., Essex), allowing us to take photos on all cameras
simultaneously (see Figure 3 for the technical setup).

Image processing

All photoswere initially stored in raw format. Photos
were converted to tiff-image format and corrected
forwhite-balance by using the free software packages
UFRaw and The Gimp. Next, all images were
spatially aligned according to facial landmarks using
Matlab (The Mathworks Inc., Natick, MA). We

used a simplex optimisation algorithm for this
purpose, fitting two translational, and one rotational
alignment parameters. First, we aligned each image
of a model to the neutral straight gaze image of the
same model and camera angle. Then, all neutral
straight gaze images of the different models were
aligned towards each other. Finally, both within-
and between-models alignment parameters were
applied to the images, and all aligned images were
cropped and resized to a size of 1024�681 pixels.

VALIDATION OF DATABASE

Method

Participants and apparatus. A total of 276 stu-
dents (238 female) from the Radboud University

Figure 1. Examples from the Radboud Faces Database. (a) Examples for the eight emotional expressions. From top left: sad, neutral, angry,
contemptuous, disgusted, surprised, fearful, happy. (b) Examples for the three gaze directions. (c) Examples for the five camera angles. Here
cameras in the order: 1808, 1358, 908, 458, 08. [To view this figure in colour, please visit the online version of the paper.]
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Nijmegen participated in the validation study,
with a mean age of 21.2 years (SD 4.0). All
had normal or corrected-to-normal vision and
received t10 or course credits for participation.
The validation study was programmed using
PsychoPy (Peirce, 2007), a python library for
conducting psychological experiments.

Procedure. Only the frontal view images (908-
camera) were validated. Participants were pre-
sented with pictures from only one of the database
subsets, either adults or children. For each model,
gaze direction, and facial expression, originally
two images were present in the validation stimulus
set. From these two only the one with the highest
inter-rater agreement concerning the intended
expression was retained for inclusion in the final
database.

The validation started with an attractiveness
rating. Participants scored the neutral, straight-
gaze images of all subset models on a 5-point scale,
ranging from unattractive to attractive. Image

order was randomised. This task familiarised the
participants with all models in the subset.

Next, participants rated the images of 9 subset
models on several dimensions. For each model,
participants viewed images with all three gaze
directions combined with eight emotional expres-
sions, summing up to 216 images for each
participant. This way, participants saw equal
numbers of emotions from each model. Which
models were presented was chosen randomly
across participants, with the constraint that every
image was rated by at least 20 participants.

In each trial, a randomly chosen image from
the 9 subset models presented to the participant
was shown in the centre of the screen. For each
image, participants successively judged: (a) the
depicted expression; (b) the intensity of the
expression; (c) the clarity of the expression; (d)
the genuineness of the expression; and (e) the
valence of the image, in this order. Before the
task, participants got instructions for each rating
dimension. For each judgement, the current

Figure 2. Targeted action units (AU) for all emotional expressions. [To view this figure in colour, please visit the online version of the
paper.]
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rating dimension was indicated above the image
(e.g., ‘‘Clarity’’) and the corresponding rating scale
was displayed below it. The expression rating was
forced-choice with nine response categories, i.e.,
the eight expressions used in the dataset and
‘‘other’’ (Frank & Stennett, 2001). We asked
participants to pick the emotion label that best
fitted the shown facial expression. The ordering of
the expression labels from which participants
could choose was counterbalanced across partici-
pants, but kept constant within participants. All
other dimensions were rated on 5-point scales.
We instructed participants to rate the emotional
expression of the shown face with regard to the
intensity (‘‘weak’’ to ‘‘strong’’), the clarity (‘‘un-
clear’’ to ‘‘clear’’), and the genuineness (‘‘faked’’ to
‘‘genuine’’) of the expression. Finally, we asked

participants to judge the overall valence of the
image (‘‘negative’’ to ‘‘positive’’).

Results

Each image was rated at least 20 times on each
rating dimension. For the measures of expression,
intensity, clarity, genuineness, and valence, sepa-
rate analyses of variance (ANOVAs) were com-
puted with the factors Subset (children, adults),
Gender (male, female), Expression (neutral, an-
ger, sadness, fear, disgust, surprise, happiness,
contempt), and Gaze Direction (frontal, left,
right). Due to the high number of images, most
statistical tests were significant. Therefore only
effects with an h

2
p� .10 are reported, corre-

sponding to pB .01. Means and SDs of all
measures are shown for each subset and expression

Figure 3. Technical setup of the photo shoot.
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in the appendix. Indices for inter-rater relia-
bility are reported in Table 2 for all appropriate
rating dimensions.1 Further, on-line supporting
materials containing average validation data of
individual images are available. Please go to
www.rafd.nl.

Attractiveness. Mean attractiveness ratings (SDs)
were 2.36 (0.53) and 2.10 (0.58) for the female
and male adult models, respectively; and 2.42
(0.40) and 2.44 (0.63) for the female and male
child models, respectively.

Expression. For each image, we calculated how
many participants chose the targeted emotion.
Overall the agreement between chosen and
targeted emotions was 82% (median 88%, SD
19%). Average choice rates per targeted emo-
tion are depicted in Figure 4. An ANOVA of
the arcsine-transformed agreement rates (Winer,
1971) revealed a significant effect of expression,
F(7, 1080)�168.2, pB .01, h2

p� .52. Post hoc
tests showed that agreement was significantly
higher for happiness (mean 98%, SD�3%), and
significantly lower for contempt (mean 50%,
SD�15%), compared to all other expressions
(means between 80 and 90%).

A close look at Figure 4 reveals that, for some
expressions, off-diagonal responses were not
equally distributed across chosen expressions:
Faces with intended surprise were sometimes
confused with fear (7%), and, vice versa: intended
fear was sometimes confused with surprise (8%);
intended disgust was sometimes mistaken for
either anger (7%) or contempt (8%); and for
intended contempt participants responded fre-
quently either other (24%) or neutral (12%).

As the above-reported agreement rates do not
take response bias into account, we additionally
determined and analysed unbiased hit rates
(Wagner, 1993). Unbiased hit rates can vary
between 0 and 1, where a hit rate of 1 indicates
not only that a stimulus category (e.g., happy
faces) was always identified correctly (e.g., that
happy faces were always categorised as happy), but
additionally that the corresponding response (e.g.,
response ‘‘happy’’) was always used correctly (e.g.,
that the response ‘‘happy’’ was only given for
happy faces). Lower unbiased hit rates result if
either stimuli from a category are not classified
correctly (e.g., happy faces categorised as angry)
or if the corresponding response was also used
for stimuli from other categories (e.g., that the
response ‘‘happy’’ was also given to angry or
surprised faces). Unbiased hit rates were com-
puted as follows: Per participant and for each gaze
direction, we first created a choice matrix with
targeted and chosen expressions as rows and
columns, respectively. Next, the number of ratings
in each cell was squared and divided by the
product of the marginal values of the correspond-
ing row and column, yielding the unbiased hit
rate. As usual for proportions, those were arcsine
transformed prior to analysis (Winer, 1971),
although for readability untransformed propor-
tions are reported. A repeated-measures AN-
OVA, with Subset as a between-subjects factor
and Model Gender, Gaze, and Expression as
within-subjects factors yielded significant effects
of Model Gender, F(1, 274)�52.2, pB .01,

Table 2. Intraclass correlations for all rating dimensions (but the
emotion rating)

Dimension ICC(1, 1) ICC(1, k)

Dutch adult
Attractiveness .31 .99
Intensity .20 .83
Clarity .19 .83
Genuineness .13 .75
Valence .44 .94

Dutch children
Attractiveness .24 .94
Intensity .26 .88
Clarity .22 .85
Genuineness .09 .67
Valence .48 .95

1 Here we report the intraclass correlations ICC(1, 1) and ICC(1, k) as reliability indices (Shrout & Fleiss, 1979). Due to the
fact that our participants did not rate the whole image set but only parts, we could not calculate the usually higher indices ICC(2, 1)
and ICC(2, k) that partial between-rater variance out. Therefore, our reliability indices are probably lower than the real reliability.
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h
2
p� .16; and of Expression, F(7, 1918)�238.9,

pB .01, h2
p� .47. Unbiased hit-rates were higher

for female than male models, with means (SDs) of
73% (27%) and 69% (27%), respectively. Similar
to the agreement analysis, post hoc tests revealed
significantly higher hit rates for happiness (mean
79%, SD�34%) and lower hit rates for contempt
(mean 29%, SD�31%) than all other expressions
(means between 56 and 65%).

Other validation measures. For each image, we
calculated the mean judgments for clarity, inten-
sity, genuineness, and valence. For all measures,
ANOVAs showed similar significant expression
effects, F(6, 945)]101.8, p5 .01, h2

p] .39. The
pattern of results is described for the different
validation measures more closely below.

The means of the ratings on the four judg-
mental dimensions listed above are displayed in
the appendix. As can be seen in the appendix, the
patterns of means of the judgements of the
different expressions are remarkably similar across
the Adult and Child datasets. Note that both for
adults and children, the ratings on intensity and
clarity were highly correlated (r� .75), suggesting
that the more intense an expression was, the more
clear it appeared to be. For instance, happiness,
fear, surprise and disgust are both relatively intense
and clear, while specifically contempt seems to
score low on both measures. Whether this reflects
something about the inherent qualities of these
expressions, or about the way in which our models
expressed them, cannot be assessed on the basis of
the present data.

Figure 4. Percentage of chosen emotions per intended emotional expression. [To view this figure in colour, please visit the online version of
the paper.]
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The dimension of genuineness appears to be
relatively independent from both intensity and
clarity, with correlations of .10 and .24, respec-
tively. Both for the Adult and the Child set,
neutral (respectively, M�3.9, SD�0.3; and
M�3.7, SD�0.3) and happy faces (respectively,
M�3.8, SD�0.5; and M�3.5, SD�0.4) were
scored as fairly genuine, while all other expres-
sions scored on average around the nominal
midpoint of the scale (i.e., around 3). Finally,
the valence of virtually all expressions was rated as
expected, with happiness as the only clearly
positive expression (M�4.2, SD�0.3 in both
sets). Neutral turned out to be truly neutral (Adult
set: M�3.0, SD�0.3; Child set: M�3.0, SD�

0.2), while surprise was rated fairly close to neutral
(M�2.8, SD�0.2 in both sets). All other
emotions but contempt were clearly negative
(1.95M52.2), while contempt was slightly less
negative than the other negative emotions (Adult
set: M�2.5, SD�0.2; Child set: M�2.4,
SD�0.3).

DISCUSSION

In this paper we have introduced the Radboud
Faces Database, a new database of Caucasian faces
with parametric variations of the stimulus char-
acteristics facial expression, gaze direction, and
head orientation. RaFD contains images of both
adult and child models with the same character-
istics and control over technical aspects. We have
further reported validation data for all frontal view
images.

The overall 82% agreement rate found between
intended and chosen expressions was high, lying
about 11% beyond that reported in a recent
validation study of the Karolinska Directed Emo-
tional Faces database (KDEF; Goeleven, De
Raedt, Leyman, & Verschuere, 2008; Lundqvist,
Flykt, & Öhman, 1998). The higher median of
88% indicates a skewed distribution of agreement
values, with more than 76% of images having an
agreement ]80%. This underscores the effective-
ness of the coaching method employed in eliciting
reliable and prototypical facial expressions.

Notably, expression agreement was substan-
tially lower for contempt than for all other
expressions. Contempt was also the only expres-
sion for which participants frequently chose the
response option ‘‘other’’. Although errors during
the coaching process for contempt are a possible
explanation for this, studies have shown that
contempt is a less universally recognised expres-
sion across cultures (Ekman & Friesen, 1986;
Rosenberg & Ekman, 1995), and that it is subject
to dialect-like variations in muscle activations
(Elfenbein, Beaupré, Lévesque, & Hess, 2007).
Further, Matsumoto and Ekman (2004) found
that lower agreement for the expression of con-
tempt reflects problems with the expression label
instead of problems with the expression itself.
Taken together, this suggests that low agreement
on contempt may be a general feature of the
emotion, and not of the presented database.

For surprise, fear, and disgust we found sys-
tematic patterns of deviating choices. For all three
expressions, the most frequently chosen alternative
expressions contained morphological overlaps with
the intended emotion. These patterns corre-
sponded to those found by Goeleven et al. (2008).

RaFD is a new tool for research using face
stimuli. It provides a parametric set of face images
varied along important facial characteristics,
namely expression, gaze direction, and head
orientation. Clearly, there are other facial char-
acteristics important for face processing, like
symmetry of faces, masculinity/femininity, distinc-
tiveness, or babyfaceness. Although these have not
been systematically varied in the current database,
future studies should gather data regarding these
characteristics to broaden the applicability of
RaFD even further. It should be noted that there
is always a trade-off between experimental control
and ecological validity of stimuli, and that re-
searchers need to be aware that probably not all
factorial combinations of facial characteristics
appear equally often in natural environments.

RaFD further contains images from both
adults and children, thus being one of the first
databases also providing high-quality stimuli for
use in developmental research. Importantly, the
RaFD is freely available for use in scientific
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research. More information about the image set
and the application procedure can be found at
www.rafd.nl.
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APPENDIX

Averages (SDs) of agreement, unbiased hit-rates, and ratings of intensity, clarity,

genuineness, and valence per expression and subset separately

Emotion

Measure Anger Contempt Disgust Fear Happiness Neutral Sadness Surprise

Adults

Agreement 81 (19) 48 (12) 79 (10) 88 (7) 98 (3) 84 (13) 85 (16) 90 (9)

Unb. Hit-Rate 64 (26) 66 (32) 73 (24) 89 (21) 67 (27) 66 (27) 75 (25)

Intensity 3.5 (0.4) 2.9 (0.3) 3.9 (0.3) 4.1 (0.3) 4.1 (0.4) 3.4 (0.3) 3.4 (0.4) 3.9 (0.3)

Clarity 3.7 (0.4) 2.9 (0.3) 3.9 (0.3) 4.0 (0.3) 4.4 (0.2) 3.6 (0.3) 3.7 (0.4) 4.0 (0.3)

Genuineness 2.9 (0.3) 3.2 (0.2) 3.1 (0.3) 3.0 (0.3) 3.8 (0.5) 3.9 (0.3) 2.9 (0.3) 3.0 (0.3)

Valence 2.0 (0.2) 2.5 (0.2) 2.0 (0.2) 2.1 (0.2) 4.2 (0.3) 3.0 (0.3) 2.1 (0.2) 2.8 (0.2)

Children

Agreement 89 (14) 59 (19) 83 (18) 79 (13) 97 (6) 84 (16) 75 (25) 91 (8)

Unb. Hit-Rate 61 (23) 64 (26) 55 (25) 91 (14) 69 (25) 63 (25) 71 (22)

Intensity 3.8 (0.5) 3.1 (0.3) 4.1 (0.3) 4.2 (0.4) 3.9 (0.5) 3.2 (0.3) 3.5 (0.4) 4.2 (0.2)

Clarity 3.9 (0.5) 3.1 (0.4) 3.9 (0.4) 4.0 (0.4) 4.2 (0.4) 3.4 (0.4) 3.6 (0.4) 4.1 (0.2)

Genuineness 3.0 (0.3) 3.1 (0.3) 3.2 (0.3) 3.2 (0.3) 3.5 (0.4) 3.7 (0.3) 3.0 (0.4) 3.2 (0.3)

Valence 1.9 (0.2) 2.4 (0.3) 1.9 (0.2) 2.2 (0.2) 4.2 (0.3) 3.0 (0.2) 2.0 (0.2) 2.8 (0.2)

LANGNER ET AL.

1388 COGNITION AND EMOTION, 2010, 24 (8)

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
R
a
d
b
o
u
d
 
U
n
i
v
e
r
s
i
t
y
 
N
i
j
m
e
g
e
n
]
 
A
t
:
 
0
9
:
3
2
 
2
4
 
N
o
v
e
m
b
e
r
 
2
0
1
0


