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Nitrogen-vacancy centers in diamond (NV) attract great attention because they serve as a tool in many important
applications. The NV center has a polarizable spin S = 1 ground state and its spin state can be addressed by
optically detected magnetic resonance (ODMR) techniques. The mS = 0 and mS = ±1 spin levels of the ground
state are separated by about 2.88 GHz in the absence of an external magnetic field or any other perturbations.
This zero-field splitting (ZFS) can be probed by ODMR. As this splitting changes as a function of pressure and
temperature, the NV center might be employed as a sensor operating at the nanoscale. Therefore, it is of high
importance to understand the intricate details of the pressure and temperature dependence of this splitting. Here we
present an ab initio theory of the ZFS of the NV center as a function of external pressure and temperature including
detailed analysis on the contributions of macroscopic and microscopic effects. We found that the pressure
dependence is governed by the change in the distance between spins as a consequence of the global compression
and the additional local structural relaxation. The local structural relaxation contributes to the change of ZFS with
the same magnitude as the global compression. In the case of temperature dependence of ZFS, we investigated
the effect of macroscopic thermal expansion as well as the consequent change of the microscopic equilibrium
positions. We could conclude that theses effects are responsible for about 15% of the observed decrease of ZFS.

DOI: 10.1103/PhysRevB.90.235205 PACS number(s): 71.15.Mb, 71.55.Ht, 61.72.Bb

I. INTRODUCTION

The negatively charged nitrogen-vacancy defect in diamond
[1,2], briefly the NV center, is a color center in diamond that
is potentially interesting for a large number of applications,
ranging from high spatial resolution magnetometry [3–9]
through in vivo cellular biomarker [10] to optically addressable
solid state qubits [11–13]. The most valuable feature of the
NV center is that its spin state can be optically initialized
and read-out using optically detected magnetic resonance
(ODMR) [13], even at room temperature or above [14–16].
The center has a triplet ground state (S = 1), and the mS = 0
and mS = ±1 states are separated by the zero-field splitting
parameter (D) [17], which is predominantly due to spin-spin
interactions between the electrons of the carbon atoms next
to the vacancy [18,19]. No consensus has been reached about
the position of the energy levels of the NV center [20–24],
nevertheless, a well-accepted schematic diagram can be given
as shown in Fig. 1 where the NV center is depicted in Fig. 2.

The initialization and read-out of the spin is done using
a focused laser beam with an appropriate wavelength where
even single NV centers can be detected optically at room
temperature [25]. Thanks to the intersystem crossing (ISC),
an electron excited to the ms = ±1 state can nonradiatively
cascadically decay to the ms = 0 subspace of the ground
state, while an electron excited to the ms = 0 state can only
decay to first order to the ms = 0 state with the emission
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of a photon. Due to this mechanism, after ample time of
laser illumination, the defect spin state becomes polarized.
If a transversal oscillating magnetic field is applied with a
frequency equal to the zero-field splitting parameter D =
2.88 GHz, the initialized ms = 0 spin state can be flipped
to the ms = ±1 subspace. With this flip, the nonradiative path
becomes available and thus decreasing the fluorescence by
30%. While a detailed understanding of the nonradiative decay
is still missing, it can be suspected that vibrations play an
important role in the ISC.

It has been reported lately that the zero-field splitting in
the ground state of the nitrogen-vacancy center exhibits a
temperature dependence [14]. Motivated by this study several
research groups started to apply NV centers as a sensitive
thermometer at the nanoscale [26–28]. Recently the range of
applications has been extended by the determination of the
hydrostatic pressure dependence of the ground state zero-field
splitting of the center [29]. To create reliable and robust
sensing devices, detailed understanding of the response of
the spin resonance of the NV center to temperature and
pressure perturbations is crucially needed. Theoretical models,
which are described and discussed in the later sections,
have already been suggested to explain the experimental
observations [14,15,29,30]. On the other hand, first-principles
simulations serve as another useful tool to gain deeper insight
into the physical phenomena of point defects. Although
their necessity was pointed out in the literature previously
[29,30], such calculations have not been utilized for the NV
center yet.
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FIG. 1. (Color online) Schematic diagram about energy levels of
the NV center at room temperature.

In this paper we study the pressure and temperature
dependence of the zero-field splitting tensor of the NV center
by means of ab initio supercell calculations. While direct
measurement of the movement of the atoms around the defect
is not possible, these simulations can provide valuable insight
to the microscopic properties of the defect.

The paper is organized as follows. We describe the methods
and the implementation of the zero-field splitting tensor
calculation in Sec. II. We present and discuss the results in
Sec. III. Finally, we summarize our findings in Sec. IV. We
provide a brief Appendix to complement our paper.

II. METHODOLOGY

In this section we present the ab initio computational
methods that are used to obtain the ground state properties
and the Kohn-Sham orbitals. Then first-principles calculation
of the electron spin-electron spin interaction and its standalone
implementation are summarized.

FIG. 2. (Color online) Spin density and electronic structure of
the nitrogen-vacancy center in diamond. (a) The orange (light gray)
lobes show the spin density in the 3A2 ground state on the NV
center obtained by ab initio DFT calculations. The spin density is
mostly originated from the dangling bonds of the carbon atoms at the
vacancy site. The symmetry axis is represented with the dashed line.
(b) Schematic diagram of the electronic structure where eX and eY

orbitals are localized on the carbon dangling bonds.

A. First-principles calculations

We applied plane wave supercell density functional theory
(DFT) calculations in order to obtain the ground state prop-
erties of the NV center. We kept the C3v symmetry of the
defect and S = 1 spin state. The core electrons of carbon and
nitrogen atoms were eliminated by projector augmented-wave
(PAW) potentials [31] as implemented in the Vienna ab initio
simulation package [32]. To achieve convergent results for the
zero-field splitting tensor (ZFST) calculations an increased
number of basis functions and accurate atomic positions are
needed. For the description of the valence states we used a
plane wave basis set to 700 eV. The total energy of NV defect
was calculated as the function of the coordinates of the atoms
in the supercell. The ground state of the defect was found when
the calculated total energy showed a global minimum that was
achieved by a conjugate gradient algorithm. We applied a very
stringent criterion in the geometry optimization procedure: the
maximum force acting on the atoms was less than 10−4 eV/Å.
In order to minimize the spurious self-interaction of the elec-
tron spins due to the periodic boundary condition, we utilized
512-atom supercells with �-point sampling of the Brillouin
zone. The Perdew-Burke-Ernzerhof (PBE) functional [33]
provides superior results on the spin density distribution of
the NV center over those obtained by LDA [34,35], therefore
we applied a PBE exchange-correlation functional in the
evaluation of the ZFST.

B. Calculation of the zero-field splitting tensor

Sensing applications using the NV center rest upon the
precise measurement of the zero-field splitting, thus it is crucial
to understand its response to the variation of thermodynamic
quantities, such as pressure and temperature. To first order, the
zero-field splitting in the ground state is due to the electron
spin-spin dipole interaction,

Hss = − μ0

4π

g2β2

r5
[3(s1 · r)(s2 · r) − (s1 · s2)r2], (1)

where r = r2 − r1 is the distance between the spins, r = |r|,
si = 1

2

[
σx,σy,σz

]
is the spin operator vector of particle i where

σj (j = x,y,z) are the Pauli matrices, β is the Bohr magneton,
g is the Landé factor for an electron, and μ0 is the magnetic
permeability of vacuum. The spatial and spin dependence
can be separated by introducing the total spin operator
S = ∑

i si ,

Hss = STD̂S, (2)

where D̂ is the zero-field splitting tensor (ZFST). In the
eigenvalue framework the 3 × 3 matrix is diagonal and the
spin-spin Hamiltonian is written as

Hss = DxxS
2
x + DyyS

2
y + DzzS

2
z

= D

(
S2

z − S2

3

)
+ E(S2

+ + S2
−)

2
, (3)

where Si is the ith component of S, S2 = S2
x + S2

y + S2
z ,

S± = Sx ± iSy are the spin raising and lowering operators,
Dij are the components of the ZFST, and D and E are the two
parameters of the ZFST in the eigenvalue framework. These
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parameters can be expressed by the diagonal elements of the
tensor,

D = 3

2
Dzz and E = Dyy − Dxx

2
. (4)

For C3v symmetry, the spin Hamiltonian of the ground state
is given by

Hss = D
(
S2

z − 2/3
)
, (5)

where the quantization axis z of the spin is aligned along the
C3 axis of the defect and D is the zero-field constant defined
in Eq. (4) and shown in Fig. 1.

The matrix elements of the ZFST are calculated from the
two-particle density � = |�(r1,r2)|, which can be approxi-
mately reproduced by the Kohn-Sham (KS) single determinant
wave function of the system. Under this approximation the
matrix elements of the ZFST are

Dab =μ0g
2
eβ

2
p+q∑
i<j

χij 〈�ij (r1,r2)| r
2δab − 3rarb

r5
|�ij (r1,r2)〉,

(6)
where the sum includes every pair of KS states, i.e., p and
q are the number of electrons in the spin-up and spin-down
channels, respectively, χij is +1 for parallel spins and −1 for
antiparallel spins, �ij (r1,r2) is the Slater determinant of ψi

and ψj KS orbitals, and ra is the component of the vector
r2 − r1 in the Cartesian coordinate system.

Following this pathway we implemented a standalone code
that is capable to read the resultant wave function of a first-
principles DFT simulation and calculate the matrix elements
of the ZFST. This implementation uses the suggestions of
Rayson et al. [36] for the case of single �-point sampling of
the Brillouin zone. Strictly speaking, the application of this
strategy is straightforward with the use of norm-conserving
pseudopotentials in the DFT calculations. However, the VASP
package, used in our simulations, is a PAW potential based
implementation where the PAW potentials have a contribution
to the single particle wave functions in the core regions and
“only” the pseudo part of the orbitals is resolved in the plane
wave basis set. The implementation of full PAW treatment of
ZFST is not straightforward [37]. Instead, we applied another
strategy here. According to our investigation the contribution
of the PAW sphere is about 5% as

∫ |ψKS
i,pseudo|2d3r ≈ 0.95.

In our ZFST calculations we used the normalized pseudo
single particle wave functions in Eq. (6). This approximation
results in a certain shift in the value of the zero-field splitting.
However, we expect that the external perturbations affect to
first order the bonding region of the single particle wave
functions which is described by the pseudo part. Therefore, we
believe that the dependence of the ZFST on the thermodynamic
quantities can be well reproduced in our calculations.

III. RESULTS AND DISCUSSION

We calculated the pressure and temperature dependence of
the zero-field splitting tensor from first principles. In the former
case, our results are in good agreement with the experimental
observations. Additionally, we could examine different effects
and their roles in the perturbation of the ground state splitting.
According to our results, the pressure dependence is governed

by the change of distances of the electron spins that is a
consequence of the global compression and additional local
structural relaxation. In the case of temperature dependence of
the ZFS, we investigated the effect of a macroscopic thermal
expansion as well as the change of the microscopic equilibrium
positions. We could conclude that theses effects accounted for
about 15% of the observed decrease of the ZFS, which is
in agreement with other thermal expansion models. In the
following sections we present the results and discuss them in
detail.

A. Pressure dependence of zero-field splitting

In order to simulate the pressure dependence of the
zero-field splitting tensor D(P ) from first principles and to
examine macroscopic and microscopic effects responsible
for the variation of the splitting, we calculated the ZFS in
the ground state of the NV center in a 512-atom supercell
under external pressure ranging from Pmin = −20 GPa to
Pmax = 210 GPa. The pressure can be simply modeled by
varying the size of the supercell. In accordance with the
PT-phase diagram of pure carbon, the diamond structure is
stable at least up to 1000 GPa, therefore the upper limit of
the studied pressure interval is still realistic. We expanded our
investigation into the negative region as well, in order to further
justify the validity of the observed features. In this section all
the calculations correspond to T = 0 K, i.e., D(P,T = 0) is
investigated.

The results of the calculations and a linear fit are shown in
Fig. 3. As can be seen, the calculated ZFS linearly depends on
the pressure to first order, however, it has a slight curvature on
the examined large interval. The observed weak nonlinearity
can be explained by understanding the microscopic origin of
the pressure dependence that is presented later in this section.
There is a recent experimental measurement on the pressure
dependence at room temperature carried out by Doherty et al.
[29]. They reported linear dependence on the 0–50 GPa interval
with the slope of 14.58 MHz/GPa. On this smaller interval our
results support the observed linear behavior and a restricted

FIG. 3. (Color online) Calculated pressure dependence of param-
eter D of the zero-field splitting tensor at zero temperature. The points
show the calculated splitting at different ambient pressure applied on
the defective supercell of the NV center in diamond. The line shows
a linear fit with the slope of 9.52 MHz/GPa. It is clearly seen that
the calculated pressure dependence is mostly linear but it has a slight
curvature on the examined large interval of the pressure.
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linear fit provides 10.30 MHz/GPa pressure dependence of the
ZFS. This result is in fair agreement with the experimental
data.

On the other hand, first-principles calculations allow us to
carefully investigate macroscopic and microscopic effects, for
example, in order to identify the most prominent contributions
to the observed increment of the zero-field splitting. In our
study we investigated four different sources of the variation of
the ZFS. These effects can be divided up into two main classes
as the matrix elements of the ZSFT depend on the distances of
the spins and on the spatial distribution of the defect orbitals
in a certain spin configuration. In the former case, there can
be two main sources of the change of the distances, namely
the macroscopic compression of the diamond lattice and the
microscopic additional structural relaxation at the defect site.
In the case of the NV center in diamond, the variation of
the spatial distribution of the localized orbitals can be a
consequence of the change of the localization of the electron
density on different neighbor shells of the defect as well as the
change of the shape of the individual localization at the atomic
sites, for instance, through the variation of the sp hybridization
of the dangling bonds (Fig. 2 shows the localized spin density
at the defect site).

In order to investigate the contribution of these effects,
we have constructed different models and examined their
response to the applied external pressure. In the case of the
most complete nonsimplified first-principles model (model 1)
we applied full geometry relaxation and a full self-consistent
solution of the KS-particle system for several pressures. The
results of these calculations were compared to the experimental
measurements in the preceding paragraphs. In order to separate
the effects of the macroscopic compression and the micro-
scopic structural relaxation, we ignored the latter one in our
second model (model 2). To achieve this we isotropically com-
pressed the relaxed structure of the zero-pressure ground state
and solved self-consistently the KS-particle system. Finally, to
separate the effects of the change of the spatial distribution of
the orbitals and the structure, in our third model (model 3) we
omitted the self-consistent solution of the KS-particle system
but simulated the compression of the supercell. This can be
achieved analytically by replacing the defect orbital φi(r) with
a spatially “scaled” and normalized one N

−1/2
α φi

(
α−1r

)
, where

α is a scaling factor, in the calculation of the matrix elements.
The ZFS scales with α in accordance with the equation
Dα = α−3D0, where D0 is the zero-pressure value of the ZFS
and the scaling factor α is either chosen to be the relative
change of the lattice constant αa(P ) = a(P ) / a0 or the relative
change of the carbon-carbon distance in the first neighbor
shell of the carbon vacancy αC-C(P ) = dC-C(P ) / d0

C-C. Model
3, with the first definition of the scaling factor α, can be
considered as a further simplified version of model 2, where
the distance of the spins is in line with that of model 2,
i.e., only the macroscopic comparison is taken into account,
however, here the wave function of the orbitals is not affected.
With the second definition of α, model 3 can be consider as
a simplified version of model 1, where the local relaxation
is taken into account and the distance of the spin density
localization in the first neighbor shell coincides with that of
model 1.

FIG. 4. (Color online) Calculated pressure dependence of param-
eter D of the ZFS by using different models. The red points show the
results of a complete self-consistent solution of the pressed supercells
of a diamond embedding a single NV center (model 1). The blue
triangles represent the results of a self-consistent solution of the KS
system for the isotropically compressed supercell of the zero pressure
structure (model 2). In this model the observed pressure dependence
is a consequence of the macroscopic compression of the diamond
lattice as well as the variation of the localization of the spin density.
The blue (light gray) and red (dark gray) solid lines represent the
zero-field splitting as calculated from analytical models (model 3)
(see text for more details). The factor of compression α is in line with
the pressure dependence of the lattice constant [α = a(P ) / a0] and
with the pressure dependence of the C-C distance in the first neighbor
shell of the carbon vacancy [α = dC-C(P ) / d0

C-C] in the case of blue
(light gray) and red (dark gray) lines, respectively. In these models
only the distance of the spins is affected, while the change of the spin
density distribution is neglected.

The pressure dependence of the ZFS obtained from various
models can be seen in Fig. 4. By comparing the results of
model 1 and model 2 it can be concluded that the local
structural relaxation has a large effect on the observed pressure
dependence. Based on this comparison, one cannot decide on
whether the local structural relaxation itself (the change of
the distance of the spins) or the change in the wave functions
adapted to the new position of the atoms is responsible for the
additional shift. The relative position of the solid curves of
the two different definitions of the analytic model (model 3)
supports the importance of the local relaxation. On the other
hand, in this model the change of the spatial distribution of the
localized orbitals is neglected, therefore these results suggest
that the change of the geometry, especially the geometry of
the first neighbor shell, has the most prominent contribution
to the pressure dependence. The changes of the distances of
the nitrogen and carbon atoms in the first neighbor shell are
presented in Table I. The distances of the carbon atoms are
further decreased by a factor of 2 due to the local relaxation.
This observation agrees with the results presented in Fig. 4 and
therefore it highlights the importance of the local change of the
structure. It can be also seen in Fig. 4 that the analytic model
(when the wave functions are not adapted with the change
of the positions of the atoms) is capable to reproduce well
the result of the full self-consistent solution (model 1). This
indicates that the inclusion of the variation of the orbitals has
an opposite, but considerably smaller effect on the pressure
dependence.
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TABLE I. Response of the microscopic structure of the NV center
in diamond to applied external pressure. The distances between the
nearest neighbors of the carbon vacancy C-C and C-N are presented
for the cases of unpressed and pressed supercells. In the latter case,
the effect of microscopic relaxation is highlighted by showing the
results of compressed but fixed structure (model 2) and compressed
and relaxed structure (model 1) calculations. The relative changes ()
with respect to the unpressed supercell are indicated in percentage.

dC-C (Å) dC-C dN-C (Å) dN-C

P = 0 GPa 2.660 – 2.729 –
P = 209 GPa, model 2 2.420 −9.0% 2.484 −9.0%
P = 209 GPa, model 1 2.176 −18.2% 2.295 −15.9%

Detailed analysis of the role of the variation of the spatial
distribution of the spin density can be found in the Appendix.
It turned out that the dangling bonds of the carbon atoms
became more sp3 hybridizedlike as a consequence of the
local structural relaxation. Interestingly, this effect decreases
the ZFS. The change of the spin density localization on the
neighbor shells has only a minor effect.

To express our observations in numbers, we consider the
0–70 GPa interval where the pressure dependence is nearly
linear. The effect of the bulk compression, the additional
local structural relaxation at the defect site, and the additional
variation of the spatial distribution of the spin density have
56%, 65%, and −21% contribution to the total pressure
dependence, respectively. We depict all these contributions and
compare with the experimental result in Fig. 5. Apparently the
pressure dependence of the ZFS is governed by the distortion
of the geometry and the change of the spatial distribution
of the spin density has only a minor effect. Therefore, the
second definition of model 3, i.e., D(P ) = α−3

C-C(P ) D0, can
be a reasonable approximation in general. The observed
slight nonlinearity of the pressure dependence on an extended
interval is mainly the consequence of the inverse cubic
dependence of D(P ) on αC-C(P ).

FIG. 5. (Color online) Comparison of the experimental result (a)
with the results of different levels of theory (b), (c), and (d). In
the most simplified method (b) only the effect of the macroscopic
compression of the diamond lattice is taken into account. On the next
level (c) the effect of the local structural relaxation is considered,
however the wave functions are kept fixed. In the fully self-consistent
solution (d) both the structure and the orbitals are relaxed (see text
for more explanation).

Finally, we assess the similarities and the discrepancies of
the present work and the literature. Recently, Doherty et al.
proposed a theoretical model to account for the measured
spin resonance shift induced by an applied external pressure
[29]. In their study, they considered two effects: the structural
distortion due to the compression of the bulk diamond
lattice and the change of the spin density distribution on the
neighbor shells of the NV center. The effects of the local
structural relaxation at the defect site and the change of the
sp hybridization of the dangling bonds were neglected. First,
they carried out a semiclassical calculation to determine the
ZFS as a function of the structural compression. Based on the
compressibility properties of the bulk diamond, 6.2 MHz/GPa
pressure dependence of the ZFS is predicted at P = 0, which
accounts for 42.5% of the measured enhancement. Here we
would like to mention that this model is equivalent to the
P → 0 limit of the first definition of our third model, where
only the global compression is taken into account. We predict
6.26 MHz/GPa pressure dependence at P = 0 by using the
expression D(P ) = [αa(P )]−3 D0, with the experimental ZFS
value D0 and the ab initio pressure dependent compression
parameter αa(P ) = a(P ) /a0 at P = 0. This result is in
excellent agreement with the semiclassical calculations [29].
On the other hand, the validity of our formula is extended
and it predicts weak nonlinearity on larger pressure intervals.
Doherty et al. attributed the remaining unexplained shift of
the ZFS, 57.5% of the measured enhancement, to the change
of the spin density distribution on the neighbor shells of the
defect [29]. Our first-principles calculations allowed us to have
a deeper insight and revealed that this effect has only a minor
importance. The local structural relaxation is responsible for
further important enhancement of the zero-field splitting as we
pointed out above.

B. Temperature dependence of zero-field splitting

In this section we investigate the response of the ZFS to the
thermal expansion of the bulk diamond. Additional effects,
that are not included here, are the dynamical effects due to the
thermal and zero-point motions as well as the effects of local
anharmonicity.

The thermal expansion can be considered as the response
of the macroscopic and microscopic structure to an applied
negative hydrostatic pressure. From the preceding calcula-
tions, not just the pressure but the volume dependence of the
ZFS can be determined as well. Since we studied isotropic
compression and expansion of the defective supercell we
could further determine the variation of the ZFS with respect
to the relative change of the lattice constant η = a/a0. A
linear fit on the positive region, i.e., for expansion, yields θ =
dD/dη = −14.41 GHz for the slope of the curve. In order to
determine the temperature dependent shift of the ZFS one can
use the identity D(T ) = θη(T ), where η(T ) = a(T )/a0 =∫ T

0 α
(
T ′) dT ′, where α(T ) is the linear thermal expansion

coefficient that has been recently investigated experimentally
by Stoupin et al. [38]. In a recent theoretical study it has been
shown [39] that DFT simulations are capable to reproduce
experimental data of α(T ), thus we used the experimental
parametrization of α(T ).
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FIG. 6. (Color online) Experimental and theoretical temperature
shifts of the zero-field splitting D in the ground state of the
NV center. Line (a) represents a fitted curve to the experimental
measurements [15], while lines (b) and (c) show the theoretically
predicted curves in the two models. In the case of line (b) only global
expansion is taken into account, while in the case of line (c) both
global expansion and local structural relaxation are adopted. The
orbitals are treated self-consistently in both models.

The comparison of the experimental and theoretical results
can be seen in Fig. 6. The outcomes of the simulations
significantly deviate from the experiment, i.e., only 15% of
the observed temperature shift is reproduced. Therefore, we
conclude that a model, which includes thermal expansion
only, cannot account for the temperature dependence of the
ZFS. This conclusion is in good agreement with previous
studies [14,15,30]. Furthermore, the predicted curve supports
the results of the thermal expansion model of Doherty and
co-workers [30].

Doherty et al. explained the remaining temperature shift
of the ZFS by an effect of the electron-phonon coupling [30].
Based on the similarities of the temperature dependence of
the optical zero-phonon lines (ZPLs) and the spin resonance
[15], they introduced a unified treatment of these transitions
to take into account contributions from the thermal expansion
and the electron-phonon interaction. The latter contribution is
assumed to be due to the different potential energy landscapes
over the coordinate space in the excited and the ground states,
which results in distinct phonon frequencies and thus in distinct
thermal occupations of the phonon modes.

Our results confirm that inclusion of dynamical effects
is required to obtain better description for the temperature
dependence of the ZFS of the NV center.

IV. SUMMARY

We demonstrated that ab initio DFT theory calculations are
able to account for the pressure dependence of the zero-field
splitting of the NV center in diamond. We presented a detailed
analysis of the microscopic and macroscopic effects and
showed that the local structural deformations at the defect
site plays a key role in the shift of the zero-field splitting. Our
investigation was extended to the temperature dependence as
well, where we found that the thermal expansion alone does
not provide sufficient description to account for the observed
decrease of the zero-field splitting at elevated temperatures.

Certainly dynamical effects, which is the subject of our ongo-
ing research, can play an important role in this phenomena.
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APPENDIX A: VARIATION OF THE SPATIAL
DISTRIBUTION OF THE SPIN DENSITY

In order to fully understand the importance of the variation
of the spatial distribution of the defect orbitals, we analyzed
the spin density localization on the neighbor shells of the NV
center and the s and p decomposition of the dangling bonds
(see Table II) and depicted the radial distribution of the total
spin density in Fig. 7.

There are two main contributions to the change of the spatial
distribution. One is the variation of the localization of the
defect orbitals on the neighbor shells, i.e., they may become
less or more expanded around the defect. The second one is the
change of the shape of the localized spin density at the atomic
sites. This is especially striking for the carbon dangling bonds,
where most of the spin density is localized (see Fig. 2). First,
we describe how the shape of these dangling bonds can change
as a function of the pressure. The four atoms around the carbon
vacancy in the nonperturbed ground state case relax outward

TABLE II. Response of the orbital localization of the NV center
in diamond to external pressure. The relative spin density localization
on the first neighbor shell of the carbon vacancy and the ratio of the
s- and p-orbital projected charge density of the dangling bonds of the
carbon atoms (see Fig. 2. in the main text) are presented for the cases
of unpressed and pressed supercells. To define the localization on
the first neighbor shell we performed an integral of the spin density
distribution in a sphere of scaled radius r/dcell = 0.21 centered on the
carbon vacancy. In all cases, the effect of the microscopic relaxation
is highlighted by showing the results of compressed but unrelaxed
structure (model 2) and compressed and relaxed structure (model 1)
calculations. The relative changes () with respect to the unpressed
supercell are indicated in percentage.

�1st/�tot (�1st/�tot) s/p  (s/p)

P = 0 GPa 0.793 – 0.0898 –
P = 209 GPa, mod. 2 0.768 −3.15% 0.0782 −12.9%
P = 209 GPa, mod. 1 0.798 +0.63% 0.1695 +88.9%
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FIG. 7. (Color online) Angular integrated spin density distribu-
tion [ρspin(r)] as a function of scaled radius r/dcell, where dcell is
the lattice constant of the supercell. The spherical coordinate system
is centered on the carbon vacant site. The red solid line represents
the spin density distribution of the unpressed supercell while the
blue dot-dashed and the black dotted lines correspond to a pressed
supercell (P = 209 GPa) of models 1 and 2, respectively. The first
dip in the density distribution corresponds to the position of the first
neighbor carbon atoms around the vacancy as labeled in the figure
(see Fig. 2).

due to the broken bonds. As a consequence, the originally sp3

hybridized bonds of these atoms become more sp2 + p like
and therefore the dangling bonds more p-like (see Fig. 2). Due
to the compression and the local relaxation of the defect, the s

and p decomposition of these dangling bond can change. The
obtained hybridizations are presented in Table II for models
1 and 2. As one may notice, there is a remarkable increment
in the s contribution due to the local structural relaxation,
however, the global compression slightly decreases it. The
increment indicates more sp3-like hybridization that agrees
with the further decrease of the C-C distances, due to the local
relaxation. In Fig. 7 the change of the s/p ratio can be seen as
the relative change of the area under the first and second peaks
(around the first neighbor carbon atoms), while the change
of the localization can be seen as the relative change of the
area under the first two peaks and the area under the rest of
the peaks. The changes of the s/p ratio and the spin density
localization in the different models, presented in Table II, can
be clearly identified in Fig. 7.

FIG. 8. (Color online) Matrix element of the zero-field splitting
tensor as obtained from different model wave functions of linear
combinations of s and p Gaussian orbitals. See text for the definition
of the model wave function.

The contributions of these effects to the pressure depen-
dence of the ZFS can be understood as follows. If the pressure
causes increased (decreased) localization on the first neighbor
carbon atoms around the vacancy, the value of the ZFS
will enhance (decrease). As our results indicate, for the full
self-consistent solution (model 1), this effect is small and thus
can be neglected.

On the other hand, the effect of the variation of the s/p ratio
on the ZFS is not obvious. In order to investigate this effect,
we modeled the dangling bonds of the carbon atoms σC with
linear combination of Gaussian s and p orbitals,

σC = αCσs +
√

1 − α2
Cσp, (A1)

and calculated the Dzz element of the ZFS tensor. Figure 8
shows that the more s-like orbitals were considered the smaller
transition energy is obtained.

After these considerations, we can further understand the
observed features showed in Fig. 5. For the full self-consistent
model (model 1), the inclusion of the variation of the spatial
distribution of the spin density decreases the ZFS due to the
large increment of the s/p ratio of the projected spin density
of the carbon dangling bonds, while the effect of the small
enhancement of the localization on the dangling bonds is
negligible.
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