
Received June 26, 2020, accepted August 23, 2020, date of publication September 29, 2020, date of current version October 20, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3027622

Pretraining Financial Text Encoder Enhanced
by Lifelong Learning

ZHUANG LIU , DEGEN HUANG , (Member, IEEE), AND KAIYU HUANG
Dalian University of Technology, Dalian 116024, China

Corresponding author: Degen Huang (huangdg@dlut.edu.cn)

This work was supported by the National Natural Science Foundation of China (NSFC) under Grant 61672127 and Grant U1936109.

ABSTRACT As the number of financial literature grows rapidly, Financial textmining is becoming important

increasingly. In recent years, extracting valuable information fromfinancial documents, namely financial text

mining, gained significant popularity within research communities. AlthoughDeep Learning-based financial

text mining has achieved remarkable progress recently, in financial fields it still suffers from issues of lack of

task-specific labeled training data. To alleviate these issues, we present a pretraining financial text encoder,

named F-BERT, a domain-specific language model pretrained on large-scale financial corpora. Different

from original BERT, proposed F-BERT is trained continually on both general corpus and financial domain

corpus, and four pretraining tasks can be pretrained through lifelong learning, which can enable our F-BERT

to continually capture language knowledge and semantic information. The experimental results demonstrate

that proposed F-BERT achieves strong results on several financial text mining tasks. Extensive experimental

results show the effectiveness and robustness of F-BERT. The source code and pretrained models of F-BERT

are available online.

INDEX TERMS BERT, fintech, lifelong learning, pretraining, transfer learning.

I. INTRODUCTION

In finance and economics, various financial text data are used

to analyze, predict future financial market trends.Whether for

analyst reports or official company announcements, financial

texts mining play a crucial role in financial technology. The

volume of financial text data continues to rapidly increase.

An unprecedented number of such texts are created every day,

so for any single entity, manually analyzing these texts and

gaining actionable insights from them is almost an extremely

difficult task. Advances in machine learning technology have

made financial text mining models in FinTech possible.

However, in financial text mining tasks, constructing super-

vised training data is prohibitively expensive as this requires

the use of expert knowledge in finance fields. Therefore,

because the amount of labeled training data that can be used

for financial text mining tasks is too small, the financial text

mining model cannot use deep learning technology directly.

In the paper, we present F-BERT model addressing the

issue by leveraging unsupervised Transfer Learning and

Lifelong Learning. Word embedding, such as word2vec is
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a method of extracting knowledge from an unsupervised data

and has invoked the rapid advancements in NLP taks. But,

because of the special language used in the financial field,

these simple word embedding approaches are not effective

enough. pretrained Language Models (PLMs), such as orig-

inal BERT [1], pretrained on a large-scale unsupervised data

(such as Wikipedia) to improve contextualized representa-

tions more effectively. In financial text mining tasks, because

of the huge differences in vocabulary and expression between

general domain datasets and financial datasets, they still

cannot be effectively applied to financial text. Furthermore,

the pretraining of PLMs usually focuses on training the

model through a few simple tasks. For example, BERT uses

MaskLM andNSP as pretraining objectives. However, in fact,

vocabulary, semantics, sentence order and proximity between

sentences, all of which can enable the PLMs to learn more

language knowledge and semantic information in the train-

ing corpus. Especially for financial text data, for example,

named entities like stock, bond type and financial institution

names, contain unique vocabulary information. Therefore,

in order to efficiently capture language knowledge and

semantic information in large-scale training corpora, we con-

struct seven pretraining tasks covering more knowledge,
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and train F-BERT through lifelong learning on training

data. Specifically, proposed F-BERT differs from standard

PLMs pretraining methods. It constructs seven pretraining

tasks, simultaneously trained on general corpora and financial

domain corpora, to help F-BERT better capture language

knowledge and semantic information.

In summary, our contributions include:
• Proposed F-BERT model differs from standard

BERT in the training objectives. We construct four

self-supervised pretraining tasks (subsection III-A),

which can be learned through lifelong learning, capa-

ble of continually capturing language knowledge and

semantic information in large-scale pretraining corpora.

• We conduct extensive experiments on three finan-

cial datasets. Experimental results show that proposed

F-BERT achieves strong results on these financial text

mining tasks, including financial Sentence Boundary

Detection task and financial Sentiment Analysis task

(subsection IV-D). Besides, our proposed F-BERT has

also been successfully applied in our online system and

now stably serve various scenarios (section VI).

• We implemented our F-BERT on Horovod framework

using mixed precision training methodology (subsub-

section IV-A2). We make the source code and pretrained

models publicly available. We have proposed a pretrain-

ing financial text encoder with minimal task-specific

architecture modifications, which is capable of being

effectively applied to various financial text mining tasks.

II. BACKGROUND: BERT

As an advanced pretrained language model, BERT [1] has

achieved great success in NLP tasks, built on bidirectional

encoder representations transformers [2]. In BERT architec-

ture, there are two successive phases: pretraining phase and

fine-tuning phase.

• Pretraining phase: BERT constructs two self-

supervised pretraining tasks, and are trained on English

Wikipedia and BooksCorpus that are two large-scale

unlabeled general domain corpus. Both pretraining

objectives are Masked Language Model (MLM) task

and Next Sentence Prediction (NSP) task, respectively.

In MLM task, its goal is to predict masked input tokens

randomly; In NSP task, its aims to predict whether two

segments are consecutive.

• Fine-tuning phase: This process mainly uses labeled

data from downstream tasks (such as sentiment analysis,

text classification) to fine-tune all parameters initialized

during pretraining.

BERT has two models, namely BERTBASE and BERTLARGE.

BERTLARGE has 24 layers (transformer blocks), 16 attention

heads, and 340 million parameters; BERTBASE has 12 layers,

12 self-attention heads, and 110 million parameters.

A. NOTATION

Given an input word or subword sequence X = (x1, . . . , xm),

where m is the length of the sequence. As a text encoder,

for each token BERT gets a contextualized embeddings:

x1, . . ., xm = encode(x1, . . . , xm), Since the encoder is imple-

mented via a deep transformer, it uses positional embeddings

p1, . . ., pm to mark the absolute position for each token in

the sequence. If X is packed by a sentence pair (X1,X2),

we separate the two sentences with a special token [SEP]:

[CLS], x1, . . . xX1len1, [SEP], x1, . . . xlen2,[EOS]

B. ARCHITECTURE

BERT is built on the popular Transformer architecture [2],

and we willnot review the Transformer in detail in this paper.

In BERT, it uses bidirectional transformer with different lay-

ers (L), hidden dimension (H) and self-attention heads (A).

Specifically, BERT has two parameter settings:

• BERTBASE: 12 layers(L = 12), 768 hidden dimensions

(H = 768, FFN inner hidden size = 3072) and 12 atten-

tion heads (A = 12, attention head size = 64) with the

total number of parameters, 110M;

• BERTLARGE: 24 layers (L = 24), 1024 hidden dimen-

sions (H = 1024, FFN inner hidden size = 4096) and

16 attention heads (A = 16, attention head size = 64)

with the total number of parameters, 340M.

C. PRETRAINING

During the pretraining phase, BERT has two self-supervised

pretraining tasks: masked language model (MLM) and next

sentence prediction (NSP).

1) MASKED LANGUAGE MODEL (MLM) TASK

For MLM objective, BERT is trained via a cross-entropy

loss to predict 15% of the input tokens, selected at random.

To prevent the model from cheating, 80% of these selected

tokens are replaced by a special [MASK] symbol in the input,

10% are replaced by a random token from the vocabulary, and

10% are left unchanged;

2) NEXT SENTENCE PREDICTION (NSP) TASK

NSP pre-training is a binary classification task, whose aims to

predict whether two sentences are consecutive (whether they

follow each other). This training task was first proposed in

original BERT. BERT takes two text sequences X1 and X2 as

input, and finally predicts whether X2 is a direct continuation

of X1 in the original text.

D. FINE-TUNING

During fine-tuning phase, we first initialize BERT using the

pretrained parameters, then further fine-tune it with super-

vised data from downstream target tasks (such as senti-

ment analysis, text classification). The post-trained model

can be effectively adapted to downstream different tasks by

fine-tuning with task-specific labeled data.

III. PROPOSED MODEL: F-BERT

As shown in Figure 1, proposed F-BERT is built based on

the standard BERT architecture [1] based on the two-stage
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FIGURE 1. Lifelong Learning pretraining Architecture. Proposed F-BERT
are trained continually on both general corpus and financial domain
corpus, and four pretraining tasks can be pretrained through lifelong
learning, then it is fine-tuned using task-specific supervised data to adapt
to downstream target tasks.

‘Pretraining’-then-‘Fine-tuning’ pretraining language model

approach, which recently become enormously popular in

NLP. During pretraining phase, the F-BERT model differs

from standard BERT architecture pretraining methods in

that, instead of training with MaskLM and Next Sentence

Prediction (NSP) pretraining objectives, it constructs a large

variety of pretraining objectives to enable proposed F-BERT

better capture language knowledge and semantic informa-

tion. On top of that, F-BERT keeps updating the pretrained

model through lifelong learning. Meantime, compared with

traditional pretraining models, F-BERT is simultaneously

trained on a general corpus and a financial domain corpus.

During fine-tuning phase, we first initialize F-BERT using

the pretrained parameters, and then further fine-tune it with

downstream task-specific supervised data.

In the section, we will briefly introduce F-BERT in our

proposed framework.

A. LIFELONG LEARNING

The choice of unsupervised pretraining objective plays an

important role in applying to pretraining stage by continu-

ously gains general knowledge. We will modify and combine

multiple common unsupervised pretraining tasks [1], [3]–[9]

fit our framework. Specifically, in this layer, we construct

seven unsupervised pretraining tasks to learn different level

knowledge from the training corpora. The seven pretraining

tasks can be pretrained through lifelong learning. As shown

in Figure 1, Pretraining tasks: Capitalization Prediction

pretraining task, Span Replace Prediction pretraining task,

Token-Passage Prediction pretraining task, and Sentence

Reordering pretraining task. Next, we introduce these four

self-supervised pretraining tasks in detail.

1) CAPITALIZATION PREDICTION (CAP) TASK

In finance and economics, capital words usually have specific

semantic value in a sentence. The cased model exhibits

certain advantages in tasks like financial named entity recog-

nition, such as stock, bond type and financial institution

name. Similar to ERNIE2 [9], we do so by introducing a cap-

italization words prediction objective that involves predicting

whether the word is capitalized or not.

2) SPAN REPLACE PREDICTION (SRP) TASK

Inspired by spanBERT [3] and T5 [8], we constructed a

self-supervised pretraining task. Its aims to sample and drop

out 20% in the input text randomly. We use an unique masked

token to replace all of each successive boundary, i.e., the

continuous span of all consecutively discarded tokens will be

replaced with a mask token, instead of replacing each token

with a masked token. Last, we predict the replaced (masked)

span by the tokens that are observed at the span boundary.

3) TOKEN-PASSAGE PREDICTION (TPP) TASK

We constructed another pretraining task, whose aims to iden-

tify the key tokens of a passage that appears in the segment,

which can enable F-BERT to capture the topics of a passage.

Empirically, in financial news, the words appearing in the

passage many times are usually used words commonly and

usually relevant with the main topics of the passage. Similar

to ERNIE2 [9], we also do so by introducing a token-passage

prediction pretraining objective to predict whether the token

appears in segments of the original passage.

4) SENTENCE REORDERING (SER) TASK

We constructed a sentence reordering pretraining objective

which is used e.g. in ERNIE2 [9] and T5 [8], to learn the

relationships among sentences. We split a given paragraph

into 1 to n segments randomly shuffle it by a random per-

muted order, last we use the original deshuffled sequence

as a training target, and pretrain F-BERT to reorganize the

permuted segments which are modeled with a multi-class

(
∑
n!) classification task.

IV. EXPERIMENTS

A. PRETRAINING F-BERT

1) PRETRAINING DATA

BERT just uses general domain corpus (English Wikipedia

and BooksCorpus, totaling 3.3 billion words), for pretrain-

ing. In order to better pretrain our proposed F-BERT model,

we further collected a large variety of financial data auto-

matically crawled from financial websites, such as financial

news, financial articles and financial reports. Specifically,

we consider four English-language financial corpora of vary-

ing domains and sizes. The statistics of our pretraining cor-

pora for F-BERT are reported in Table 1.

• EnglishWikipedia1 andBooksCorpus (Zhu et al., 2015),

which are the original pretraining data that are used to

train original BERT (totaling 13GB plain text, 3.31B

words). Both are general domain corpora. Following

1https://dumps.wikimedia.org/enwiki/
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TABLE 1. List of pretraining corpora used for F-BERT.

BERT [10], we use both corpora as a part of our training

data;

• Financial News (totaling 26GB plain text, 6.93B

words), which we collect from the CommonCrawl News

dataset2 between May 2013 and October 2019, con-

taining 13 million financial news, together with auto-

matically crawled financial articles from FINWEB3

(removing markup, removing non-textual content and

filtering out redundant data, 15G financial news after

filtering and 11G financial articles after filtering);

• Annual Financial Reports (totaling 7GB plain text,

2.15B words), which we crawl annual reports from

SEC website4 between May 2013 and October 2019.

In business and finance company reports, company

reports (especially annual financial reports) are very

important text data. From the financial reports, we can

get a brief overview of the financial and business status

of a company. These dataset are publicly available and

can be accesses from web site.

2) PRETRAINING SETTINGS

Our proposed F-BERT (including F-BERTBASE and

F-BERTLARGE) has the same settings of transformer and

pretraining parameters as original BERT. Proposed four

pretraining tasks also have great requirements on comput-

ing power. During training, our architecture is based on

the flexible scheduling of hundreds of GPUs implemented

by Apache Hadoop YARN, while providing a distributed

training solution based on Horovod framework [10], using

parallelized training approach. Different from TensorFlow

[11], we implemented synchronous and data-parallel dis-

tributed training strategy with Horovod library, to reduce

the training time. Horovod is an open source library5 devel-

oped by Uber [9], based on baidu-allreduce6 and [12]. The

Horovod architecture utilizes a distributed optimizer strategy

that is an optimizer wrapping tf.Optimizer essentially, and

before applying the gradient to the model weights it uses an

allreduce operation to average gradient values. Empirically,

2http://commoncrawl.org/
3https://www.finweb.com/
4http://www.sec.gov/edgar.shtml
5https://github.com/horovod/horovod/
6https://github.com/baidu-research/baidu-allreduce/

with the increase in the number of GPUs, the performance

loss of architecture is much smaller than that based on stan-

dard distributed TensorFlow [11], and the training speed can

reach much three or four times. Compared to the distributed

Tensorflow framework, the Horovod architecture can guaran-

tee a very stable acceleration ratio on the scale of hundreds

of GPU cards, and has better scalability.

Mixed Precision Training: Inspired by [13], who pro-

posed mixed precision training methodology to train deep

neural networks, which can reduce the memory consump-

tion and spent-time in memory and arithmetic operations

of DNN, we also utility mixed precision training method

for self-supervised pretraining. Specifically, we train our

F-BERT model by half-precision format FP16 that is used

for storage and arithmetic. We store activations, gradients

and weights in FP16, and update the copy of weights in

FP32. And we maintain a single-precision copy of weights,

after each optimizer step which accumulates the gradients.

We use loss-scaling to preserve gradient values with small

magnitudes and use FP16 arithmetic that accumulates into

single-precision outputs, converted to FP16 before storing to

memory.

B. FINE-TUNING F-BERT

Typically, BERT [1] has two successive steps, one during

the pretraining stage and one during the fine-tuning stage.

It firsts conducts unsupervised pretraining on the large corpus

during the pretraining phase, and then conducts supervised

fine-tuning on downstream NLP tasks during the fine-tuning

phase. Following BERT, we pretrain F-BERT from scratch on

four unsupervised corpus (subsection IV-A), and fine-tune it

to various downstream supervised financial text mining tasks.

Next, we briefly describe three supervised financial tasks.

1) FINANCIAL SENTENCE BOUNDARY DETECTION (SBD)

Financial SBD is a basic task for financial text mining, whose

aim is to extracting well segmented sentences from financial

prospectuses by disambiguating/detecting sentence bound-

aries of texts, i.e., beginning boundary and ending boundary.

In our work, financial SBD dataset used is FinSBD Shared

Task, which is a dataset that was created for IJCAI19 FinNLP

challenge. In FinSBD-2019, they provide training data with

boundary labels (beginning boundary vs. ending boundary)

for each token. Appendix subsection A has more details.

2) FINANCIAL SENTIMENT ANALYSIS (SA)

Financial SA is one of the most fundamental financial text

mining tasks. Among financial text mining tasks, financial

sentiment analysis (SA) is one of the most basic tasks.

In financial SA task, its goal is to detect the target aspects

mentioned in the financial text for the text data in the given

financial field, and predict the sentiment score of each target.

Sentiment scores ranged in [-1, 1]. In this work, financial

SA datasets used are Financial PhraseBank [14] and FiQA

Task 1 [15]. FiQA is a dataset created for WWW18 financial

opinion mining challenge. In this work, we use the dataset
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of FiQA Task 1, namely ‘‘Aspect-based financial sentiment

analysis’’. Appendix subsection B has more details.

C. EXPERIMENTAL SETUP

Experimental settings of detailed fine-tuning on financial

sentence boundary detection and financial sentiment analysis

tasks are included in Table 10 for reference.

D. EXPERIMENTAL RESULTS

1) FINANCIAL SENTENCE BOUNDARY DETECTION (SBD)

Table 2 shows our results on financial SBD. The ending

(ES) and beginning (BS) tokens of the sentence are sepa-

rately evaluated, and official evaluation metrics of FinSBD-

2019 include: i) F1 scores, separately used to predict BS

and ES; ii) the mean of F1 scores. As shown in Table 2,

proposed F-BERT pretrained on both general domain dataset

and financial domain dataset is highly effective. Both

F-BERTBASE and F-BERTLARGE achieved strong results.

F-BERTLARGE outperformed BERT-SBD [16] by 0.03, 0.01,

0.026 in ES, BS,MEAN, respectively.

TABLE 2. Experimental results on test set for FinSBD English task.

2) FINANCIAL SENTIMENT ANALYSIS (SA)

The results of PhraseBank sentiment dataset are shown in

Table 3. The results of FiQA sentiment dataset are shown

in Table 4. As shown in experiments, it is apparent that our

F-BERTBASE and F-BERTLARGE consistently significantly

outperforms all baseline models on PhraseBank sentiment

dataset and FiQA sentiment dataset, achieving comparable

performance. Overall, these results highlight the importance

of the financial domain-specific corpora pretrained design.

TABLE 3. Performance on the test set for the Financial PhraseBank
sentiment dataset.

V. ABLATION STUDY AND ANALYSES

In this section, we conduct ablation studies and further

compare proposed F-BERT with existing PLMs models and

present the results along with experimental details.

TABLE 4. Experimental results on the test set for the FiQA sentiment
dataset.

A. EFFECT OF PRETRAINING ON THE PERFORMANCE

We further evaluate the effect of pretraining on the per-

formance of our proposed F-BERT. Specifically, we com-

pare three models: i) No further pretraining model, namely

Vanilla BERT; ii) Further pretraining on financial FiQA

Aspect category classification dataset (denoted by BERTtask ,

F-BERTtask , respectively). Models are evaluated with Accu-

racy, Precision and Recall scores on the test set. The results

are shown Table 5. As shown, our F-BERTtask obtains better

performance than that of all other models. Specially, although

BERTtask is further pretrained on the financial FiQA Aspect

category classification training set, F-BERT achieves best

performance, outperforming another models, 0.10% higher

than Vanilla BERT and 0.03% higher than BERTtask , in terms

ofAccuracy score. Overall, this experimental result shows the

strength of proposed F-BERT, and also shows that F-BERT

learned domain-specific knowledge from a large number of

financial domain corpora during the pretraining phase.

TABLE 5. Experimental results on the test set for the financial
classification dataset (FiQA Aspect category classification task).

B. TRAINING DATASET CONTRIBUTION

We train different proposed F-BERT on different datasets,

separately. Table 6 reports the performance on different

training datasets across PhraseBank task. As clearly shown

in Table 6, F-BERT trained on financial corpora achieves

significant improvements, which indicates that combining

additional financial communication corpus can better to cap-

ture language knowledge and semantic information, benefit

from additional pretraining. In these two financial corpora,

although the Analyst Reports data set has fewer words,

it performed better on downstream financial text mining task

(i.e., PhraseBank task).
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TABLE 6. Experimental results of pretraining on different training dataset.

C. PRETRAINING WITH SMALL TRAINING DATA

Deep learning models require a lot of supervised pretraining

data. However, existing methods suffers from the lack of a

large number of labeled financial text data in the financial text

mining field, in many applications in financial fields, large

training corpora may not be available. To further demon-

strate the advantages of our F-BERT, we conducted another

experiment, which was based on a simulated small corpus

to pretrain BERT and F-BERT respectively. Specifically,

we randomly select 1/5 size of the entire financial data set

as a simulated small corpus. Then, we pretrain both models

based on this corpus, and use the previous experiment to test

the same tasks. Table 2 shows the performance of proposed

F-BERT and original BERT based on financial sentence

boundary detection task and financial sentiment analysis task,

respectively. As shown in Table 7, proposed F-BERT model

outperform BERT on all both financial text mining tasks con-

stantly. Considering that bothmodels are trained on small cor-

pus, the experimental results are highly encouraging, which

shows that proposed F-BERT can provide stable and clear

enhancement when trained on financial corpora of different

sizes. Overall, this experiment simulates that our F-BERT

model can better encode financial text in the case of limited

data, proving that F-BERT still has great advantages under

the small training data scenarios in financial domain.

TABLE 7. The performance of BERT and F-BERT on three financial tasks
(SBD and SA) when they are trained on a small corpus.

D. SIZE OF THE CORPUS FOR PRETRAINING

We further evaluate the performance of our F-BERT on dif-

ferent size of the dataset. The performance of all F-BERT

models on different size are reported in Table 8. We first con-

trol the training data, and then we can observe that F-BERT

is better than the original result. We then combine the data

with the several additional datasets that are described in

subsection IV-A. We further train F-BERT model separately

by combining the training data and the number of training

steps. We pretrained over 46GB of text totally. As shown in

Table 8, as data size and diversity change, the performance

of the model continues to further improve, which validates

during pretraining stage the importance of data size and diver-

sity. In the meantime, we also pretrain model with further

longer (more training steps). We pretrain F-BERT with the

number of pretraining steps, from 200K to 500K, to 800k,

further to 1M last. As clearly shown in Table 8, F-BERT

achieves significant improvements on downstream three tasks

performance. Furthermore, we also observe that even the

most trained F-BERT (with most training dataset and longest

training time) may not obtain the better performance.

VI. ON-LINE EVALUATION: STOCK PRICE PREDICTION

We also test the effectiveness of F-BERT in our practical

scenarios, Stock Price Prediction. In the stock market, stock

price prediction plays a very important role in stock invest-

ment. In particular, short-term predictions using financial

news articles have been promising in recent years.

We first downloaded historical S&P 500 component stocks

data from the Yahoo Finance. We selected the data over a

period of from 01/01/2018 to 05/25/2018. Due to the rela-

tionship between stock prices and financial news articles,

we collected news articles from the financial domain within

the same time period as stock data. We use the first 80% of

the entire dataset as training dataset, and the remaining 20%

for test dataset. Similarly, to predict the next value, we will

shift the rollingwindow and add the next new value to the last,

and so forth. Schematic diagram of rolling window is shown

in Figure 2.

FIGURE 2. The diagram of rolling window.

Following [19] and [20], we also use the mean prediction

accuracy (MPA) to evaluate the methods, MPA = 1 −
1
N

∑N
j=1

|Pt,j−P̂t,j|

Pt,j
, where Pt,j is the real stock price of the j-th

stock on the t-th day, N is the number of stocks, and P̂t,j is

the prediction result.

We reimplement BiLSTM, BERT for comparison.

Figure 3 shows the performance of all three methods on

S&P 500 index price datasets. We compare our F-BERT with

FIGURE 3. Prediction result of models based on price.
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TABLE 8. The performance of F-BERT on different size of the corpus.

BiLSTM, BERT. As clearly shown in Figure 3, the prediction

results of our F-BERT and real index prices almost coincide,

F-BERT is far ahead. Furthermore, we further evaluate the

Mean MPA results for the prediction prices. Table 9 lists the

MeanMPA results, which show F-BERT notably outperforms

both competitive baseline models, demonstrating proposed

F-BERT model can make the prediction result more accuracy

and effectiveness.

TABLE 9. The accuracy comparison (Mean MPA) of all models.

VII. RELATED WORK

A. UNSUPERVISED TRANSFER LEARNING FOR LANGUAGE

REPRESENTATION

pretrained Language Models (PLMs) has attracted exten-

sive attention. Fine-tuning of PLMs has shown that it can

effectively improve downstream NLP tasks. PLMs such

as word2vec and ELMo [21] is an approach of extracting

knowledge from a large-scale unlabeled data and has become

one of the major advances in NLP. References [3]–[5],

[16], [17], [22] presented models for financial domain tasks.

However, because of the differences in vocabulary and

expression between the general text and the financial domain

text and the special language that is used in the financial field,

these PLMs models are not effective enough.

B. LIFELONG LEARNING

Lifelong learning, sequential learning andmulti-task learning

are closely related to each other. Lifelong learning mainly

focuses on using new data to train and adjust the model,

without forgetting the knowledge that has been learned before

[23], [24]. For Multi-task learning, its aims to learn more

different tasks simultaneously [25]–[29], for example, incre-

mental learning [30]–[32],in which different tasks usually

have different classes. Also, for different tasks, they usu-

ally only access a part of old data or new data. From the

perspective of training objectives, multi-task learning tackles

task-specific problems: path traversal between multi tasks,

parameter sharing in multi tasks, and attention for switching

different tasks. In different experimental environments, their

contribution solves the challenges, such as how to allocate

data in different tasks, how to sort tasks and how to evaluate

performance among a series of different tasks. Compared

withmulti-task learning, our lifelong learning [33] is a contin-

ual learning paradigm designed to train models with multiple

tasks in order to remember the previously learned tasks when

learning new tasks. The point is to continually train and adjust

the model without forgetting the knowledge that has been

learned. In proposed F-BERT, through lifelong learning, due

to the knowledge acquired in previous training, our model is

able to perform on new tasks well.

VIII. CONCLUSION

In the paper, we presented F-BERT model that is a pretrained

language model for financial text mining. By constructing

four pretraining tasks covering more knowledge, we continu-

ally trained F-BERT on general corpora and financial domain

corpora through lifelong learning, which enabled F-BERT

model effectively to capture language knowledge and

semantic information. Also, we implemented our F-BERT

on Horovod framework using mixed precision training

methodology. Extensive experimental results demonstrated

the effectiveness and robustness of F-BERT.

APPENDIX A

FINANCIAL DATASETS

A. FINANCIAL SENTENCE BOUNDARY DETECTION

DATASET

In written language, sentences are the basic unit. In many

NLP applications (such as POS tagging, information extrac-

tion), detecting the beginning of sentences, end of sentences,

and sentence boundary detection is often a first step task. So

far, for the sentence boundary detection task where automat-

ically extracted from financial documents (PDF files gener-

ally), there is still no effective solution to solve the problem.

Financial SBD dataset used in this paper is FinSBD Shared

Task, which is a dataset that was created for IJCAI19 confer-

ence FinNLP challenge. The FinSBD-2019 dataset contains

184042 VOLUME 8, 2020
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financial text that had been pre-segmented automatically.

There are 953 distinct beginning tokens and 207 distinct end-

ing tokens in the training and dev sets for FinSBD-2019 data.

It’s available online.7 In this task, its aims to well extract

segmented sentences from PDF documents about investment

funds and financial prospectuses to detect the beginning and

ending boundaries.

B. FINANCIAL SENTIMENT ANALYSIS DATASET

1) PHRASEBANK DATASET [14]

were annotated by people with background in finance

and business. It has 4,845 english sentences that are ran-

domly selected from financial articles and news found on

LexisNexis database. The dataset publically available

online.8

2) FiQA SENTIMENT DATASET [15]

was released in WWW18. It is created for financial text

opinion mining challenge. FiQA sentiment dataset has two

discourses: financial microblogs and financial news head-

lines, with manually annotated aspects and sentiment scores.

In financial news headlines dataset, it has 436 samples for the

training dataset and 93 samples for the dataset (529 labeled

samples totally); In financial microblogs dataset, it has

675 samples for the training dataset and 99 samples for

the test dataset (774 labeled samples totally). The dataset

publically available online.9 The evaluation of FiQA senti-

ment dataset mainly includes: aspect-sentiment attachment,

sentiment classification, and aspect classification. In aspect

classification, it is evaluated on F1-score, recall and preci-

sion, respectively; In sentiment prediction, it is evaluated on

R Squared(R2) and MSE.

APPENDIX B

FINE-TUNING HYPERPARAMETER

See Table 10.

TABLE 10. Fine-tuning Hyperparameter.
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