
INTRODUCTION

The reliance on network technologies in health-
care and clinical environments for monitoring,
diagnosis, surgery, and treatment stresses the
need for universal and wireless network inter-
faces that provide reliable connectivity and
untethered access to information.

The main argument in the case for wireless
stems from the need to provide better access
and enable greater physical mobility. Other
considerations that may arise include the cost
of deploying and maintaining a wired network
and the interoperability between networked
devices. Currently, most network connections
are based on RS-232 port interfaces, which are
made permanently to stationary monitors. In
addition to the cost  and t ime required to
rewire buildings and hospitals in order to plug
more devices into the network, severe incom-
patibil ity issues arise because each device
manufacturer defines its own data-link com-
munication method. Therefore, proprietary
drivers must be loaded every time a different
device is plugged into the network, making it
unrealistic to plug in mobile devices several
times during the day.

The IEEE 1073 Medical Device Communica-
tions standards organization is currently devel-
oping specifications for wireless interface
communication. The main objective for this

effort is to develop universal and interoperable
interfaces for medical equipment that are
• Transparent to the end user
• Easy to use
• Quickly (re)configurable
Since designing wireless technologies from
scratch in order to satisfy the needs of the
healthcare industry may not be a viable or eco-
nomical option, the group is focusing instead on
evaluating the suitability of currently available
and emerging technologies developed by the
IEEE 802 Local Area Network/Metro Area Net-
work standards organization.

Part of this evaluation work consists of match-
ing medical device application requirements with
the appropriate wireless technology. While reli-
able connectivity constitutes a requirement for
all healthcare applications, additional constraints
imposed on the timeliness and the criticality of
information delivery, such as bandwidth, delay,
and loss, depend on the specifics of the applica-
tion considered. Given the nature and the diver-
sity of the applications envisioned for healthcare,
let alone the many constraints imposed by the
environment, it is most likely that different med-
ical applications will use different wireless tech-
nologies. Therefore, a number of questions arise
with respect to deployment and operation issues.
For example, are there any pitfalls that can be
avoided in the deployment of such systems?
Does simultaneous and proximal operation lead
to interference? What are the mobility require-
ments of such systems? What are the effects on
the application’s performance?

Our objectives in this work are to provide a
survey of some of the benefits provided by the
use of wireless technologies in healthcare, and
also capture the challenges that may affect the
deployment and the operation of wireless net-
work technologies in the healthcare environ-
ment. The remainder of this article is structured
as follows. First, we list a few example medical
applications. We then survey candidate wireless
technologies and show how to find adequate
pairings between the medical applications and
currently available wireless technologies. The
article next explores wireless network deploy-
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The objectives of this article are to survey the
benefits and challenges posed by the deployment
and operation of wireless communications in
support of healthcare networks. While the main
advantage of wireless communications remains
to provide ubiquitous connectivity, thus allowing
greater physical mobility and interoperability, a
number of engineering issues need to be
addressed before this vision is realized. Our
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issues, including deployment, interference, and
mobility, and provide insights for potential solu-
tions.
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ment issues ranging from coverage area through
frequency allocation and network architecture to
transmitted power. Part of the article is then
devoted to discussing interference issues in the
2400 MHz band. We go over an illustrative sce-
nario consisting of multiple medical applications
using different wireless technologies. This exam-
ple is intended to show the impact of interfer-
ence on performance and the extent of the
resulting performance degradation. We discuss
the implications related to supporting physical
and network mobility in healthcare. Concluding
remarks are given in the last section.

WHAT ARE
HEALTHCARE APPLICATIONS?

In this section, medical applications are dis-
cussed and several examples are given. In order
to understand some of the network requirements
posed by applications, the Electrocardiogram
(ECG) is selected as an example medical appli-
cation. A similar approach is applicable to all
other medical applications.

MEDICAL APPLICATIONS
There are two broad categories of healthcare
applications. There are those that are specific to
medical data and those of general purpose, but
used in a medical environment, also known as
healthcare informatics.

Medical data healthcare applications are usu-
ally specific to the medical device that collects or
generates medical data. Some examples of these
medical devices are: infusion devices, vital signs
monitor (VSM), ventilator, pulse oximeter,
defibrillator, electrocardiogram (ECG), blood
pressure, temperature, airway flowmeter, cardiac
output, capnometer, hemodynamic calculator,
respirator, weigh scales, and dialysis devices.

Patient records, Internet access, and other
administration information are considered
healthcare informatics, since they are similar to
general applications such as database manipula-
tion. Video conferencing and remote device con-
trol (e.g., a camera) are other examples of
general-purpose applications that are used in the
medical environment. However, in some of these
cases, there may be additional application
requirements, such as whether the remote con-
trol was used during a critical operation or for
the delivery of the dosage of a medication.

Before a type of transport medium can be
chosen, such as cable or wireless, several factors
have to be considered in the transport of medi-
cal data from the collection device to the display
device. These factors include the type, amount,
and frequency of the data generated, and consti-
tute the application requirements. In the follow-
ing section, we use the electrocardiogram (ECG)
application as an example of an application
requirement that comes into play for designing a
medical data transport.

ELECTROCARDIOGRAM
The ECG application is a recording of the elec-
trical signals from the heart (Fig. 1a). These
electrical signals are continuous and must be
periodically sampled in order to be digitized

(Fig. 1b). The sample frequency and digitization
method play a critical role in determining the
traffic characteristics for transport. There are a
number of sampling and digitizing methods to
choose from, as well as various compression
techniques. 

For example, if the electrical signals from the
heart were sampled and digitized at a rate of 500
samples per second with a sample size of 8 bits
(1 byte), then the resultant ECG application
data traffic requirement would be 4000 bit/s (500
byte/s). The user expects the data to be dis-
played instantly.

In the next section we use this application’s
data traffic and timing requirements to select a
wireless technology for its transport.

HEALTHCARE APPLICATION
WIRELESS TRANSPORT

This section considers several candidate wireless
technologies that may be used for the transport
of medical applications. After a brief introduc-
tion of the wireless technologies available, an
example is given of pairing the ECG application
with the candidate wireless technologies consid-
ered.

CANDIDATE WIRELESS TECHNOLOGIES
The candidate wireless technologies that we
investigate are standards developed by IEEE
802. The wireless local area network (WLAN)
defined in the IEEE 802.11 [1] family of stan-
dards uses a single media access control (MAC)
sublayer with many different physical layers (e.g.,
802.11a [2] and 802.11b [3]).

The wireless personal area network (WPAN)
is also a family of standards, but unlike 802.11,
each defines its own MAC sublayer and physical

nnnnFigure 1. From heart beats to digital bits.
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layers. Covered here are IEEE 802.15.1 [4],
which is designed as a cable replacement and
includes the lower layers of the Bluetooth speci-
fication developed by the Bluetooth Special
Interest Group (SIG) and the IEEE 802.15.4 [5],
which is designed for low data rates, low power
consumption, and low usage applications and is
promoted by the Zigbee Alliance.

The main characteristics of these are shown
in Table 1. The importance of these will be cov-
ered in subsequent sections as appropriate.

PAIRING ECG TO CANDIDATE
WIRELESS TECHNOLOGIES

This pairing focuses on the packetization (framing
and the sample accumulation delay, Fig. 1c). Con-
sidering just the ECG data-rate traffic require-
ments (4 kb/s) with the wireless raw data rates
(i.e., capacity), it appears that 802.15.4 (250 kb/s)
is more appropriate than 802.11b (11 Mb/s) or
802.15.1 (1 Mb/s). From an analytical perspective,
when using IEEE 802.15.4 for ECG, the maxi-
mum payload size allows up to 118 sample/frame
bringing the accumulation delay to 236 ms. The
minimum data sampling rate of 1 sample/frame
results in an accumulation delay of 2 ms.

Now that a frame size is determined, we con-
sider the method for accessing the medium that
also contributes to the end-to-end delay. The
802.15.4 uses carrier sense multiple access with
collision avoidance (CSMA/CA), which produces
a random access delay for each frame. This
access delay is shown generically in Fig. 1d. For
802.15.4 and ECG, the medium access delay
ranges from 1.024 to 5.216 ms as the number of
samples per frame varies from 1 to 118 when
there is success on the first attempt to transmit
the frame. When multiple attempts to transmit
are needed due to varying the load on the net-
work, this can increase to a maximum of 36.8 ms
before the packet is dropped. Dropping a frame
(packet loss) is another application requirement
to consider.

IEEE 802.15.4 supports two types of data ser-
vices: acknowledged and unacknowledged, which
contribute to delay and overhead. Since the
ECG application is more sensitive to time delays

than to packet loss, the unacknowledged data
service is used [6].

At this point only packetization, framing, and
medium access delay are considered for pairing
an application to a wireless technology. In later
sections, other factors such as deployment, inter-
ference, errors, and mobility are considered.

DEPLOYMENT ISSUES
In the previous section several considerations
(packetization, framing, access delay, and data
service) for pairing ECG’s requirements to the
IEEE 802.15.4 wireless technology were
described. We continue with this example by
considering deployment issues such as coverage
area, network architecture, frequency allocation,
and output power and their associated chal-
lenges, in order to determine whether the pair-
ing choice is still acceptable.

Figure 2 describes a basic user case for the
potential use of wireless technologies in a health-
care environment. Several ECG leads on a
patient’s body collect the medical information,
which is displayed on a monitor located at the
patient’s bedside. This information is also trans-
mitted to another hospital location for remote
monitoring (e.g., a nurses’ station). In case of
emergency, when the patient is moved from
his/her room to the intensive care unit, these
communications need to be maintained. We are
interested in investigating the various issues
associated with the wireless communications in
this scenario.

COVERAGE AREA
Designed coverage areas vary from the body
area (< 1 m), personal area (< 10 m), local area
(< 100 m), to wide area (> 100 m). The 802.15
family is designed for communications in the
personal area while the 802.11 covers the local
area. In reality, coverage areas vary widely based
on radio frequency used and the physical envi-
ronment. For the personal area this is an advan-
tage, since it allows for the signal to be
constrained within its limited usage area, while
for the local area it is a detriment, since its goal
is to cover larger distances. Since the ECG’s
communicating devices are in close proximity to
each other, a personal area wireless technology
(e.g., 802.15.4) is a likely choice. However, for
further relaying the ECG data to the nurses’ sta-
tion, a local area wireless technology may be
needed.

NETWORK ARCHITECTURE
Some wireless technologies are designed with
infrastructure, while others are designed for ad
hoc communications. The IEEE 802.11 was
designed for both. Its infrastructure mode
assumes a fixed access point (AP), which attach-
es to the established fixed network infrastructure
and thus provides a communication portal for
stations (STA) in range of the AP. Its ad hoc (or
self-organizing) mode permits devices to dynam-
ically communicate with other peer devices.
IEEE 802.15 uses this ad hoc mode. The ad hoc
nature is convenient for quick deployment, but
potentially disastrous for static RF management
control, which will be discussed below. For the

nnnnTable 1. The candidate wireless technologies.

Technology 802.15.4 802.15.1 802.11b

Network type WPAN WPAN WLAN

Modulation DS FH DS

Number of channels 16 79 11

Channel width (MHz) 2 1 22 

Coverage area (m) < 10 < 10 < 100

Data rate (Mb/s) 0.25 1 11

Data service Unack, ack Acknowledged Acknowledged

Medium access CSMA/CA TDMA CSMA/CA
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ECG application where the sensors are commu-
nicating with the bedside monitor, an ad hoc
mode is more appropriate. 

FREQUENCY ALLOCATIONS
The radio frequency spectrum covers a wide
range (3 kHz to 300 GHz). In the United States,
this range is divided into numerous usage bands
by the Federal Communications Commission
(FCC). In this respect, the RF allocation is out-
side the control of the medical environment’s
management. There are several of these usage
bands such as Industry, Scientific, Medical (ISM)
available for medical usage, but they are shared
with other users. The selection of which ISM
band to use is the first consideration. For the
three candidate wireless technologies considered
(i.e., 802.11b, 802.15.1, and 802.15.4), all use the
2400 MHz ISM band. IEEE 802.11a and IEEE
802.15.4 have some channels in other bands,
which may be an option when the 2400 MHz
band is overcrowded. After selecting the RF
allocation, the next step is to determine how the
wireless technology uses the band.

Figure 3 shows the channelization or the seg-
mentation of the 2400 MHz ISM band. The
sharing of the wireless channels causes interfer-
ence. The significance of interference, the need
to avoid it, and interference mitigation tech-
niques are described in the next section. For
now, we concentrate on the configuration of the
channels to avoid or reduce interference by
planning for no overlapping of channels. Chan-
nel configuration may occur statically (manual)
or dynamically and for a single wireless technol-
ogy or multiple wireless technologies. For IEEE
802.11b, only three nonoverlapping channels can
be manually selected out of the 11 channels
available. For IEEE 802.15.4’s 16 channels and
IEEE 802.15.1’s 79 channels, none overlap.
However, for IEEE 802.15.1, since it uses fre-
quency hopping (FH) rather than direct
sequence (DS), all 79 channels are used by every
communicating device at some point in time.
Thus, manual channel configuration is only
applicable to DS technologies, not FH technolo-
gies. Continuing with manual configuration given
one wireless technology, is it possible to config-
ure channels from another wireless technology?
For 802.11b and 802.15.4, there exists channels
in both that will permit nonoverlapping chan-
nels. The trade-off is a reduction in available
channels. However, if IEEE 802.15.1 (or any FH
wireless technology) is added to any of these
individually or in combination, no manual con-
figuration exists. Dynamic allocation is when the
devices determine the channel or channels to
use based on some criteria, for example, inter-
ference mitigation.

OUTPUT POWER
The amount of output power used to generate
the wireless signal affects not only the coverage
area, but also affects the power consumption of
the wireless device. For WLANs the assumption
is that the devices will be powered by mains,
while the assumption for WPANs is that the
devices will the powered by batteries. IEEE
802.15.4 specifies a number of ways to reduce
the power consumption and still maintain its

coverage area. Since the incentive for wireless is
to remove wires, the ECG sensors are battery
powered.

LOCATION MANAGEMENT
A method used for location management
involves managing the physical locations for
using these technologies. However, this method
may not be practical if one cannot prevent the
inherent mobile natural of wireless capable
equipment or when patients move from one
facility to another, such as from the emergency
room to the operating room, to intensive care,
or to a regular patient’s room.

REVISITING THE ECG AND THE
WIRELESS TECHNOLOGY PAIRING

For the topology depicted in Fig. 2 and based on
different considerations described in this section,

nnnnFigure 2. Room topology.
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IEEE 802.15.4 can still support the ECG traffic
and usage scenario. WLAN is preferred to estab-
lish a wireless connection between the central
monitor device at the patient’s bedside and the
hospital network because of its large coverage
area and its infrastructure mode, which enables
access to the hospital network and supports
mobility. From an RF perspective, as described
above, it is possible to select nonoverlapping
channels (for example, 2410 MHz for low-rate
WPAN and 2462 MHz for WLAN) to avoid any
interactions between the two technologies. In
this user case, wireless technologies peacefully
coexist thanks to pertinent network design.

However, not everything can be anticipated
and the fundamental nature of wireless devices
allows them to appear anytime, anywhere. In this
heterogeneous wireless environment, two critical
issues arise. The first issue is: How significant
will the interference be among the various wire-
less technologies? This is the topic of the next
section. The second issue is: Will there exist a
need to have devices access whichever wireless
technology is available in order to maintain com-
munications? This is covered subsequently.

INTERFERENCE IN THE
2400 MHZ BAND

As described in the previous section, a proactive
network design can anticipate potential interfer-
ence among wireless technologies. However,
inherent to the wireless technology characteris-
tics, a device can appear anytime, anywhere.
These unpredictable appearances challenge the
viability of a preplanned wireless network config-
uration. In fact, how well these wireless devices
are able to operate in close proximity to each
other, especially those employing the same 2400
MHz ISM frequency band, will be discussed in
this section along with potential mitigation tech-
niques.

EFFECTS OF INTERFERENCE IN A
WALK-IN USAGE SCENARIO

The usage scenario described in Fig. 2 illustrates
an ideal network design. Low-rate WPAN chan-
nels are manually chosen in order to avoid over-
lapping with WLAN channels, thus guaranteeing
coexistence between the two technologies. We
extend this basic scenario by adding an individu-
al entering the patient’s room using devices
equipped with the Bluetooth technology (e.g.,
doctors exchanging data between PDAs, a visitor
using his cell phone via a Bluetooth earset). As
explained in the previous section, Bluetooth
technology uses a frequency-hopping technique.
Consequently, during a communication, a Blue-
tooth device’s FH spans the entire frequency
band. Thus, in our extended scenario, overlap-
ping between Bluetooth channels and WLAN or
low-rate WPAN channels is inevitable.

We simulate this walk-in user case where the
low-rate WPAN sensors carry ECG traffic. The
collection of this traffic is transmitted via the
WLAN connection to a remote hospital location
and, in the meantime, a visitor carrying a Blue-
tooth device enters the patient’s room. In this

walk-in user case, we look at the packet loss at
the MAC sublayer of the low-rate WPAN moni-
tor to characterize performance.

In this particular wireless environment, com-
munications are deeply impacted. As the Blue-
tooth piconet gets closer to the patient’s bed,
the packet loss at the low-rate WPAN monitor
is up to 60 percent at very close range (i.e., 0.5
m) and is still significant (i.e., 18 percent) when
the Bluetooth piconet and the low-rate WPAN
monitor are 2 m apart. With respect to the
topology chosen, the transmission power of
each technology, and the traffic characteristics,
the impact on the WLAN devices and the Blue-
tooth pair is less significant. Additional studies
[7, 8] have shown that, in different scenarios,
most of the time there is a mutual impact
between DS spread spectrum technologies (e.g.,
WLAN and low-rate WPAN) and FH technolo-
gies (e.g., Bluetooth). With this simple and like-
ly walk-in user case, one can see that
unexpected appearances of wireless devices can
severely impact the existing surrounding wire-
less environment. In order to tackle this issue,
interference mitigation techniques need to be
in place, since administrative means seem to be
doomed to failure.

INTERFERENCE MITIGATION TECHNIQUES
Interference mitigation techniques can be divid-
ed into two main categories: collaborative and
noncollaborative mechanisms. On one hand, col-
laborative mechanisms require communication
between heterogeneous protocol stacks. One
wireless technology is then aware of the commu-
nication of another, thus delaying or adapting its
transmission accordingly as it has been devel-
oped in [9] to enable peaceful coexistence
between WLAN and Bluetooth devices.

On the other hand, noncollaborative mecha-
nisms do not require direct communication
between heterogeneous protocol stacks. Instead,
they rely on channel or network measurements
to detect the presence of other wireless devices.
Such measurements range from the bit or frame
error rate to the signal strength or the signal-to-
interference ratio. Based on these measure-
ments, techniques are implemented to avoid a
simultaneous use of the same frequency. Two
basic strategies are envisaged, namely, time-divi-
sion multiplexing (TDM) and frequency-division
multiplexing (FDM). In TDM, transmissions are
postponed while waiting for an interference-free
channel. Such a mechanism can significantly
reduce the packet loss at the cost of some addi-
tional delay due to the transmitter having to wait
for an error-free channel. An application of this
technique was used in [8] to enable coexistence
between the Bluetooth and DS technologies. On
the other hand, FDM techniques allocate differ-
ent portions of the frequency band to a specific
group of communicating devices. In Bluetooth, a
unique random FH pattern is derived for each
piconet in order to limit the interference
between neighboring piconets.

It is evident that neither the TDM nor the
FDM technique can totally eradicate interfer-
ence. Also, as in the case of most reactive mea-
sures, the communication has to be impacted
first before an adaptive mechanism is triggered.
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One can envision that for the healthcare envi-
ronment, where interference cannot be tolerat-
ed, a strict monitoring and control of spectrum
usage is put in place in order to constantly detect
spectrum usage and direct the choice of which
technology to use.

HANDLING INHERENT MOBILITY OF
WIRELESS TRANSPORT

One of the main advantages of using wireless
technologies in healthcare environments is to
enable devices to move. As depicted in Fig. 2,
mobility in the healthcare environment is every-
where. From the patient’s bed network, moving
to an intensive care unit and to the visitor using
his Bluetooth earset with a cellular phone, wire-
less technologies will certainly imply devices in
motion at some point of time, even during an
ongoing communication. Mobility includes vari-
ous concepts that are detailed in this section.

ENABLING MOTION
The wireless nature of the technologies makes
user motion common. Geographical motion of
the user follows different mobility patterns,
according to the environment of the user, the
means of transportation, and the application
used. In a healthcare environment (e.g., inside a
hospital building), we assume a user’s mobility to
be walking speed. Users may transport their
wireless devices from room to room, or between
different floors of a hospital.
• If the communication between two wireless

devices does not use any intermediate hop,
the devices need to remain in their com-
mon coverage area to maintain communica-
tion. For example, this is the case for the
Bluetooth communication between a cell
phone and a corresponding earset, or for
the communication between the low-rate
WPAN sensors and their monitor. These
devices need to move together in order to
stay connected.

• If wireless nodes are communicating
through a wireless AP, mobility manage-
ment is needed when devices are moving
out of range of their point of attachment.
Basically, these devices need to perform a
handover to another AP. Still, considering
the scenario depicted in Fig. 2, a handover
is needed if the patient’s bed together with
the patient’s monitor are moving out of the
coverage area of their current WLAN AP.
In both cases, the geographical mobility of

devices implies many issues, such as interference
effects when several devices operating in the
same frequency get closer to each other or
mobility management across wireless APs and/or
networks. Mechanisms such as mobile IP allow
flow persistence after a handover, but communi-
cation disruption may occur to the applications.
In the remaining subsections we focus on an
infrastructure mode, where each mobile node
needs to be connected to a point of attachment
(i.e., IEEE 802.11 model). We explain the han-
dover issue and describe current solutions to
minimize the interruption time observed by
mobile nodes.

HANDOVER MANAGEMENT

The handover process is the operation of chang-
ing the point of attachment to the infrastructure.
Two different levels of handover can be distin-
guished, according to the topology of the net-
work. If the old and new APs share the same
subnet, only a layer 2 handover is needed. The
mobile node only needs to associate with the
new AP. In addition, if the two APs are connect-
ed to a different subnet, a layer 3 handover must
take place as well. A layer 3 handover consists of
determining a valid address on the new subnet,
and updating the address to use on correspon-
dent node(s).

When a mobile node loses its connection with
its current AP, it switches to a promiscuous
mode and engages a layer 2 handover. The layer
2 handover consists of three stages [10]: the dis-
covery phase, the authentication phase, and the
association phase. The discovery phase may be
accomplished by using either passive or active
scanning. If the mobile node uses passive scan-
ning, it only waits for a beacon message, which is
periodically sent by the access point. This bea-
con contains the necessary information for the
mobile node to choose its future AP.

In the active scanning mode, the mobile node
aggressively requests responses from the AP(s)
by sending Probe Request messages. APs in range
reply with a Probe Response message, which basi-
cally contains the same information as the bea-
con frame.

Different algorithms and timers may be used
by mobile nodes to scan for available APs. For
example, one can choose to attach to the first
AP found, while another could first scan all
channels before selecting the target AP. These
various algorithms result in different latencies in
the layer 2 handover. Simulation studies [11]
have shown that the handover latency range
from about 10 to 80 ms, depending on the num-
ber of channels that the mobile node has to scan
before selecting a new AP. 

The Authentication phase follows the Discov-
ery phase. It allows the mobile node and the AP
to exchange their identity and possibly a key for
further data exchange. However, this mechanism
has been shown to be very weak and most of the
time is not used anymore, especially in sensitive
environments.

IEEE 802.11i [12] and IEEE 802.1x [13] have
defined a new authentication mechanism that
takes place after the association with the target
AP. Once the association is made, only control
packets exchanged between the mobile node and
an authentication, authorization, and accounting
(AAA) server can traverse the AP. Once authen-
tication and key exchange are completed, data
packets can be sent and received by the mobile
node on the new AP.

The association only consists of the exchange
of two frames, mainly in order to allocate an
association identifier to the mobile node.

If the old and the new APs are not connected
to the same subnet, a layer 3 handover is need-
ed. Once the new connection with the new AP is
done, the mobile node has to discover the layer
3 information of the link. For example in IPv6,
this information is advertised in Router Advertise-
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ment periodically sent over the IPv6 link by
routers. Mobile IPv6 proposes that Router
Advertisement should be sent between 30 and 70
ms in order to meet the trade-off of minimizing
the bandwidth used to send Router Advertise-
ment and minimize the discovery time. More-
over, if the mobile node is aware that its IPv6
link has changed (e.g., via L2 triggers), it can
explicitly solicit a Router Advertisement by
sending a Router Solicitation.

Once the mobile node knows the new param-
eters associated with the new link, a mechanism
is needed to update its location with its corre-
spondent. Mobile IPv6 [14, 15] proposes a
mechanism to redirect packets to a temporary
location for the mobile node. Each node has a
binding cache which contains the permanent
address of the mobile node (namely, Home
address) and the current, temporary address of
the mobile node (known as care-of address).
IPv6 headers are used to hide the temporary
address from the application (i.e., the applica-
tion socket is always opened through the home
address of the device). When the care-of address
of the mobile node changes, it sends a Binding
Update with the new care-of address. If a corre-
spondent node does not support Mobile IPv6
features, or in order to reach a mobile node
while attached to a visited network, a home
agent is used. The home agent is a router in the
home link of the mobile node, which is in charge
of redirecting packets intended to the mobile
node to its current location. In [11], it is shown
that layer 3 handover latencies range from 80 to
150 ms.

IMPACT ON DEPLOYMENT AND INTERFERENCE
As we have seen, user mobility is a benefit for
the user who enjoys moving while being in com-
munication. However, this feature requires spe-
cific management.

On the one hand, mobility management
mechanisms are needed to maintain the ongoing
communication of a mobile device, when moving
out of the coverage area of its point of attach-
ment. Moreover, user mobility brings the need
to dynamically (re)configure each of the wireless
technologies using the same frequencies. As a
mobile device gets closer to other devices using
the same frequencies, it may interfere with
devices that have been well configured.

On the other hand, a handover can be used
to mitigate interference that might be observed
when several devices operating at the same fre-
quency get closer. In the latter case, flow redi-
rection can be done on another wireless AP
operating on another channel if available, or on
another technology if the device is equipped
with multiple network technologies in order to
free the impacted channel.

In most cases, handover will cause degrada-
tion in the user applications’ performances by
introducing, for example, delay or packet loss.
These degradations may have different impacts,
according to the requirements of the application.
Some of them may be managed by the corre-
sponding MAC sublayer via retransmission. For
real-time application, or very sensitive data
transfers, delay or packet loss may have dramatic
consequences.

SUMMARY

In this article, we have explored the use of wire-
less communications to transport medical appli-
cations. We surveyed several candidate wireless
technologies, such as IEEE 802.11, 802.15.1, and
802.15.4, which can be used to support the traffic
characteristics and connectivity requirements of
these medical applications. ECG is used as an
illustrative example in order to highlight engi-
neering choices such as packetization and access
control rules that come into play when designing
a wireless transport. Key issues related to deploy-
ment are also considered ranging from coverage
area, frequency allocation, network architecture,
interference, and mobility. For each issue identi-
fied, we discuss how design choices affect the
performance and suggest potential approaches
for optimizing the overall network performance.

The process of pairing medical application to
a wireless transport requires a thorough under-
standing of the medical application considered,
the detailed functions and capabilities of the
wireless technology, and the deployment envi-
ronment. Since neither the deployment environ-
ment nor the availability of wireless technologies
is static, this remains an iterative process subject
to continuous evaluation in order to satisfy all
the operation requirements.

The lessons learned from this study point to
the need for careful analysis of the trade-offs
associated with using wireless networks in health-
care environments. The obvious benefits intro-
duced by wireless technologies in terms of
eliminating cumbersome wires, enabling mobility,
and facilitating cheaper deployment should always
be evaluated against potential side effects, includ-
ing interference and deployment management.
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