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Abstract

Sensory cortex amplifies relevant features of external stimuli. This sensitivity and selectivity arise
through the transformation of inputs by cortical circuitry. We characterize the circuit mechanisms
and dynamics of cortical amplification by making large-scale simultaneous measurements of
single cells in awake primates and by testing computational models. By comparing network activity
in both driven and spontaneous states with models, we identify the circuit as operating in a regime
of balanced amplification. Incoming inputs are strongly but transiently amplified by recurrent
excitation. Inhibition acts to counterbalance this excitation by rapidly quenching responses,
thereby permitting tracking of time-varying stimuli.

One-Sentence Summary:

Sensory cortex uses balanced excitatory and inhibitory circuitry to boost weak signals while
maintaining fast sensory dynamics in a changing environment.

Main Text:

Sensory cortical circuits are remarkable for their high sensitivity and precise selectivity for specific
features in their inputs, even when these inputs are weak, noisy, and changing=°. These
properties are proposed to emerge from specific neuronal connectivity patterns within the cortex
that act to amplify inputs and sculpt outputs®'>. We demonstrate how circuit organization can
lead to distinct network dynamics. By combining a computational approach with empirical single
cell activity measurements from large populations of neurons in awake primate area MT, a visual
area where neurons are sensitive to visual motion *¢-1°, we uncover the operating regime of
sensory cortex and supply fundamental constraints on its underlying circuitry.

To reveal the circuit origins of cortical amplification, we examined the dynamics of sensory
neurons in visual area MT of awake primates. We recorded both spontaneous and evoked large-
scale population activity from inhibitory interneurons using two-photon imaging of calcium signals®°
(Fig. 1A; 69 imaging sessions, 5046 neurons). Neurons in area MT were selective for motion
direction®2%22 and exhibited a functional map-like organization similar to primary visual cortex
23(Fig 1B,C). Direction tuning shifted systematically across the surface of area MT, such that
nearby neurons had similar direction preferences (Fig. 1D). We characterized this organization by
guantifying how the preferred directions of individual cells varied as a function of cell separation in
cortical space (Fig 1E, length constant = 244 microns). Hypercolumn estimates across animals
and chambers were similar (mean = 353 microns + 129 s.d., Sup. Fig. 1A,B). This functional
organization was stable when imaged over days or months (Sup. Fig 2).

Area MT neurons specifically amplify signals related to motion direction, even in the presence of
high noise*. For example, MT population responses remain selective even when motion signals
are degraded by lowering coherence to 2.5% (Fig. 1F).
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Fig. 1. Population response characteristics in area MT.

(A) Schematic of the experimental setup. The marmoset is head-fixed and sits in a chair in front of the
display monitor, under the tilted objective of a two-photon microscope above area MT. An infrared camera
allows eye tracking. (B) An example imaging plane in area MT. The locations of 5 example cells are
highlighted. (C) Responses of the 5 example cells to fullfield motion in different directions. Gray lines show
individual trial responses and colored lines are average response. Scale bars indicate 0.5 AF/F. Plots to the
right are direction tuning curves. The plotted points are mean response per direction and error bars show
the standard error. The responses were fitted with a Von Mises direction tuning curve. Each cell’s direction
selectivity index (DSI) is indicated on top of the tuning curve. (D) Organization of preferred direction within
plane. Outlines of cells with a DSI = 0.15 from the same imaging field as in B are colored with their
computed preferred direction. (E) Nearby cells share direction preferences. Difference in preferred direction
between cells is plotted as a function of the physical distance between cells. Each dot is a cell pair. All cell
pairs with DSI = 0.15 are considered. The distances are then binned in 25 y and the black circles represent
the median direction difference for each bin. Error bars represent the angular standard deviation. Blue line
is an exponential fit to the data and red line is an exponential fit to the shuffled data. (F) Amplification of
direction signals. Responses of an MT population to high (100%) and low (2.5%) coherence motion, in
which neurons are binned by direction preference (left panel) and fit by Von Mises direction tuning curves.
The normalized selectivity of the population output, measured by the population DSI, is compared to the
stimulus coherence (right panel). Lines connect responses from the same populations, different lines
correspond to different populations. The green dot and black square represent the example population
shown in left panel. Normalized selectivity is computed by dividing population DSI by the population DSI at
100% coherence. Even at low coherence, the population output is selective and the value lies above the
diagonal, indicating amplification of input (shaded region).

To elucidate the circuit basis of this feature-specific amplification we integrated several recurrent
amplification models!4242% into a unified computational framework (Fig. 2A; analytical derivations
in Supplementary Information, Sup. Fig. 3). We explored non-normal networks, with segregated
excitatory and inhibitory cell populations, in which two key model parameters alter network
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behavior: the strength of tuned recurrent excitation and the ratio of tuned recurrent excitation to
tuned recurrent inhibition. The space of models that generate selective amplification can be
divided into three main regions: one in which amplification emerges from balanced increases in
excitation and inhibition and two in which excitation is dominant. Each of these networks has the
same framework but varies in the strength of excitatory and inhibitory synaptic interactions
between neurons (Fig. 2B), leading to different dynamics (Fig. 2C). Increases in tuned excitation
lead to increases in amplification across all regions (Fig. 2D-F).
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Fig. 2. Circuits for selective amplification.

(A) Top: Cartoon schematic of the cortical networks, including an input and separate excitatory and
inhibitory populations. The input at direction 8 is transformed by the model network to generate the
population output shown at the top. Bottom: Cartoon schematic of connectivity parameters Weights JoF!
refer to untuned weights from excitatory or inhibitory cells; weights J:&' are the tuned interactions. All cells
are connected to each other with untuned weights, and both E and | cells interact with other cells of similar
direction preference through the tuned weights, which vary by differences in direction preference (see B)
(B) The tuned excitatory (red) and inhibitory (blue) tuned weights as a function of difference between cell
preferences for direction. The top panel shows the excitatory and inhibitory tuned synaptic weights for CA
(solid lines) and s-NA (dotted lines) networks. The bottom panel shows tuned synaptic weights in the BA
regime, excitatory and inhibitory tuned weights are the same in this regime (C) Dynamics of responses in
the model regimes are shown using responses to a brief step input (bottom). The f-NA (dashed line) and
BA (continuous line) regimes responses are fast and decay rapidly, s-NA (dash dot line) responses are
much slower and CA (dotted line) responses are persistent (D-F) Model behavior depends critically on the
ratio of the tuned excitatory (J:5) and inhibitory (J.') strength and the amplitude of the tuned excitatory
component. The degree of amplification of motion inputs (D) (J£ + J1)/(1 —JE + J1), see analytical
derivations), the inverse time constant (E) and the ratio of the amplification and time constant (F) are
shown across model parameters. Red points indicate specific network parameters that are explored. The
dotted region centered around BA indicates the balanced amplification zone. The bigger dotted region to
the right of it indicates the normal amplification zone. States beyond the continuous curved line are in the
continuous attractor regime. The boundary is defined as J:& > (1+ Ji') (see analytical derivations).

Within the excitation dominant region, at low magnitudes of tuned excitation, the network’s
baseline state is a single fixed point (normal amplification: NA), whereas at higher weight
3
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magnitudes, the network’s fixed points are a ring of tuned high activity states (continuous attractor:
CA). Withdrawal of stimulus causes the network to decay to its baseline stable state in the NA
regime?4, with a slowing of dynamics as tuned excitation increases, until eventually in the CA
regime the activity persists even in absence of the stimulus (Fig 2C,E). A sliver of the NA regime
has fast dynamics but weak amplification (the f-NA regime); most of the NA zone exhibits larger
amplification and slower dynamics (the s-NA regime). The balanced amplification (BA) regime
consists of a circuit with strong tuned excitation and inhibition in a nearly matched configuration?®.
Like the NA regime, it exhibits a single fixed point at baseline activation. But unlike the NA and CA
regimes, it generates strong amplification through a process of transient dynamics (Fig. 2C), in
which small inputs along a feature dimension are selectively amplified, but then subsequently
rapidly quenched by inhibition?°. The BA regime only occurs in networks with segregated
excitatory and inhibitory populations (Sup. Fig. 3). Increasing the strength of tuned excitation in the
BA regime increases amplification, but unlike the NA regime, is not accompanied by a slowing of
responses (Fig. 2D,E). Though these regimes are all selectively amplifying, they differ in the
neural dynamics, which allows us to examine empirically the operating regime of cortical circuits.

We characterized MT dynamics at stimulus offset using a combination of intracellular and
extracellular recordings. Networks in the CA regime should exhibit persistent activity even after
stimulus removal, but MT cell activity rapidly declined to baseline after stimulus withdrawal, both at
the level of membrane potential (Sup. Fig. 4A-D) and spike rate (Sup. Fig. 4E-H). These rapid
offset dynamics are inconsistent with dynamics purely in the CA regime but are feasible with the
BA or f-NA regime. They are also consistent with the slow amplifying s-NA regime: the decay to
baseline stable state is rapid as it is not a part of the set of slow amplifying states. Finally, the
dynamics are also possible in a version of NA regime (termed NA/CA) where a global increase in
untuned input can shift the network from NA into a state where a ring attractor emerges (CA),
while withdrawal of such an input rapidly shifts the network back 27. This NA/CA model with global
input that is dynamically linked to the tuned stimulus could then exhibit rapid stimulus offset
responses. Therefore, to distinguish between these alternatives, it is necessary to examine
network dynamics when the stimulus is always present.

We next compared model and area MT network responses when stimulus is always present, but
motion direction is rapidly switched (Fig. 3A). In the BA and f-NA regimes, network activity shifts
abruptly with stimulus direction changes: the population activity bump induced by the initial motion
direction decays rapidly in place while a new bump emerges to represent the second direction
(Fig. 3B). In contrast, in the NA/CA networks, the network activity bump moves smoothly along the
ring of directionally tuned responses, passing through and activating neurons selective for
intermediate directions along the way (Fig. 3B, green traces). These model predictions do not
change when the ratio of number of E cells to | cells is changed to 4:1, as observed in the
neocortex (Sup. Fig. 5).

For a shift in stimulus direction from 90 to 225 degrees, the MT population response average
shows two distinct activity bumps at the two presented directions, but no smooth transition
between the bumps in the form of elevated activation of cells preferring intermediate directions
(Fig. 3B, bottom). Splitting the population responses into three groups based on direction
preference (those selective for the first, second or intermediate directions) reveals that the cells
responded to the first and second stimuli with distinct latencies (Fig 3B, bottom right). Population
tuning curves based on neuronal preference reveal that following the change in stimulus direction,
a new bump appeared at the second direction while the activity at the first direction decayed (Fig
30C). Individual MT neurons tuned to intermediate directions responded weakly, not exceeding the
amount expected based on their direct evoked response to the two motion directions, inconsistent
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Fig. 3. Shifts in motion direction elicit rapid changes in MT population responses.

(A) A cartoon of the stimulus in which stimulus direction is rapidly changed from 90 degrees to 225
degrees. Blue and orange dashed lines indicate first and second stimulus intervals respectively. (B)
Response of model networks to a sudden 90-225 direction change. Average response of a population of
cells in a NA/CA network elicits a smooth rotation in the bump of activity from those cells preferring the first
direction to the second direction (left). First stimulus starts at left edge of the heatmap for all panels. Next
stimulus starts at the first gray vertical line. End of second stimulus is at the right end of model heatmaps.
The end of second stimulus for calcium imaging heatmap is shown by the second vertical gray line. The
response time courses of cells preferring the first direction (blue), the second direction (orange), or
intermediate directions (green) are shown in the right panels. Both the f-NA and BA network populations
exhibit rapid shifts (left panels), and neurons tuned to intermediate directions do not respond. Calcium
recordings from area MT neurons also make rapid shifts in population activity, but there is a lag in the
calcium imaged response relative to stimulus onset and offset due to the decay time of the calcium
fluorescence signal. The intermediate cells do respond, but no more than expected from the response to
the single stimulus conditions. (C) Population tuning curves at different epochs do not exhibit a smooth
shift in preferred direction, but instead are well fit by a tuning curve with two modes in the first and second
directions. (D) The response of a single cell selective for 135 degrees (top). This cell does not respond to a
motion shift between 90 degrees and 225 degrees but does to a direction change between 270 and 135
degrees.
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with a bump of activation that passes through the intermediate directions (Fig. 3D, Sup. Fig. 6).
The slow calcium signal may not fully register a rapidly moving bump that passes through the
intermediate directions, but extracellular single cell electrophysiology measurements in MT
revealed a similar absence of responses in neurons tuned to intermediate directions (Sup. Fig 6A-
G). As predicted by our model, excitatory cells (from electrophysiology) and inhibitory cells (from
imaging) exhibit similar population behavior.

To determine quantitatively whether MT population responses discretely switch their signals for
direction (as in the f-NA/BA networks) or sweep smoothly through intervening directions (NA/ CA
networks), we compared physiological network responses to switch and sweep predictions (Fig.
3C, Sup. Fig. 7). Both our calcium and electrophysiology records are highly correlated with a
switch prediction and not the sweep prediction (Ca: Rswich mean = 0.52 +/- 0.2, Rsweep mean =0.13
+/- 0.09. Ephys: Rswitch = 0.91, Rsweep = 0.13, Sup. Fig. 7B). One caveat to our interpretation is that
the stimulus might be so strong that it overrides the slow internal dynamics of the NA/CA
response. We therefore repeated the experiment at the lower contrast of 8% (Sup. Fig. 6H-J).
Even at this contrast, we observed no evidence of a bump of activation moving through
intermediate directions, indicating that area MT is not operating in the NA/CA amplification
regimes.

Another distinguishing feature of amplifying models is how they respond to smooth decrements in
signal strength (Sup. Fig 8A-B). In the NA/CA networks, an initial strong stimulus pushes the
networks onto a stable ring and lowering the stimulus strength smoothly has little impact on
network activity (Sup. Fig. 8C). In contrast, the f-NA and BA networks are sensitive to decreases in
the input strength, showing smooth and large reductions in tuned response amplitude (Sup. Fig.
8C, bottom panels). Like the f-NA and BA networks, the tuned responses of area MT populations
declined as coherence decreased (Sup. Fig. 8D-G). MT cell responses to changes in direction and
coherence show that the network is highly sensitive to the amplitude and direction of the stimulus,
inconsistent with operation in the NA/CA regimes but consistent with the BA and the f-NA regimes.

These candidate amplification models also exhibited distinct spontaneous activity signatures.
When only noise input is provided the f-NA network remained nearly quiescent, with little tuned
response. Networks in the balanced regime, however, exhibited large spontaneous activity
fluctuations that are tuned, with varying amplitude and directionality. In contrast, NA/CA networks
exhibited tuned responses persistently, even in the absence of structured input. Though
spontaneous activity in MT is weaker on average than visually-evoked responses, it is
characterized by sparse punctate bursts, with individual MT neuron amplitudes approaching those
of evoked responses (Fig. 4A,E). The sparse activity events generated skewed activity
distributions for both individual cell and network activity (Sup. Fig. 9A-D, skewness: 1.4, median
skew =1.2 + 0.5 s.d., across all sessions), a common phenomenon in neural circuits?®2°, Cells of
similar direction preference were co-activated during these spontaneous bouts of activity (Sup.
Fig. 10), demonstrating that internally-generated feature-specific amplification occurs even in the
absence of a motion stimulus3°0-35,

To compare quantitatively the patterns of spontaneous activity in the MT population with
spontaneous model predictions, we projected the high-dimensional spontaneous population
activity into a low-dimensional direction space. We calculated this space using evoked responses
to motion stimuli. Motion stimuli evoked large increases in the overall population response, but the
motion direction modulated which population subsets responded (Fig 4A). To visualize the tuning
of the population response, we first performed unsupervised dimensionality reduction using
principal components analysis (PCA) to generate a low-dimensional projection of the network
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Fig. 4. Area MT spontaneous and evoked activity analysis to differentiate between different

circuit model

S.

(A) Example of simultaneous stimulus-evoked activity traces across area MT neurons. The population
mean z-scored cell activity (top row) is displayed above a subset of the neuronal population (bottom rows).
The vertical lines indicate start and stop of the stimulus, motion duration was 700 ms. Vertical scale bars to
the right indicate a 1 AF/F. The preferred direction of each cell is indicated by 6. (B) Stimulus-evoked
population response trajectories in principal components space. Mean population response trajectory for
each of the 8 directions presented are projected along the principal component dimensions. The color
coding indicates the stimulus direction. The black region in each trajectory shows the peak response
interval. The individual neuron contributions to PC2 and PC3 were dependent on motion selectivity with
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cells having a higher degree of motion selectivity contributing more to these PCs (linear correlation
coefficient between DSI and absolute PC2 weights is 0.56, with PC3 weights was 0.25, Sup. Fig. 11B, C,
top). The PC2 and PC3 weights also had a sinusoidal relation with the preferred directions of cells (Sup.
Fig. 11B, C, bottom). (C) PC 1 is related to mean population response. The individual neuron contribution
to PC1 did not depend on its degree of motion selectivity or direction preference (linear correlation
coefficient between PC1 weights and DSI was 0.17 and between PC1 weights and preferred direction was
-0.05, Sup. Fig. 11A). (D) Population response projections in TDR space. Stimulus-evoked mean
responses are projected in TDR space and show a better separation along different directions. (E) Example
of simultaneous spontaneous activity traces across the same area MT population as in A-D. The population
mean of z-scored responses across all cells is shown at the top. Vertical scale bars indicate a response of
1 AF/F. The yellow and blue regions mark two active epochs. (F) Population trajectory during the two
spontaneous epochs. Activity during the two epochs marked in blue and yellow is projected in TDR space
shown in panel D. Hue corresponds to the activity, darker hue indicating higher activity. (G) Spontaneous
activity predictions for the three circuit models. The simulated spontaneous activity is projected in direction
space for the NA/CA network (left panel), which has responses lying on the attractor ring, the f-NA network,
which lacks directional responses (middle panel), and the BA network, which shows varying directionality of
the responses (right panel). The colors indicate the output direction of the population response. The size
and opacity of the color-coded dots indicate activity amplitude with bigger dots and higher opacity for higher
activity. Shown in black is the projection of the same data after shuffling direction preferences of model
neurons. (H) The projection of MT spontaneous data into the TDR direction space indicates that there are
significant deviations of the network response which signal direction spontaneously. Color-coded
trajectories are the observed data and black is the shuffled responses. (I) Relationship between output
directionality and activity in model networks. Spontaneous model activity and shuffled model activity are
shown in filled and open circles, respectively. Error bars indicate the standard deviation. The inset
histograms are normalized distributions of overall activity within the networks. (J) As in I, relationship of
spontaneous activity projection to activity magnitude for the example area MT population. Error bars are
95% bootstrapped confidence intervals over the median. The normalized distribution of mean activity
across all cells in spontaneous period is shown in the inset.

activity. PCA provided a compact representation of the 260 recorded neurons described in Figure
4 as only 5 dimensions accounted for over 90% of the variance in the population activity. The
dimensions that emerged from PCA were easily interpretable: the first dimension (PC1)
corresponded to mean population activity (PC1, mean population activity regression R?= 0.98, fig
4B,C), the next two dimensions (PC2, PC3) encoded the motion direction, with adjacent motion
directions encoded by nearby polar angles in the PC2, PC3 plane (Fig. 4B, Sup. Fig. 11). We
consistently observed similar evoked response trajectories across multiple sessions in different
animals (Sup. Fig. 12). PCA can provide a quantitatively distorted view of the population code for
direction if the recorded sample contains unequal numbers of cells encoding different motion
directions (Fig 4B). To correct for these distortions we applied targeted dimensionality reduction
(TDR 36), which explicitly identifies the dimensions that capture most of the direction-related
variance in the population. TDR provided a similar representation to the PCA but separated the
directional responses better (Fig. 4D). Projecting spontaneous MT population activity into the
evoked PC direction space revealed that the large spontaneous events in MT neurons resemble
directionally tuned evoked responses (Fig. 4F), consistent with the concerted activation of neurons
with common motion preferences (Sup. Fig. 103%-%5), In rodent neocortex, which lacks a functional
organization, the relationship between spontaneous and evoked activity may be distinct and
depend on modality 3237, The dimensionality of the spontaneous population response is higher
than evoked, as 142 dimensions are required to explain 90% of the variance of the spontaneous
activity. The first three PCs or the 15t PC and the 2 TDR dimensions (Fig. 4F), however, accounted
for a substantial fraction of spontaneous activity variance (23% and 22% respectively), similar to
the fraction of the evoked response variance explained by these components (31% for both).
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Comparing the projections of MT spontaneous activity into the low-dimensional direction space to
the model predictions revealed a variable and fluctuating degree of directionality (spontaneous
session data: Fig 4H, evoked session data: Fig 4D), consistent with the BA regime (Fig. 4G). In
contrast to other network regimes, the degree of directionality in the BA network covaried strongly
with the amplitude of network activity (Fig. 41) and the network exhibited skewed population activity
(skewness: 1.71). Notably, MT activity in the spontaneous state also exhibited a similar monotonic
covariation between activity level and directionality. This covariation between the directionality and
magnitude of activity was not explained by a global rescaling of low amplitude responses (Fig 4J)
and was observed across multiple sessions in two animals (Sup. Fig 13), for both spontaneous
and evoked responses.

We have used records from large scale populations of neurons and computational models to
constrain the circuit mechanisms underlying selective amplification in sensory cortex. Our findings
demonstrate that evoked and spontaneous cortical dynamics are consistent with balanced
amplification while excluding the other potential networks. Cortical dynamics in MT are highly
sensitive to time-varying sensory signals, displaying selective amplification and fast responses to
changes in the inputs, properties that are well-modeled by a circuit operating in a balanced
amplification regime. Cortical dynamics exhibit large tuned spontaneous activity fluctuations that
resemble evoked responses. Finally, the degree of selectivity in spontaneous activity grows
proportionally with activity. This combination of features is present only in a balanced amplification
cortical circuit 2°38-42, Such a network achieves a balance between rapidly representing
feedforward signals while boosting weak signals through recurrent connections (Fig. 2F). Note that
our exploration of the cortical operating regime is in awake primate and this regime may change
with differences in animal state such as attention and motivation 4345,

It is interesting that a balanced directionally tuned circuit has qualitatively the same architecture as
the mammalian head direction (HD) ring attractor circuit. Yet, strikingly, they operate in completely
different regimes that are rooted in the distinct nature of the computations that must be performed:
rapid balanced amplification of inputs in sensory cortex versus the storage of a persistent memory
of head direction and integration of head velocity signals through continuous attractor dynamics in
the HD system #7. Though only relatively subtle adjustments in the relative strengths of excitatory
and inhibitory connectivity are necessary to shift a network from a balanced amplification regime
with a single attractor, as observed in area MT, to a ring attractor (Fig. 2), as observed in the HD
circuit, the resulting changes in dynamics and function are large.

The balanced amplification regime only emerges from models in which there are distinct excitatory
and inhibitory neurons (Sup. fig 3,2%). That sensory cortex operates in the balanced amplification
regime provides a potential explanation for the specialization of neurons into distinct excitatory and
inhibitory populations: the essential asymmetry that arises from coupling these populations is
fundamental to the generation of large but responsive selective amplification of time-varying
stimuli.
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Supplementary figure 1: Example area MT direction maps collected on single days.

A) A direction map generated by pooling across planes (left panel). Each cell is denoted by one dot and colored
by its direction preference (see color wheel). The pairwise dependence of difference in cortical distance and
direction preference for this map is shown in the right panel. B) Direction map measured from another chamber.
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Supplementary figure 2: Stability of the functional organization.

A) Wide-field microscopy provides images of the vasculature at an example site (left panel) and the direction map
of the same site (middle panel). These images are overlaid in the right panel. B) The same area is imaged
across multiple days at cellular resolution. Each panel indicates the days past the virus injection. Within each
panel, the imaging plane (left) and the organization of direction selective cells obtained from that side (right) are
shown. Each colored area is a cell color coded by its direction preference. Outlines of the vasculature are drawn
over each area as the precise imaging location varies.
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Supplementary figure 3: Amplification factor comparisons across non-normal and normal networks.

A) Amplification factor for numerical simulations with non-normal network. B) Analytical amplification factor for
non-normal network. C) Analytical amplification factor for normal network, without segregated E and |
populations.
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Supplementary figure 4: Offset responses in area MT measured with intracellular and extracellular recording.

A) Example cell membrane potential trace in response to stimulus motion recorded intracellularly from marmoset
MT. Gray lines represent individual trials. Thick black line is the median filtered mean response. Box at the end of
the trace shows the interval displayed in B. B) Whole cell records at the termination of preferred direction motion
in marmoset area MT (cell 1 same as A). Lines indicate an exponential fit of the Vm decline to baseline
activation. Responses are normalized by the mean depolarization induced by the visual stimulus. C) Average
response at responses across neurons (red) and the individual neurons in the sample population (gray lines). D)
The distribution of tau fit from the exponential decay to baseline. E-G) As in A-D, for extracellular recordings in
macaque area MT.
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Supplementary figure 5: Model predictions for shifts in motion direction for E:l number of cells ratio of 4:1.

(A) A cartoon of the stimulus in which stimulus direction is rapidly changed from 90 degrees to 225 degrees. Blue
and orange dashed lines indicate first and second stimulus intervals respectively. (B) Response of model networks
to a sudden 90-225 direction change. Average response of a population of cells in a NA/CA network elicits a
smooth rotation in the bump of activity from those cells preferring the first direction to the second direction (left).
First stimulus starts at left edge of the heatmap for all panels. Next stimulus starts at the first gray vertical line. End
of second stimulus is at the right end of model heatmaps. Both the f-NA and BA network populations exhibit rapid
shifts (left panels), and neurons tuned to intermediate directions do not respond. The model population has 4 times
more E cells than | cells, the effective excitation and inhibition is held constant by modifying the weights.
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Supplementary figure 6: Rapid shift in MT responses for sudden change of stimulus direction using
electrophysiology. A) Responses of an example cell for different motion directions. Its direction tuning curve is
shown to the right. Cell prefers 135 degrees. B) Response of the example cell for 90-225 stimulus change. Blue and
orange indicate first and second stimulus interval respectively (left). Response of the same cell for 270-135 stimulus
change (right). C) Comparison of observed responses of all cells to 90-225 stimulus change to predicted responses
based on tuning properties. See methods for predicted response estimation. Observed responses are significantly
lower than predicted (t-test p-value: 5.5x101%). D) Population trajectory in TDR space for 90-225 stimulus change.
Thick lines indicate response directions for stimulus motion along color coded directions. Contours connect same
response levels across directions. Population trajectory does not move along the ring, but directly changes from 90
(purple) to 225 (yellow). E) Average responses across conditions. Two discrete activity bumps are seen. F) Time
course of three cell classes for 135 degrees stimulus change. Blue is average of cells preferring first presented
direction, orange is average of cells preferring second motion direction, green is average of cells preferring
intermediate direction. Dashed line is the response of the green cell class to stimulus 1 presentation alone, dotted
line is response of the green cell class to stimulus 2 presentation alone. G) Population tuning curves at different
time points. Slices of population output are shown at 8 ms intervals from start of stimulus 1. Activity bump
transitions discretely from stimulus 1 to 2. H-J) As in E-G, but for calcium imaging using low contrast (8%) stimulus.
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Supplementary figure 7: Direction changes induce switches in tuning, not sweeps.

A) Example population responses are shown for 2 calcium imaging populations (left, middle panels) and one
electrophysiology population. Data are shown in the top row. Switch model fits to the data are shown in the
second row, in which the data is fit by population tuning curves for which the response is the sum of two Gaussian
tuning curves separated by 135 degrees. In the bottom row the data are fit by a sweep model in which the
population output preferred direction smoothly shifts from the first direction to the second direction. B) The partial
correlation between the data and the switch model (abscissa) and the data and the rotation model (ordinate) are
plotted. Each symbol indicates a distinct imaging session. The electrophysiology population is indicated by the
red star.
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Supplementary figure 8: Network responses to changes in coherence.

A) Population response prediction under s-NA/CAM, f-NA and BA for change coherence stimulus. Top schematic
shows the change coherence stimulus. Each trial consists of 4 parts. The coherence value is constant in each part
and changes in each part from high to low from beginning to end of trial. B) Shows the schematic for different
coherence values. C) Population responses predicted in s-NA/CA, f-NA and BA networks are shown to the left. The s-
NA/CA network maintains a near consistent tuning of population output even upon reducing coherence, whereas the
f-NA and BA network output becomes less selective with decreasing coherence. To the right, the population output of
the 4 coherence segments in the model networks for the model networks is shown. Color coding of segments is
indicated in A. D) Population average across conditions. Neural responses are aligned such that stimulus is always at
0 degrees (bottom). The time course of motion coherence is indicated above. Population output is unable to maintain
high directionality as coherence drops. E) Population output at different time points during the trial. Time slices are
shown at 400 ms intervals from start of first coherence segment. Left panel is for high coherence condition, middle
panel for low coherence condition and right panel for decreasing coherence condition. Bottom panels show population
response trajectories in TDR space. To the left are population trajectories in TDR space for high coherence condition.
The responses are connected to form a high coherence contour. Middle panel shows trajectories for low coherence
condition and the low coherence contour. Right panel shows decreasing coherence trajectories overlaid with high and
low coherence contours. As coherence drops, population output is also not able to maintain high directionality. F)
Mean activity level for an example stimulus direction for the three coherence conditions. Color coding as in D, black
for high coherence, gray for low coherence and purple for decreasing coherence condition. Mean activity is similar
across all three conditions. G) Population vector length for the same stimulus direction. High coherence stimulus
shows high vector length indicating high directionality, low coherence condition lacks directionality and decreasing
coherence conditions shows an initial hiah vector lenath which decreases with time.
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Supplementary figure 9: Activity distributions

A) Spontaneous activity distribution of the mean population activity shown in fig 4. B) Stimulus-evoked activity
distribution of the mean population activity during peak interval per trial for the same population. C) Spontaneous
activity distribut