
Principles of Computational Modelling

in Neuroscience

The nervous system is made up of a large number of elements that interact in a
complex fashion. To understand how such a complex system functions requires
the construction and analysis of computational models at many different levels.

This book provides a step-by-step account of how to model the neuron and
neural circuitry to understand the nervous system at many levels, from ion chan-
nels to networks. Starting with a simple model of the neuron as an electrical
circuit, gradually more details are added to include the effects of neuronal mor-
phology, synapses, ion channels and intracellular signalling. The principle of
abstraction is explained through chapters on simplifying models, and how sim-
plified models can be used in networks. This theme is continued in a final chapter
on modelling the development of the nervous system.

Requiring an elementary background in neuroscience and some high school
mathematics, this textbook provides an ideal basis for a course on computational
neuroscience.

An associated website, providing sample codes and up-to-date links to exter-
nal resources, can be found at www.compneuroprinciples.org.
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Preface

To understand the nervous system of even the simplest of animals requires
an understanding of the nervous system at many different levels, over a wide
range of both spatial and temporal scales. We need to know at least the prop-
erties of the nerve cell itself, of its specialist structures such as synapses, and
how nerve cells become connected together and what the properties of net-
works of nerve cells are.

The complexity of nervous systems make it very difficult to theorise
cogently about how such systems are put together and how they function.
To aid our thought processes we can represent our theory as a computational
model, in the form of a set of mathematical equations. The variables of the
equations represent specific neurobiological quantities, such as the rate at
which impulses are propagated along an axon or the frequency of opening of
a specific type of ion channel. The equations themselves represent how these
quantities interact according to the theory being expressed in the model.
Solving these equations by analytical or simulation techniques enables us to
show the behaviour of the model under the given circumstances and thus
addresses the questions that the theory was designed to answer. Models of
this type can be used as explanatory or predictive tools.

This field of research is known by a number of largely synonymous
names, principally computational neuroscience, theoretical neuroscience or
computational neurobiology. Most attempts to analyse computational mod-
els of the nervous system involve using the powerful computers now avail-
able to find numerical solutions to the complex sets of equations needed to
construct an appropriate model.

To develop a computational model in neuroscience the researcher has to
decide how to construct and apply a model that will link the neurobiological
reality with a more abstract formulation that is analytical or computation-
ally tractable. Guided by the neurobiology, decisions have to be taken about
the level at which the model should be constructed, the nature and proper-
ties of the elements in the model and their number, and the ways in which
these elements interact. Having done all this, the performance of the model
has to be assessed in the context of the scientific question being addressed.

This book describes how to construct computational models of this type.
It arose out of our experiences in teaching Masters-level courses to students
with backgrounds from the physical, mathematical and computer sciences,
as well as the biological sciences. In addition, we have given short compu-
tational modelling courses to biologists and to people trained in the quanti-
tative sciences, at all levels from postgraduate to faculty members. Our stu-
dents wanted to know the principles involved in designing computational
models of the nervous system and its components, to enable them to dev-
elop their own models. They also wanted to know the mathematical basis
in as far as it describes neurobiological processes. They wanted to have more
than the basic recipes for running the simulation programs which now exist
for modelling the nervous system at the various different levels.
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PREFACE xi

This book is intended for anyone interested in how to design and use
computational models of the nervous system. It is aimed at the postgrad-
uate level and beyond. We have assumed a knowledge of basic concepts
such as neurons, axons and synapses. The mathematics given in the book
is necessary to understand the concepts introduced in mathematical terms.
Therefore we have assumed some knowledge of mathematics, principally of
functions such as logarithms and exponentials and of the techniques of dif-
ferentiation and integration. The more technical mathematics have been put
in text boxes and smaller points are given in the margins. For non-specialists,
we have given verbal descriptions of the mathematical concepts we use.

Many of the models we discuss exist as open source simulation packages
and we give links to these simulators. In many cases the original code is
available.

Our intention is that several different types of people will be attracted to
read this book and that these will include:

The experimental neuroscientist. We hope that the experimental neu-
roscientist will become interested in the computational approach to
neuroscience.

A teacher of computational neuroscience. This book can be used as
the basis of a hands-on course on computational neuroscience.

An interested student from the physical sciences. We hope that the
book will motivate graduate students, post doctoral researchers or fac-
ulty members in other fields of the physical, mathematical or informa-
tion sciences to enter the field of computational neuroscience.
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