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Abstract—In this paper, we address the issue of providing
quality-of-service (QoS) in an optical burst-switched network.
QoS is provided by introducing prioritized contention resolution
policies in the network core and a composite burst-assembly
technique at the network edge. In the core, contention is resolved
through prioritized burst segmentation and prioritized deflection.
The burst segmentation scheme allows high-priority bursts to
preempt low-priority bursts and enables full class isolation be-
tween bursts of different priorities. At the edge of the network, a
composite burst-assembly technique combines packets of different
classes into the same burst, placing lower class packets toward
the tail of the burst. By implementing burst segmentation in the
core, packets that are placed at the tail of the burst are more likely
to be dropped than packets that are placed at the head of the
burst. The proposed schemes are evaluated through analysis and
simulation, and it is shown that significant differentiation with
regard to packet loss and delay can be achieved.

Index Terms—Burst assembly, burst segmentation, Internet pro-
tocol (IP), optical burst switching (OBS), quality-of-service (QoS),
wavelength-division multiplexing (WDM).

I. INTRODUCTION

T HE EXPLOSIVE growth of the Internet is resulting in
an increased demand for higher transmission rate and

faster switching technologies. Internet protocol (IP) over wave-
length-division multiplexing (WDM) is a promising framework
that can support the bandwidth and flexibility requirement of
the next generation networks. In order to efficiently utilize the
amount of raw bandwidth in WDM networks, an all-optical
transport method, which avoids optical buffering while han-
dling bursty traffic, must be developed. IP over optical burst
switching (OBS) is one such method for transporting traffic
directly over a bufferless WDM network [1].

In an OBS network, a data burst consisting of multiple IP
packets is switched through the network all-optically. A burst-
header packet (BHP) is transmitted ahead of the burst in order
to configure the switches along the burst’s route. In the just-
enough-time (JET) signaling scheme, the burst transmission fol-
lows an out-of-band BHP after a fixed offset time. The offset
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time allows for the BHP to be processed before the burst arrives
at the intermediate node; thus, no fiber delay lines are necessary
at the intermediate nodes. The BHP also specifies the duration
of the burst in order to let a node know when it may reconfigure
its switch for the next arriving burst [1].

An important issue in OBS networks is contention resolution.
Contention occurs when multiple bursts contend for the same
network resources. Existing contention resolution schemes in-
clude deflection [2]–[4], wavelength conversion [4], [5], and
buffering [5], [6]. An approach for reducing packet loss due to
contention isburst segmentation[7]. Burst segmentation is the
process of dropping only those parts of a burst which overlap
with another burst. A variation of segmentation in which over-
lapping segments of the head of the latter-arriving burst are
dropped is described in [8].

Another issue in OBS is burst assembly. Burst assembly is the
process of aggregating and assembling IP packets into a burst at
the edge of the network. The most common burst-assembly ap-
proaches aretimer-basedandthreshold-based. In a timer-based
burst assembly approach, a burst is created and sent into the op-
tical network at periodic time intervals [9]; hence, the network
may have variable length input bursts. In a threshold-based ap-
proach, a limit is placed on the number of packets contained in
each burst; hence, the network will have fixed-size input bursts
[10]. Timer-based and threshold-based approaches may also be
combined into a single burst-assembly scheme.

In an IP over OBS network, it is desirable to provide QoS
support for applications with diverse QoS demands. Several so-
lutions have been proposed to support QoS in the OBS core net-
work. In [11], an additional-offset-based scheme was proposed.
In this offset-based reservation scheme, higher priority bursts
are given a larger offset time than the lower priority bursts. By
providing a higher offset time, the probability of reserving the
resources for the higher priority burst is increased, and therefore,
the loss of higher priority bursts is decreased. The limitations of
the additional offset-based scheme are unfavorable end-to-end
delay and unfairness [12], [13].

In this paper, we focus on the issue of providing QoS support
in OBS through prioritized contention resolution and composite
burst assembly. In the prioritized contention resolution scheme,
priorities are included as a field in the BHP. This priority field
is used to preferentially segment and deflect bursts when re-
solving contentions in the core. The composite burst-assembly
technique is implemented at the OBS network edge and attempts
to meet the delay and loss constraints of each IP packet class

0733-8716/03$17.00 © 2003 IEEE



VOKKARANE AND JUE: PRIORITIZED BURST SEGMENTATION AND COMPOSITE BURST-ASSEMBLY TECHNIQUES 1199

Fig. 1. (a) Node architecture. (b) Architecture of edge router.

without introducing any extra offset time. We develop a gener-
alized framework for describing a wide range of burst assembly
schemes and provide specific examples of composite burst-as-
sembly schemes. Analytical and simulation models are devel-
oped to evaluate the packet loss probability of the various QoS
schemes.

In this paper, we assume that JET signaling is used and that
there are no fiber delay lines or wavelength converters in the
network. The QoS requirements of an IP packet are defined by
the packet’sclass, whereas bursts are differentiated in the core
based on assignedpriorities.

The remainder of the paper is organized as follows. Section II
discusses the architecture of core and edge routers. Section III
discusses the prioritized contention resolution policies em-
ploying burst segmentation and deflection. Section IV describes
the generalized burst assembly framework. Section V describes
the proposed burst assembly techniques. In Section VI, we
develop an analytical model to calculate the packet loss
probability for the proposed prioritized burst segmentation
technique. Section VII provides numerical results from simu-
lation and analysis, and compares the results of the different
burst-assembly schemes. Section VIII concludes the paper.

II. OBS NETWORK ARCHITECTURE

An OBS network consists of a collection of edge and core
routers. The edge routers assemble the electronic input packets
into an optical burst which is sent over the OBS core. The ingress
node presorts and schedules the incoming packets into elec-
tronic input buffers according to each packet’s class and des-
tination address. The packets are then aggregated into bursts
that are stored in the output buffer. Since a separate buffer is
required for each packet class and each destination, the limit
on the maximum number of supported packet class is deter-
mined by the maximum electronic packet buffer size at each
ingress node. The assembled bursts are transmitted all-optically
over OBS core routers without any storage at intermediate core
nodes. The egress node, upon receiving the burst, disassembles
the burst into packets and provides the packets to the upper layer.
Basic architectures for core and edge routers in an OBS network
have been studied elsewhere [14].

In our network architecture, each node supports both new
input traffic as well as all-optical transit traffic. Hence, each
node consists of both an edge router and a core router, as shown
in Fig. 1(a). The detailed architecture of the edge router is shown
in Fig. 1(b).

The core routers primarily consist of an optical cross-connect
(OXC) and a switch control unit (SCU). The SCU creates and
maintains a forwarding table and is responsible for configuring
the OXC. When the SCU receives a BHP, it identifies the in-
tended destination and consults the forwarding table to find the
intended output port. If the output port is available when the
data burst arrives, the SCU configures the OXC to let the data
burst pass through. If the port is not available, then the OXC is
configured depending on the contention resolution policy im-
plemented in the network.

The edge router performs the functions of presorting packets,
buffering packets, and assembling packets into bursts. The ar-
chitecture of the edge router consists of a routing module (RM),
a burst assembler (BA), and a scheduler. The RM selects the
appropriate output port for each packet and sends each packet
to the corresponding BA module. Each BA module assembles
bursts consisting of packets which are headed for a specific
egress router. In the BA module, there is a separate packet queue
for each class of traffic. The scheduler creates a burst-based on
the burst-assembly technique and transmits the burst through
the intended output port. At the egress router, a burst-disas-
sembly module disassembles the bursts into packets and send
the packets to the upper network layers.

III. PRIORITIZED CONTENTION RESOLUTION

To overcome some of the limitations of OBS, burst segmen-
tation can be used to minimize packet loss during contention. In
burst segmentation, a burst is divided into multiple segments,
and when contention occurs, only those segments of a given
burst which overlap with segments of another burst will be
dropped. If switching time is nonnegligible, then additional
segments may be lost when the output port is switched from
one burst to another. Segmentation can be used to minimize loss
of packets during a contention, and can also allow high-priority
bursts to preempt low-priority bursts. In these discussions,
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the burst which arrives at a node first will be referred to as
the original burst, and the burst which arrives later will be
referred to as thecontendingburst. There are two approaches
for segmenting a burst when contention occurs. The first
approach is to segment the tail of the original burst, and the
second approach is to segment the head of the contending
burst. A significant advantage of segmenting the tail of bursts
rather than segmenting the head is that there is a better chance
of in-sequence delivery of packets at the destination, assuming
that dropped packets are retransmitted at a later time. In this
paper, we will assume that the remaining tail of the original
burst will be dropped when segmentation takes place. Also,
when a burst is segmented, its control message is updated
accordingly.

Burst segmentation can also be implemented with deflection.
Rather than dropping the tail segment of the original burst,
we can either deflect the entire contending burst, or we can
deflect the tail segment of the original burst. Implementing
segmentation with deflection increases the probability that a
burst’s packets will reach the destination and, hence, improves
performance. At each node, one or more alternate deflection
ports can be specified for each destination. The order in which
the alternate deflection ports are attempted is determined by a
shortest-path policy.

The foundation for providing QoS in IP over OBS networks is
service differentiation in the OBS core. We introduce and eval-
uate a new approach for such differentiation based on the con-
cepts of burst segmentation and burst deflection. Burst segmen-
tation enables the contending burst to preempt the original burst;
hence, we have a choice of dropping either the contending burst
or segmenting the original burst during a contention. Bursts are
assigned priorities which are stored in the BHP, and contention
between bursts is resolved through selective segmentation, de-
flection, and burst dropping based on these priorities.

We approach the general problem by first defining the pos-
sible segmentation and deflection policies which can be applied
when a contention occurs. We then define the possible con-
tention scenarios, which can take place between bursts of dif-
ferent priorities and lengths. Finally, we specify which policy to
apply for each specific contention scenario.

When two bursts contend with one another, one of the fol-
lowing policies may be applied to resolve the contention.

• Drop policy (DP):The original burst wins the contention.
The entire contending burst is dropped.

• Segment and drop policy (SDP):The contending burst
wins the contention. The original burst is segmented and
the tail segments of the original burst are dropped.

• Deflect drop policy (DDP):The contending burst is de-
flected to an alternate port if an alternate port is available.
If no alternate port is available, then the contending burst
is dropped.

• Segment first and deflect policy (SFDP):The original
burst is segmented, and the tail segments of the original
burst may be deflected if an alternate port is available,
otherwise the tail segments of the original burst are
dropped.

• Deflect first, segment, and drop policy (DFSDP):The con-
tending burst is deflected to an alternate port if an alternate

(a)

(b)

(c)

(d)

Fig. 2. (a) Contention of a low-priority burst with a high-priority burst. (b)
Contention of a high-priority burst with a low-priority burst. (c) Contention of
two equal-priority bursts with longer contending burst. (d) Contention of two
equal-priority bursts with shorter contending burst.

port is available. If no alternate port is available, then the
original burst is segmented and the tail segments of the
original burst are dropped, while the contending burst is
routed to the original output port.

We consider a total of four different contention scenarios
which are based on the priorities and lengths of the original and
contending bursts. When two bursts contend, the original burst
may be of higher priority than the contending burst, the original
burst may be of lower priority than the contending burst, or the
two bursts may be of equal priority. For the situation in which
bursts are of equal priority, we can break the tie by considering
whether the length of the contending burst is longer or shorter
than the remaining tail of the original burst. For each of these
four contention scenarios, we specify one of the contention res-
olution policies described above.

Fig. 2 illustrates the possible contention scenarios. For the
situation in which the contending burst is of lower priority than
the original burst, the contending burst should be deflected or
dropped; thus, DDP will be applied. On the other hand, if the
contending burst is of higher priority, then it should preempt
the original burst. In this situation, SFDP will be applied.
For the case in which both bursts are of equal-priority, we
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TABLE I
QOS SCHEMES

should attempt to minimize the total number of packets which
are dropped or deflected; thus, we compare the length of the
contending burst with the remaining length (tail) of the original
burst. If the contending burst is shorter than the tail of the
original burst, then the contending burst should be deflected
or dropped; thus, the DDP policy is applied. If the contending
burst is longer than the tail of the original burst, then we have
the option of either attempting to segment and deflect the
tail of the original burst, or attempting to deflect the entire
contending burst; thus, either DFSDP or SFDP may be applied.
We consider both options, referring to the scheme in which
DFSDP is applied as Scheme 1, and the scheme in which SFDP
is applied as Scheme 2. For comparison, we further define
schemes which do not take advantage of either segmentation
or deflection. In Scheme 3, segmentation is supported but
deflection is not, while in Scheme 4, deflection is supported
but segmentation is not. In Scheme 5, neither deflection nor
segmentation are supported. These schemes are summarized
in Table I. The terms and refer to the priorities of the
original burst and contending burst, respectively, and the terms

and refer to the remaining length of the original burst
and the length of the contending burst, respectively.

IV. GENERALIZED BURST ASSEMBLY FRAMEWORK

FOR QOS SUPPORT

In this section, we formulate a generalized framework for
burst assembly. The primary issues are which class of packets
and how many of packets of each class to put into a burst. To pro-
vide QoS support, the burst assembly policies should take into
account the number of packet classes as well as the number of
burst priorities supported in the core. A burst can contain packets
of a particular class [Fig. 3(a)], or a combination of packets of
different classes [Fig. 3(b)]. Existing burst assembly techniques
assemble packets of the same class into a burst. We introduce a
new approach of assembling packets of different classes into a
single burst, namely,composite burst assembly. This approach
is motivated by the observation that, with burst segmentation,
packets toward the tail of a burst are more likely to be dropped
than packets at the head of a burst; thus, packet classes which
have low loss tolerance may be placed toward the head of a burst
while packet classes which have higher loss tolerance may be
placed toward the tail of a burst. Furthermore, by implementing
composite burst assembly, the network can support differentia-
tion even if the number of IP packet classes exceeds the number
of burst priorities supported in the core.

Another issue in burst assembly is when to create a burst. Typ-
ically, threshold and timer based approaches are utilized. In a
timer-based approach, a timer is started when a packet arrives.
When the timer expires, a burst is created from all packets re-
ceived. In a threshold-based approach, an upper bound is placed
on the number of packets in the burst. When the threshold is
reached, a burst is created. Below, we provide a generalized
framework for classifying various burst assembly approaches.

Let be the number of input packet classes at the edge and
let be the number of burst priorities supported in the core
network. Given packet classes and burst priorities, the
objective is to meet the QoS requirements by defining a set of
burst types, which specify how packets are aggregated, and by
assigning an appropriate burst priority to each burst type. In
this model, we define the length of the burst by the number of
packets in the burst. Let be the number of burst types, where

. A burst type of type is characterized by
the following parameters:

• : minimum length of burst of type;
• : maximum length of burst of type;
• : minimum number of packets of Classin a burst

of type ;
• : maximum number of packets of Classin a burst

of type ;
• : the set of packet classes which

may be included in a burst of type;
• : priority of burst of type ;
• : timeout value for creating bursts of type;
• : threshold value for creating bursts of type;
• : , subset of packet classes over which the

threshold is evaluated. If is the number of packets
of Class at the ingress node, then a burst is created if

.
The burst creation criterion for a burst of typeis satisfied

either when the threshold value for packets in is satisfied,
or when the timeout value, is reached. When the criterion is
satisfied, a burst of type is created, and the classes of packets
to be included in the burst are specified by. Packets are added
to the burst until is reached.

For example, in a threshold-based approach ( ),
if , then can be , , or . If

, then a burst of type is created when the sum of packets
of Class 1 and Class 2 is . If , then a burst of type

is created when the number of packets of Class 1 is . If
, then a burst of type is created when the number
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Fig. 3 (a) Creation of single-class burst withN = 4 andM = 4. (b) Creation of composite-class burst withN = 4 andM = 4. (c) Creation of single-class burst
with N = 4 andM = 2. (d) Creation of composite-class burst withN = 4 andM = 2.

of packets of Class 2 is . In each of these cases, packets
of both Class 1 and Class 2 may be included in the burst until

is reached.

V. BURST-ASSEMBLY TECHNIQUES

We now provide general guidelines for defining various burst
types. The important design considerations when defining the
burst types are packet loss probability, delay constraints, and
bandwidth requirements. By appropriately mapping packet
classes to burst types and by assigning appropriate priorities,

, to burst types, differentiated levels of packet loss may be
achieved. End-to-end delay constraints can be met by setting
appropriate timeout values for each burst type. Bandwidth
requirements can be met by choosing an appropriate and

for each packet class. In this paper, we focus primarily
on achieving differentiated loss and delay. A fixed value of

is assigned for all burst types and a timeout valueis assigned
only to the highest priority burst. We investigate the following
approaches for selecting mappings and priorities to
achieve differentiated QoS.

A. Approach 1: Single-Class Burst (SCB) With

For the case in which , we can create burst
types such that each burst only contains a single class of packets
( ). The priority of a burst will be equal to the class of
packets contained in the burst ( ). If a threshold-based
approach is adopted, then the threshold,for a priority burst
will be evaluated over Classpackets ( ).

For example, if and , as shown in Fig. 3(a), we
set the number of burst typesequal to four. We set

, , , and .
If we consider the Class 2 packets that are collected in an input
queue, once the number of Class 2 packets exceeds, a burst
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consisting of Class 2 packets is created and sent into the network
with a burst Priority 2. This process is followed for each class;
thus, the priority of a burst will directly correspond to a specific
class of packets contained in the burst.

B. Approach 2: Composite-Class Burst (CCB) With

In composite bursts, each burst can consist of packets of dif-
ferent classes. One approach is to have burst types
with a burst of type containing packets of both Classand
Class , i.e., . In this approach, packets
are placed in the burst in decreasing order of class, such that the
higher class packets are at the head of the burst. A burst of type

is generated if the number of packets of Classis equal to the
threshold ( ) or if the timeout has expired. The
priority of the burst is given by the burst type ( ).

For example, if , as shown in Fig. 3(b), the
number of burst types, is equal to four. We set ,

, , and . Here, ,
, , and . If the threshold of packet

Class 1 is met, then a burst of type 1 is created with packets
of class , where Class 1 packets are placed at the
head of the burst and Class 2 packets are placed at the tail of
the burst. It is important to notice that there is no additional
overhead incurred when ordering packets during the creation of
the burst, since it is possible to access a particular input packet
queue, place its contents in a burst, then go to the next lower
class queue. This process can be repeated for all packet classes
in .

C. Approach 3: Single-Class Burst (SCB) With

We now consider single-class bursts for the case .
In this approach, we have types of bursts, where each
burst consists of packets of a single class ( ). However,
several burst types will have the same burst priority given by

.
For example, if and , as shown in Fig. 3(c),

we set the number of burst typesequal to four. We have four
unique types of bursts, each containing a single class of packets,
i.e., , , , and

. Each burst is assigned one of the two burst
priorities. Bursts containing either Class 0 or Class 1 packets
have Priority 0, while bursts containing either Class 2 or Class 3
packets have Priority 1.

D. Approach 4: Composite-Class Burst (CCB) With

We now consider composite-class bursts for the case .
In this case, we have types of burst, where each burst
consists of packets of class given by,

. A burst of type is generated if the sum of packets
of classes in is equal to the threshold ( ). Once the
threshold or timer criterion is met, a burst of typecontaining
packets defined by is generated by appending all constituent
class packets into the burst in decreasing order of class, such that
the highest class packet in that burst type is at the head of the
burst. The priority of the burst is same as type of burst ( ).

For example, if and , as shown in Fig. 3(d),
we set the number of burst types is equal to two. We select

and . If the sum of
Class 0 and Class 1 packets meet the threshold, then a burst
of type 0 is created with packets of class . The two
types of composite bursts and are assigned burst
Priority 0 and Priority 1, respectively.

VI. A NALYTICAL MODEL

In this section, we develop an analytical model for evaluating
the packet loss probabilities with prioritized burst segmentation
and composite burst assembly. We evaluate a modified version
of Scheme 3 in which no length comparison is done. If two
bursts are of equal-priority, we give priority to the contending
burst. We assume that high- and low-priority bursts arrive to the
network according to a Poisson process with rateand
bursts per second for source-destination pair, respectively.
Fixed routing is assumed and no buffering is supported at core
nodes. We also assume that all bursts have the same offset time.
This implies that the BHP of the original burst always arrives
before the BHP of the contending burst. Traffic on each link is
assumed to be independent. We consider a two-priority OBS
network such that, Priority 0 bursts have higher priority that
Priority 1 bursts. First, we analyze the packet loss probability
for the high-priority bursts. We begin by defining the following
notation:

• : arrival rate of high-priority bursts to linkon the path
between source and destination ;

• : arrival rate of low-priority bursts to linkon the path
between source and destination ;

• : arrival rate of high-priority bursts to link
, due to all source-destination pairs;

• : arrival rate of low-priority bursts to link,
due to all source-destination pairs;

• : route from source to destination .
The load placed on a linkby traffic going from source to

destination depends on whether linkis on the path to desti-
nation . If link is on the path to , then the load applied to link

by traffic is simply . Thus

if

if
(1)

Also, the total high-priority (new) burst arrival into the network,
, is given by

(2)

We calculate the packet loss probability by finding the distri-
bution of the burst length at the destination and comparing the
mean burst length at the destination to the mean burst length
at the source. Let the initial cumulative distribution function
of the burst length be for high-priority bursts trans-

mitted from source to destination , where is the zeroth
hop link between source to destination . The cumulative
distribution function of the burst after hops is . Let

be the cumulative distribution function for the arrival
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time of the next high-priority burst on theth hop link be-
tween source-destination pair

(3)

where is the arrival rate of all high-priority bursts on the
th hop link of the path between sourceand destination.
We note that a high-priority burst is segmented only if the next

arriving burst is also of high-priority, but is not affected by the
arrival of low-priority bursts. The burst length will be reduced
if another high-priority burst arrives while the original burst is
being transmitted; thus, the probability that the burst length is
less than or equal toafter the first hop is equal to the probability
that the initial burst length is less than or equal toor that the
next high-priority burst arrives in time less than or equal to.
Therefore

(4)

Similarly, let be the cumulative distribution function of
the burst after the second hop

(5)

In general

(6)

We now find the expected length afterhops and compare this
length with the expected length at the source node in order to
obtain the expected loss that a particular burst will experience.
Let be the expected length of the high-priority burst at the

th hop.
Case (1): If we have fixed-sized bursts of length ,

then the initial distribution of the burst length is given by

if

if
(7)

Substituting (7) into (6) and taking the expected value, we obtain

(8)

Case (2): If the initial burst length is exponentially dis-
tributed, we have

(9)

Substituting (9) into (6) and taking the expected value, we obtain

(10)

We now find the expected length after hops, where is the
total number of hops betweenand . Let be the ex-
pected length of the burst lost per high-priority burst for a burst
traveling from to

Loss (11)

Hence, the packet loss is proportional to the length of the route
and the length of the burst. The packet loss probability of high-
priority bursts, , is then given by

Length Lost
Initial Length

Loss (12)

We can then find the average packet loss probability of high-pri-
ority bursts for the system by finding the individual loss prob-
ability for each source-destination pair and taking the weighted
average of the loss probabilities

(13)

We also calculate the average service time on a link, where
is the th link from source to destination

(14)

where .
Using , we can calculate the utilization for high-priority

bursts on link

(15)

Now, we calculate the probability of low-priority packet loss.
The entire low-priority burst is dropped if a high-priority burst
is occupying the channel. Thus, the arrival rate of low-priority
bursts depends upon the link utilization of high-priority bursts.
The offered load on the first hop is the total offered load from
source to destination. On subsequent hops, the offered load is the
load from the previous hop that was not blocked by high-priority
traffic, thus

if

if

if
(16)

The calculation of low-priority packet loss probability is similar
to that of high-priority packet loss. Let the initial cumulative dis-
tribution function of the burst length be , and the cumu-

lative distribution function of the burst afterhops be
for low-priority bursts transmitted from sourceto destination
. Let be the cumulative distribution function for the ar-

rival time of the next burst on theth hop link. Here we consider
the total arrival rate of bursts of both high and low priorities

(17)



VOKKARANE AND JUE: PRIORITIZED BURST SEGMENTATION AND COMPOSITE BURST-ASSEMBLY TECHNIQUES 1205

where and are the arrival rates of all low and high-
priority bursts on the th hop link of the path between source
and destination .

The burst length will be reduced if another burst of any pri-
ority arrives while the original burst is being transmitted; thus,
the cumulative distribution function after the first hop is equal
to the probability that the initial burst length is less than or equal
to or the next burst arrives in time less than or equal to

(18)

Similarly, is the cumulative distribution function of the
burst length after the second hop

(19)

In general

(20)

We now find the expected length afterhops and compare with
the expected length at the source node to obtain the expected
loss. Let be the expected length of the low-priority burst at
the th hop.

Case (1): If we have fixed-sized bursts of length, ,
the initial distribution of the burst length is given by

if

if .
(21)

Therefore, is given by

(22)

Case (2): If the initial burst length is exponentially dis-
tributed, we have

(23)

Therefore, is given by

(24)

Let be the expected length of the burst lost per low-pri-
ority burst for a burst traveling from to

(25)

The probability of packet loss for low-priority bursts is given by

(26)

We can then find the average packet loss probability of low-pri-
ority bursts for the system by finding the individual loss proba-
bility for each source-destination pair, and taking the weighted
average of the loss probabilities

(27)

Note that, if two contending bursts follow the same route, then
the original bust will only be segmented at the first instance of
contention; however, the model assumes that the arrivals of the
two contending bursts are uncorrelated on the subsequent links
in the route. Thus, the model overestimates the packet loss.

Also, if a burst is segmented in the middle of a packet, the
model does not account for the entire packet loss, which leads to
a slight under-estimation of packet loss. However, this under-es-
timation of packet loss is insignificant compared with the over-
estimation of the packet loss due to the uncorrelated arrival
assumption.

This analysis may be extended to any arbitrary number of pri-
orities in a straightforward manner. Also, a more accurate model
may be obtained by using a reduced load approximation for the
arrival of the low-priority bursts and by taking into account the
link correlation effect.

We now compute the packet loss probability for different
packet classes in a CCB. We consider an OBS network with
four packet classes and two burst priorities. Let Class 0, Class 1,
Class 2, and Class 3 be the four packet classes with Class 0 being
the highest packet class and Class 3 being the lowest packet
class, in that order. The following are the assumptions:

• Initial burst length is fixed;
• : high-priority burst length;
• : low-priority burst length;
• : ratio of Class 0 packets in the high-priority burst;
• : ratio of Class 2 packets in the low-priority burst;
• The ratio of traffic of Class 1 and Class 4 will be

and in the high and low-priority bursts,
respectively;

• Class 0 packets are placed toward the head and Class
1 packets are placed toward the tail of the high-priority
burst;

• Class 2 packets are placed toward the head and Class 3
packets are placed toward the tail of the low-priority burst.

Based on the ratio of packets of each class, we can find
the packet loss probabilities of each class. The packet loss for
Class 0, , is the same as the loss probability of a high-pri-
ority burst of length ; therefore, we can obtain by
replacing in (8) with . The packet loss probability for
Class 1 is found by considering the total packet loss probability
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Fig. 4. NSFNET with 14 nodes.

in a burst and the packet loss probability of Class 0 packets;
thus, is given by

(28)

Similarly, the packet loss probability for Class 2, , is same
as the packet loss probability of a low-priority burst of length

and can be found by replacing in (22) with . The
packet loss probability for Class 3 is given by

(29)

VII. N UMERICAL RESULTS

In order to evaluate the performance of the proposed schemes
and to verify the analytical models, a simulation model is devel-
oped. Burst arrivals to the network are assumed to be Poisson.
Burst lengths are exponentially distributed with average length
of 100 s. The link transmission rate is 10 Gb/s. Packets are as-
sumed to be 1250 bytes and each segment consists of a single
packet. The configuration time of the switching is assumed to
be 10 s. There is no buffering or wavelength conversion at
the core nodes. Burst arrivals are uniformly distributed over
all sender–receiver pairs, and shortest-path routing is assumed.
Fig. 4 shows the 14-node NSFNET on which the simulation was
implemented, with distances in km.

A. Analytical Results

Let us consider a network with two priorities. The fraction
of high-priority (Priority 0) bursts is 20% and the fraction of
low-priority (Priority 1) bursts is 80%. In the analytical model,
we ignore the switching time and header processing time.

Fig. 5 plots the packet loss probability versus load for high-
priority and low-priority packets for Scheme 1, with exponen-
tial burst length, and for fixed-sized bursts. In Scheme 1, the
contending burst preempts the original burst if the contending
burst is of equal or higher priority, otherwise, the contending
burst is dropped. We observe that the analytical model slightly
over-estimates the packet loss probabilities due to the indepen-
dent link assumption. We also observe that the packet loss with
fixed-sized bursts is lower than packet loss with exponentially
distributed burst sizes, since the maximum number of packets
lost per contention is potentially less with a fixed initial burst

Fig. 5. Packet loss probability versus load for both exponential initial burst
size1=� = 100 ms and fixed initial burst size= 100 packets using Scheme 3
without length comparison.

Fig. 6. Packet loss probability versus alpha and beta values for composite
bursts of fixed initial burst size= 100 packets length using Scheme 3 without
length comparison.

size. This observation may be useful when determining the burst
assembly policy.

We now consider an OBS network with composite bursts.
The network supports four packet classes. Class 0 is the highest
packet class and Class 3 is the lowest packet class. Fig. 6 plots
the packet loss probability versusand for Scheme 3 without
length comparison, where is the ratio of Class 0 packets in
the high-priority burst and is the ratio of Class 2 packets in
the low-priority burst. The graphs are plotted for a fixed load
of 1 Erlang with fixed-sized bursts. We observe that the packet
loss probability of the different classes obtained through the an-
alytical models match with the simulation results. By choosing
a specific value of and , we can ensure that a certain level of
performance is guaranteed. For example, for the case shown in
Fig. 6, if we choose %, then the packet loss probability
of Class 0 will be less than 1%.
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Fig. 7. Packet loss probability versus load for different schemes with fixed
burst size= 100 packets with the traffic ratio being 20% Priority 0 and 80%
Priority 1 bursts.

B. Prioritized Burst Segmentation Results

Fig. 7 plots the packet loss probability versus load for high-
priority (Priority 0) and low-priority (Priority 1) packets for
Scheme 1 through Scheme 5, with fixed-sized bursts. The graph
shows packet losses for the case in which 20% of the traffic is
high priority and 80% of the traffic is low priority. We observe
that the loss of high-priority packets are lower than that for low
priority packets in schemes which employ burst segmentation
(Schemes 1, 2, and 3), while schemes without segmentation do
not provide service differentiation (Schemes 4 and 5). We also
observe that Scheme 1 performs the best under the observed load
values, while Scheme 2, performs better at higher loads; thus,
at low loads, it is better to attempt deflection before segmen-
tation when two bursts are of equal priority. At higher loads,
schemes with deflection as the primary contention resolution
technique (Schemes 1 and 4) suffer from higher loss compared
with schemes with no or controlled deflection (Schemes 2 and
3) due to the increased load due to deflection. Also, by varying
the number of alternate deflection ports at each switch, we can
achieve different levels of packet loss.

Fig. 8 plots the average end-to-end packet delay versus load
for high-priority and low-priority packets for Scheme 1 through
Scheme 5 with fixed-sized bursts. We observe that the delay of
high-priority packets are lower than that for low-priority packets
in schemes which employ burst segmentation (Schemes 1, 2,
and 3). Schemes without segmentation do not provide service
differentiation (Schemes 4 and 5) and, hence, have the same de-
lays for both priorities. The delay for high-priority bursts re-
mains in a consistent range, while the low-priority bursts have
higher delay due to multiple deflections. At very high load,
bursts which are further from their destination are less likely
to reach their destination compared with those bursts which are
close to their destination; thus, the average delay will eventually
decrease at very high load. Schemes 1 and 4 suffer high delays
compared with other schemes, since the contending burst (either
lower or equal priority) is deflected first.

Fig. 8. Average end-to-end packet delay versus load for different schemes with
fixed burst size= 100 packets with the traffic ratio being 20% Priority 0 and
80% Priority 1 bursts.

Fig. 9. Packet loss probability versus load forN = 4 andM = 4 for single-
and composite-class bursts, with the traffic ratio of the packets classes 0, 1, 2,
and 3 being 10%, 20%, 30%, and 40%, respectively.

C. Composite Burst-Assembly Results

The different burst assembly techniques are compared
through simulation. We consider composite- and single-burst
assembly while utilizing Scheme 3 without length comparisons
for contention resolution in the core. The input traffic ratios
of individual packet classes are 10%, 20%, 30%, and 40%
for Class 0, Class 1, Class 2, and Class 3, respectively. We
set a threshold value of 100 packets for each burst type, and
a timeout value of 50 ms for the highest priority burst. We
also avoid contentions between multiple bursts at the source
by delaying the contending bursts until the desired output port
is free. The remaining assumptions remain the same as the
prioritized burst segmentation case.

Figs. 9 and 10 plot packet loss probability and average
end-to-end delay versus load for both CCB and SCB with
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Fig. 10. Average end-to-end packet delay versus load forN = 4 andM = 4

for single- and composite-class bursts, with the traffic ratio of the packets classes
0, 1, 2, and 3 being 10%, 20%, 30%, and 40%, respectively.

Fig. 11. Packet loss probability versus load forN = 4 andM = 2 for single-
and composite-class bursts, with the traffic ratio of the packets classes 0, 1, 2,
and 3 being 10%, 20%, 30%, and 40%, respectively.

. We refer to this case as the 4 : 4 mapping.
We observe that, by using CCB, the loss of packets is more
proportional to the packet class than in SCB. We observe that
the loss of lower class packets is better in CCB, since some of
the lower class packets are placed into higher priority bursts,
which, in turn, decreases the loss probability. Also, the highest
class packets in CCB perform as well as in SCB, since at every
contention between highest priority bursts, the lower-class
packets are more likely to be dropped. We see that the average
delay decreases with the increase in load. This decrease is due
to the higher arrival rate of packets which causes the threshold
to be satisfied more frequently. The delay of highest class
packets is fairly constant, since we enforce an upper limit on
the aggregation time by using a timeout.

Figs. 11 and 12 plot packet loss probability and average
end-to-end delay versus load for both CCB and SCB with

Fig. 12. Average end-to-end packet delay versus load forN = 4 andM = 2

for single- and composite-class bursts, with the traffic ratio of the packets classes
0, 1, 2, and 3 being 10%, 20%, 30%, and 40%, respectively.

and . We refer to this case as the 4 : 2 mapping.
We observe that the performance of CCB is much better than
SCB for the highest class packets. This is due to the fact that
in a 4 : 2 mapping, both packets of Class 0 and Class 1 are
assigned Priority 0, and in an equal-priority contention, packets
of Class 1 may preempt packets of Class 0. In SCB, the loss
of Class 0 packets and Class 1 packets will be the same if the
input ratio are the same, and if the same threshold and timeout
values are used. In our example, a timeout value is assigned
to bursts carrying Class 0 packets, but not to bursts carrying
Class 1 packets. This difference results in lower loss and delay
for Class 0 packets, even though the burst are of equal priority.
Also, we see that the average end-to-end delay for Class 0 and
Class 1 in the case of CCB are similar in both 4 : 4 and 4 : 2
mapping, since Class 1 packets are included in the same bursts
as Class 0 packets when the timeout is reached. The difference
in delay between Class 0 and Class 1 packets is due to their
different arrival rates.

VIII. C ONCLUSION

In this paper, we introduce the concept of prioritized con-
tention resolution through differentiated burst segmentation and
deflection to provide QoS in the optical burst-switched core.
The prioritized contention resolution policies can provide QoS
with 100% class isolation without requiring additional offset
times. An analytical model for prioritized burst segmentation
was developed to calculate the packet loss probabilities for a
two-priority network and the model was verified through sim-
ulation. The high-priority bursts have significantly lower losses
and delay then the low-priority bursts, and the schemes which
incorporate deflection tend to perform better than the schemes
with limited deflection or no deflection.

We also introduced the concept of composite burst assembly
to handle the differentiated service requirements of the IP
packets at edge nodes of the optical burst-switched network,
and we described a generalized framework for burst assembly.
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We considered four different burst assembly approaches and
evaluated their performance in terms of delay and loss. We ob-
serve that approaches with composite bursts perform better than
approaches with single-class bursts with respect to providing
differentiated QoS for different classes of packets. This was
verified by the analytical model results. The developed model
can be useful for selecting the class ratios for composite bursts
in a manner which can satisfy the packet loss requirement. In
order to further reduce the packet loss, the proposed techniques
can be employed in conjunction with all-optical wavelength
conversion and buffering through fiber delay lines.
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