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Abstract

An access control scheme is designed to restrict users access to the protected data in

distributed systems. To satisfy different access requirements, various access control

schemes have been proposed. Nevertheless, the privacy problem in them has not

been considered extensively, while it is a primary concern of network users. Hence,

constructing access control schemes with a sound privacy protection is an important

task.

The main contribution of this thesis is to propose privacy-preserving access con-

trol schemes in the following three aspects. First, we design access control schemes

where the contents required by users are protected against any proxy servers or

other parties. We develop two identity-based data storage schemes, which are se-

cure against collusion attacks. In these schemes, a user can access one of the data

outsourced by the owner if he has obtained an access permission from the owner. A

proxy server can transfer a ciphertext for the owner to a ciphertext for the requester

without observing anything about the plaintext.

Second, we construct three access control schemes where users’ personal sensitive

information, such as access credentials, identities and attributes, can be protected.

We develop two attribute-based access control schemes, each with distinctive fea-

tures. The first scheme is a decentralized attribute-based encryption scheme where

a user can obtain secret keys from multiple authorities without releasing anything

about his/her identifier to them and furthermore, it is secure against collusion at-

tacks. Multiple authorities can work independently without any cooperation. Espe-

cially, an authority can dynamically leave or add in the system without re-initializing

the system and re-issuing secret keys to users. Further, the second scheme captures

the feature that only the senders whose attributes satisfy the access structure spec-

ified by the receiver can send messages to him/her and only the receiver whose

attributes satisfies the access structure published by the sender can obtain the pro-

tected data. Furthermore, we give a provable generic construction of dynamic single
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sign-on schemes where a user can access multiple services using one credential and

only the designated service providers can validate his credential.

Third, we develop several access control schemes where an authorized user can

access the protected data without releasing anything about his personal sensitive

information and the accessed contents to the database. We construct an attribute-

based oblivious access control scheme by introducing an attribute-based encryption

scheme with constant computation and communication cost to an oblivious trans-

fer scheme. Furthermore, we design efficient oblivious transfer with access control

schemes by introducing oblivious signature-based envelope schemes to an oblivious

transfer scheme. In these schemes, an authorized user can access the protected data

obliviously, while the database only knows the number of the data accessed by the

user.

Notably, all schemes developed in this thesis are derived from cryptographic

primitives and formally proven in the proposed security models under complexity

assumptions.
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A
⋃
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A
⋂
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A−B The difference of sets A and B;
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a
R
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R
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Chapter 1

Introduction

In open communication environments, providing confidentiality to sensitive data

is one of the most fundamental problems that have attracted a lot of attention.

Access control is an essential component in communication. Considering different

application scenarios and requirements, access control schemes with distinctive fea-

tures have been proposed, such as discretionary access control [DAC87], mandatory

access control [Osb97] and role-based access control [SCFY96]. An access control

scheme should provide the following properties: authentication, authorization and

accountability (AAA) [VCF+00].

• Authentication. Authentication is a procedure where a trusted party can con-

firm whether a user is the entity which he claims to be. Generally, a user must

use his private information to convince the trusted party that he is the real

entity.

• Authorization. Authorization is a procedure where a user’s access privilege is

determined. Whether a user can access the protected data depends on whether

the specified access policy can be satisfied.

• Accountability. Accountability is a procedure where what a user has done is

recorded. It is used to address the appropriate use of data and identify the

users who misuse the data.

1.1 Background

1.1.1 Public-Key Cryptography

Cryptography as a primitive has been used to provide secure communications among

multiple parties. In a public-key cryptographic system, each user has two keys: one

1



1.1. Background 2

is called as secret key and the other as public key. Being different from the secret-

key cryptography (symmetric cryptography) where these two keys are identical or

it is easy to compute one from the other, in a public-key cryptographic scheme, it is

infeasible to compute the secret key from the public key. Therefore, the public key

can be known by all the users in the system. The distinguishing property of public-

key cryptography (PKC) is that two parties can initialize a private conversation

without any prior communication. Hence, since its seminal introduction by Diffie

and Hellman [DH76], PKC has attracted much attention. More details about PKC

can be found in books [MVO96, Mao03].

The main task of PKC is to provide two properties: privacy and authentication

[DH76]. Privacy means that the transmitted message should only be retrieved by

the intended receivers. Meanwhile, authentication means that all the participants

in a conversation are legal and authorized.

Currently, there are two main research directions on PKC: public-key encryption

and digital signature.

• Public-key Encryption. In a public-key encryption (PKE) scheme, a sender

can encrypt a message under the receiver’s public key directly as the public

key is publicly known, and send the ciphertext to the receiver. Consequently,

the receiver can use his secret key to decrypt the ciphertext and obtain the

plaintext. Some classic PKE schemes, to name a few, are ElGamal encryption

scheme [ElG85], RSA encryption scheme [RSA78] and Cramer-Shoup encryp-

tion scheme [CS98].

• Digital Signature. A digital signature is the electronic version of a handwritten

signature. It is a public-key cryptographic protocol where a user can generate

a signature on a message using his signing key and the validity of the signature

can be verified by anyone. Notably, any other user cannot forge a signature on

behalf of the real signer. Hence, a digital signature scheme can provide non-

repudiation property which is especially necessary in digital certificates. Some

classic digital signature schemes, to name a few, are RSA signature scheme

[RSA78], Schnorr signature scheme [Sch90] and digital signature standards

(DSS) [DSS94].
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1.1.2 Privacy Protection

Privacy issues are the primary concern to network users as the network allows the

collection of vast amount of personal information which users release when they

access the network [CP02]. Several schemes have been proposed to solve these issues

[CDN09, CGH09, Au09, Koh10]. In these schemes, the following three problems were

considered: hiding accessed contents, hiding personal information and hiding both

accessed contents and personal information.

• Hiding Accessed Contents. We say that a scheme can hide the accessed contents

if it is impossible for the database or proxy servers to know the contents

which an authorized user has accessed. Cryptographic primitives which can

potentially provide this property are oblivious transfer (OT) [Rab81, NP99a,

NP99b, AIR01, CNS07] and proxy re-encryption scheme (PRE) [BBS98, CH07,

LV08]. In a t-out-of-n OT (OT n
t ) protocol, by an interaction, a receiver can

access t-out-of-n services; while the database only know the number of accessed

services without knowing anything about the contents. Whereas, in a PRE

scheme, a proxy server can transfer a ciphertext for the owner to ciphertext for

the receiver without seeing the original plaintext if he has obtained an access

permission (re-encryption key) from the owner.

• Hiding Personal Information. We say that a scheme can hide personal infor-

mation if it can protect users’ sensitive information, such as ID card, PIN

and credentials, to be collected, modified and disseminated. Cryptographic

schemes which can be potential primitives to provide this property are accumu-

lator schemes [BdM94, BP97, CL02], pseudonym systems [LRSW99, YK11],

anonymous credential schemes [Cha85, CL01, CL02, BCC+09], blind signa-

ture schemes [Cha83, AO01, Oka06], group signature schemes [CH91, ACJT00,

BBS04], ring signature schemes [RST01, BSS02, Nao02] and attribute-based

systems [SW05, GPSW06, PTMW06, BSW07, OSW07], etc. In these schemes,

a user can prove that he has obtained the credentials on his private informa-

tion or he is a member of the group, instead of showing his credentials or

membership certificates.

• Hiding Accessed Contents and Personal Information. We say that a scheme

can hide both accessed contents and personal information if an authorized

user can access the protected sources without releasing anything about his
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private information and the accessed contents to the database or a proxy

server. Schemes which can provide this property are oblivious transfer with

access control (AC-OT) [CGH09, CDN09, ZAW+10].

To provide privacy protection, hiding personal information is not sufficient [IKOS06]

as even if an adversary does not know who the user is, he can trace the user by his

actions, such as the Websites which he visited, the medicine which he ordered online

and communication societies which he attended. Therefore, to provide a sound

solution to privacy protection, both the properties of hiding accessed contents and

hiding personal information should be addressed.

1.2 Contributions of This Thesis

Privacy protection can be classified into three different types according to the secu-

rity requirements: access contents protection, personal information protection and

protection of accessed contents and personal information. We note that systems with

strong privacy protection are more complicated. In this thesis, we mainly focus our

attention on the protocols which are developed from cryptographic primitives and

can be formally proven. The main contributions of this thesis are as as follows.

1. Accessed Contents Protection. In some databases, such as stock quotes, users

are required to register with real personal information. However, their in-

vestment strategies will be revealed if their accessed contents are exposed.

Therefore, it is important in these systems to protect the accessed content

against being known by other parties.

In an identity-based data storage scheme, the owner can encrypt his files under

his identity and outsource them to a proxy server. If a user wants to access

one of the encrypted files, he is required to obtain an access permission from

the owner and send it to the proxy server. Then, the proxy server can use

the access permission to transfer the encrypted file under the owner’s identity

to the encrypted file under the user’s identity without seeing the file. As a

result, the user can decrypt the ciphertext and obtain the file. Similarly, in

an identity-base proxy re-encryption (ID-based PRE) scheme, a proxy server

can transfer a ciphertext for the original decryptor to a ciphertext for a desig-

nated decryptor if he obtains a re-encryption key from the original decryptor.
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Although ID-based PRE schemes have been proposed, they are not suitable to

an identity-based data storage scheme. First, the receiver can cooperate with

the proxy server to access all the owner’s files if he has obtained an access

permission. Second, these schemes are not secure against collusion attacks,

namely the receiver can compute the owner’s secret key if he can compromise

the proxy server. Third, an access permission is decided by the owner with the

help of the central authority, instead of the owner himself. Finally, they cannot

provide inter-domain query. In this thesis, we propose two identity-based data

storage schemes to solve these problems. In the first scheme, for one query,

the receiver can only access one file of the owner, instead of all files. In this

scheme, the owner can make an access permission independently without the

help of the central authority and collusion attacks are resisted. Then, the sec-

ond scheme can support not only intra-domain but also inter-domain queries.

Notably, supporting inter-domain query is especially important in distributed

systems, such as cloud computing, ad-hoc network, etc.

2. Personal Information Protection. Personalized services require users to register

with distinct characters, such as attributes, roles, rights, etc. However, if

the registered information is illegally distributed and collected, the user can

be impersonated. Hence, controlling the release of personal information is

important.

In an attribute-based system, a user is identified by a set of descriptive at-

tributes. A user can access the protected data if his attributes satisfy the

specified access structure, while the database does not know the real identity

of the receiver. In this thesis, we propose a privacy-preserving decentralized

key-policy attribute-based encryption (ABE) scheme. In this scheme, a user

can obtain secret keys from multiple authorities without releasing anything

about his identifier to them. Therefore, even multiple authorities collaborate,

they cannot trace the user by his identifer. Furthermore, multiple authorities

can perform independently without any cooperation. However, in previous

ABE schemes, there must be a central authority to issue secret keys to users

or multiple authorities must cooperate to initial the system. Subsequently,

we propose an attribute-based data transfer with filtering (ABDTF) scheme

where a receiver can specify an access structure such that only the qualified

senders can send messages to him. Prior to decrypting the encrypt messages,
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the receiver can use the filtering scheme to filter out the false messages. Hence,

this scheme can resist the denial-of-service (DoS) attacks. We also formalize

the definition and security model for ABDTF schemes. Finally, we give a

generic construction of dynamic single sign-on (SSO). We first give the for-

mal definitions and security models for SSO and dynamic SSO. This makes

an important step toward the formal research on SSO. In our construction, a

user can access multiple services using one credential and change his service

requirements dynamically without the necessity to re-initial the system and

re-issue credentials. Note that only the designated service providers can vali-

date the user’s credential, while other service providers cannot know anything

about the user’s credential.

3. Protection of Accessed contents and Personal Information. In some sensitive

database, such as DNA database, if a user’s personal information can be linked

to the accessed contents (DNA sequences), a lot of his/her information will

be disclosed, such as the potential diseases, race, etc. Furthermore, the user

will meet some problems, such as discrimination. Thereafter, in this systems,

protecting both accessed contents and personal information are important.

To provide privacy protection, schemes with hiding accessed contents and per-

sonal information have been proposed. However, there are some shortcomings.

First, in some of these schemes, zero-knowledge proof must be used by a user

to prove that he has been authorized to access the services. Second, the ci-

phertext in some of these schemes are linear with the number of the required

attributes. In this thesis, we propose two schemes where both the accessed

contents and the personal information can be protected. First, we propose an

ABE scheme with a constant communication and computation cost. Then,

based on this ABE scheme, we propose an attribute-based oblivious access

control scheme, where an authorized user can access the protected services

without releasing anything about his private information and the accessed

contents to the database. While, the database only knows the number of the

accessed services by the authorized user. Second, we introduce a primitive

called oblivious signature-base envelope (OSBE) into an OT protocol to con-

struct a new oblivious transfer with access control scheme without the need of

zero-knowledge proof.
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1.3 Thesis Organization

The remainder of this thesis is organized as follows.

In Chapter 2, we review the preliminaries required by this thesis. We intro-

duce algebra knowledge, including group, field and bilinear group. Furthermore, we

present some complexity assumptions used throughout this thesis. Subsequently, we

describe some basic cryptographic primitives, including hash function, random or-

acle model, PKE, broadcast encryption, Waters’s identity-based encryption, digital

signature, commitment scheme and zero-knowledge proof.

In Chapter 3, we develop an identity-based data storage scheme which is secure

against collusion attacks. We introduce the background about identity-based proxy

re-encryption schemes and point out that they are not suitable to an identity-based

data storage scheme. Then, we propose an identity-based data storage scheme.

Furthermore, we improve the security of our scheme from being secure against the

chosen plaintext attacks to be secure against the chosen ciphertext attacks. Finally,

we prove the security of these schemes.

In Chapter 4, we propose an identity-based data storage scheme which can sup-

port both intra-domain and inter-domain queries. This scheme is secure against the

collusion attacks and suitable to cloud computing.

In Chapter 5, we design a privacy-preserving decentralised key-policy ABE scheme.

We first review the knowledge about multiple-authority ABE scheme and point out

some problems in the current schemes. Then, we develop a decentralized ABE

scheme where multiple authorities can perform independently without any collabo-

ration. Furthermore, we propose a privacy-preserving key extract protocol for our

decentralized ABE scheme. Finally, we prove the security of these schemes.

In Chapter 6, we construct an attribute-based data transfer with filtering (AB-

DTF) scheme. Firstly, we review the background concerning attribute-based data

transfer schemes and show the main fault in them is that they cannot resist DoS at-

tacks. Then, we develop an ABDTF scheme which is secure against the DoS attacks

and prove its security.

In Chapter 7, we give a generic construction of dynamic single sign-on (SSO)

scheme. First, we review the literature of SSO and find that there is no provable

dynamic SSO scheme. Then, we give the formal definitions and security models for

SSO and dynamic SSO. We show how to use cryptographic primitives to construct

a provable dynamic SSO scheme. Finally, we formally prove the security of our
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construction.

In Chapter 8, we propose an attribute-based oblivious access control (ABOAC)

scheme. We first design an ABE scheme with constant communication and com-

putation cost and prove its security. Then, an ABOAC scheme is constructed by

introducing the proposed ABE scheme to an OT scheme. Finally, the security of

the proposed ABOAC scheme is proven.

In Chapter 9, an efficient oblivious transfer with access control (AC-OT) scheme

is constructed. First, we introduce the background about AC-OT schemes. Then,

we introduce oblivious signature-based envelope (OSBE) schemes to an OT scheme

to develop AC-OT schemes. Finally, we prove the security of our schemes.

Chapter 10 concludes this thesis.



Chapter 2

Preliminaries

We introduce the preliminaries used throughout this thesis, including founda-

tions of algebra, complexity assumptions and cryptographical tools. More details of

cryptography theory can be found in the following books [MVO96, Mao03].

2.1 Miscellaneous Notions

In this thesis, by ℓ, we denote a security parameter. By 1ℓ, we denote the string

of ℓ ones. We say that a function ǫ : Z → R is negligible if for all k ∈ Z, there

exists z ∈ Z such that ǫ(x) ≤ 1
xk for all x > z. Unless otherwise specified, by ǫ, we

always denote a negligible function. If n ∈ Z+, by [n], we denote the set of integers

{1, 2, · · · , n}. By p(x)
R
← Zp[x], we denote the polynomial p(x) is randomly selected

from the polynomial ring Zp[x] consisting of the polynomials that coefficients are

from the finite field Zp.

A basic notion in complexity theory is probability distributions which should be

computationally indistinguishable. Notably, two probability distributions which are

statistically distinguishable are computationally distinguishable [Gol90].

Computational Indistinguishability. We say that two distribution families Ω1(ℓ) and

Ω2(ℓ) are computationally indistinguishable if, for all PPT algorithms A,

∣∣∣∣ Pr
x∈Ω1(ℓ)

[A(x) = 1]− Pr
x∈Ω2(ℓ)

[A(x) = 1]

∣∣∣∣ ≤ ǫ(ℓ).

Statistical Indistinguishability. We say that two distribution families Ω1(ℓ) and Ω2(ℓ)

are statistically indistinguishable if

9
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∑

z

∣∣∣∣ Pr
x∈Ω1(ℓ)

[x = z]− Pr
x∈Ω2(ℓ)

[x = z]

∣∣∣∣ ≤ ǫ(ℓ).

Unless otherwise specified, by indistinguishability, we mean that it is computa-

tionally indistinguishable.

2.2 Access Structure

An access structure is used to restrict users’ access right. The formal definition of

an access structure is as follows:

Definition 2.1 Access Structure [Bei96]. Let P = {P1, P2, · · · , PN} be a set of par-

ties. A collection A ⊆ 2{P1,P2,··· ,PN} is monotonic, if A ∈ A and A ⊆ B implies that

B ∈ A. An access structure (respectively, monotonic access structure) is a collec-

tion (respectively, monotonic collection) A of non-empty subsets of {P1, P2, · · · , PN},

namely A ⊆ 2{P1,P2,··· ,PN} − {φ}. The sets in A are called as authorized sets, while

the sets outside of A are called as unauthorized sets.

2.3 Foundations of Algebra

In this section, we review the basic algebra knowledge: group, cyclic group and field.

2.3.1 Group

A group consists of a set of elements and an operation which is executed between

any two elements in the set. The formal definition of a group is described as follows:

Definition 2.2 Group. A group (G,⊗) is a set G equipped with an operation ⊗,

and satisfies the following properties:

1. Closure. For all g, h ∈ G, g ⊗ h ∈ G;

2. Associativity. For all g, h, η ∈ G, (g ⊗ h)⊗ η = g ⊗ (h⊗ η);

3. Identity. There exists 1G ∈ G called the identity of (G,⊗), such that 1G ⊗ g =

g ⊗ 1G = g for all g ∈ G;



2.3. Foundations of Algebra 11

4. Inverse. For all g ∈ G, there exists g−1 ∈ G called the inverse of g such that

g ⊗ g−1 = g−1 ⊗ g = 1G.

For simplicity, a group (G,⊗) is often denoted as G when the operation ⊗ is

clear. The number of the elements in G is called the order of G and denoted as |G|.

A group G is a finite group if |G| is finite; otherwise, it is an infinite group. A group

G is an Abelian group if for all g, h ∈ G, g ⊗ h = h⊗ g.

Let G(1ℓ) be a group generator which takes as input 1ℓ and outputs a group G

with order p, namely G(1ℓ)→ (p,G).

Definition 2.3 Order of Group Element. Suppose that g ∈ G, the order of g in G

is the least i ∈ Z+ such that gi = 1G. If for all i ∈ Z+, gi 6= 1G, the order of g is

infinite. The order of g is denoted as ord(g).

Especially, if any element in a group G can be expressed by a specially element

in G, G is called as a cyclic group. The formal definition of a cyclic group is as

follows:

Definition 2.4 Cyclic Group. A group G is a cyclic group if there exists g ∈ G,

for all h ∈ G, there exists i ∈ Z such that h = gi. The element g is called as a

generator of the group G. G is said to be generated by g and denoted as G = 〈g〉.

2.3.2 Field

A field consists of a set of elements and two operations defined between any two

elements in the set. The formal definition of a field is described as follows.

Definition 2.5 Field. A field (F,⊕,⊗) consists of a set F and two operations:

addition ⊕ and multiplication ⊗, and satisfies the following properties.

1. Addition Group. (F,⊕) is an Abelian group. The identity of the group (F,⊕)

is denoted as 0F and called additive identity or zero-element;

2. Multiplication Group. Let F∗ = F − {0F}. (F∗,⊗) is an Abelian group. The

identity of the group (F∗,⊗) is denoted as 1F and called as multiplicative iden-

tity;

3. Distributivity. For all g, h, η ∈ F, (g ⊕ h)⊗ η = (g ⊗ η)⊕ (h⊗ η).
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2.4 Bilinear Groups

In this section, we review the knowledge related to bilinear group.

Definition 2.6 Bilinear Map [BF01]. Suppose that G1, G2 and Gτ are three cyclic

groups with the same order p. Let g and h be the generators of G1 and G2, respec-

tively. A bilinear map (pairing) is a map e : G1 ×G2 → Gτ satisfying the following

properties :

1. Bilinearity. For all x ∈ G1, y ∈ G2 and a, b ∈ Zp, e(x
a, yb) = e(x, y)ab.

2. Non-degeneracy. e(g, h) 6= 1Gτ where 1Gτ is the identity of the group Gτ .

3. Computability. For all x ∈ G1 and y ∈ G2, there exists an efficient algorithm

to compute e(x, y).

Definition 2.7 Bilinear Groups [GPS08]. G1,G2, and Gτ constitute a bilinear group

if there exists a bilinear map e : G1 ×G2 → Gτ , where |G1| = |G2| = |Gτ | = p.

Galbraith, Paterson and Smart [GPS08] divided pairing operations used in cryp-

tography into three types:

1. G1 = G2;

2. G1 6= G2, there exists an efficiently computable homomorphism map ψ : G1 →

G2;

3. G1 6= G2, there are no efficiently computable homomorphism maps between

groups G1 and G2.

We say that a pairing is symmetric if G1 = G2 and denote the symmetric bilinear

group as (e, p,G1,Gτ ). Pairing is often constructed on suitable elliptic curves, so

its efficiency is determined by the selected elliptic curves. When selecting elliptic

curves for a pairing, two factors must be considered: the group size l of the elliptic

curves and the embedding degree d. Generally, to achieve the security of 1, 024-bit

RSA, the two parameters l and d should satisfy l × d ≥ 1, 024 [Lyn06, Bro10].

In the rest of this thesis, we denote GG(1ℓ)→ (e, p,G1,G2,Gτ ) as a bilinear group

generator which takes as input 1ℓ and outputs bilinear groups (e, p,G1,G2,Gτ ) with

order p and a bilinear map e : G1 ×G2 → Gτ . We denote Te and Tp as the time of

executing one exponential and one pairing, respectively. By EG1, EG2 , EGτ and EZp,

we denote the length of one element in the group G1, G2, Gτ and Zp, respectively.
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2.5 Complexity Assumptions

In this section, we review the complexity assumptions used throughout this thesis.

2.5.1 Discrete Logarithm Assumption

The discrete logarithm (DL) assumption [Odl85] in a finite field is one of the basic

assumptions in cryptography research. The DL assumption is defined as follows.

Definition 2.8 Discrete Logarithm (DL) Assumption [Odl85]. Let G(1ℓ) → (p,G)

and G = 〈g〉. Given (g, y) ∈ G2, we say that the discrete logarithm assumption

holds on G if no PPT adversary A can compute a x ∈ Zp such that y = gx with the

advantage

AdvDL
A = Pr [y = gx|A(p, g, y,G)→ x] ≥ ǫ(ℓ)

where the probability is taken over the random choice of y ∈ G and the bits consumed

by the adversary A.

2.5.2 Computational Diffie-Hellman Assumption

Diffie and Hellman [DH76] proposed this assumption and constructed a key exchange

scheme based on it. This assumption is defined as follows.

Definition 2.9 Computational Diffie-Hellman (CDH) Assumption [DH76]. Let x, y
R
←

Zp, G(1
ℓ) → (p,G) and G = 〈g〉. Given (g, gx, gy), we say that the computational

Diffie-Hellman assumption holds on G if no PPT adversary A can compute gxy with

the advantage

AdvCDH
A = Pr [A(g, gx, gy)→ gxy] ≥ ǫ(ℓ)

where the probability is taken over the random choices of x, y
R
← Zp and the bits

consumed by the adversary A.

Maurer [Mau94] discussed the relationships between DL assumption and CDH

assumption.
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2.5.3 Decisional Diflie-Hellman Assumption

Boneh [Bon98] surveyed the various applications of decisional Diffie-Hellman as-

sumption and demonstrated some results regarding it security.

Definition 2.10 Decisional Diflie-Hellman (DDH) Assumption [Bon98]. Let x, y, z
R
←

Zp, G(1
ℓ)→ (p,G) and G = 〈g〉. Given (g, gx, gy), we say that the decisional Diffie-

Hellman assumption holds on G if no PPT adversary A can distinguish (X, Y, Z) =

(gx, gy, gxy) from (X, Y, Z) = (gx, gy, gz) with the advantage

AdvDDH
A = |Pr[A(X, Y, gxy) = 1]− Pr[A(X, Y, gz) = 1]| ≥ ǫ(ℓ)

where the probability is taken over the random choices x, y, z
R
← Zp and the bits

consumed by the adversary A.

2.5.4 Computational Bilinear Diffie-Hellman

Boneh and Franklin [BF01] introduced this assumption. This assumption is as

follows.

Definition 2.11 Computational Bilinear Diffie-Hellman (CBDH) Assumption [BF01].

Let GG(1ℓ) → (e, p,G,Gτ ) and G = 〈g〉. We say that the computational bilinear

Diffie-Hellman assumption holds on (e, p,G,Gτ ) if no PPT adversaries A can com-

pute e(g, g)abc from (A,B,C) = (ga, gb, gc) with the advantage

AdvCBDH
A = Pr

[
A(A,B,C)→ e(g, g)abc

]
≥ ǫ(ℓ)

where the probability is taken over the random choices of a, b, c
R
← Zp and the bits

consumed by A.

2.5.5 Decisional Bilinear Diffie-Hellman Assumption

Boneh and Franklin [BF01] introduced this assumption and used it to construct an

identity-based encryption (IBE) scheme. This assumption is defined as follows.

Definition 2.12 Decisional Bilinear Diffie-Hellman (DBDH) Assumption [BF01]. Let

a, b, c, z
R
← Zp, GG(1ℓ)→ (e, p,G,Gτ ) and G = 〈g〉. We say that the decisional bilin-

ear Diffie-Hellman assumption holds on (p, e,G,Gτ ) if no PPT adversary A can dis-

tinguish (A,B,C, Z) = (ga, gb, gc, e(g, g)abc) from (A,B,C, Z) = (ga, gb, gc, e(g, g)z)

with the advantage

AdvDBDH
A =

∣∣Pr[A(A,B,C, e(g, g)abc) = 1]− Pr[A(A,B,C, e(g, g)z) = 1]
∣∣ ≥ ǫ(ℓ)
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where the probability is taken over the random choices of a, b, c, z
R
← Zp and the bits

consumed by the adversary A.

2.5.6 q-Strong Diffie-Hellman Assumption

Boneh and Boyen [BB04b] proposed this assumption and used it to develop a short

signature scheme. This assumption is defined as follows.

Definition 2.13 q-Strong Diffie-Hellman (q-SDH) Assumption [BB04b]. Let x
R
← Zp,

GG(1ℓ) → (p, e, G1,G2,Gτ ), G1 = 〈g〉 and G2 = 〈h〉. Given a (q + 2)-tuple

(g, h, hx, · · · , hx
q
), we say that the q-strong Diffie-Hellman assumption holds on

(p, e,G1,G2,Gτ ) if no PPT adversary A can compute (c, g
1

x+c ) with the advantage

Advq−SDH
A = Pr

[
A(g, h, hx, · · · , gx

q

)→ (c, g
1

x+c )
]
≥ ǫ(ℓ)

where c ∈ Z∗
p and the probability is taken over the random choice of x

R
← Z∗

p and the

bits consumed by the adversary A.

2.5.7 Chosen-Target Computational Diffie-Hellman Assump-

tion

Boldyreva [Bol03] introduced this assumption and used it to design a blind signature

scheme. This assumption is defined as follows.

Definition 2.14 Chosen-Target Computational Diffie-Hellman (CT-CDH) Assumption

[Bol03]. Let x
R
← Zp, G(1ℓ) → (p,G) and G = 〈g〉. Let H : {0, 1}∗ → G be a

cryptographic hash function. There are two oracles: target oracle TG(·) and help

oracle HG(·). TG(·) takes as input i ∈ Zp and outputs gi ∈ G. HG(·) takes as input

gi ∈ G and outputs gxi ∈ G. Let qT and qH denote the number of times that the

two oracles are queried, respectively. We say that the chosen-target computational

Diffie-Hellman assumption holds on (p,G) if no PPT adversary A can have the

advantage

AdvCT−CDH
A = Pr

[
ATG(·),HG(·)(p,H, g, gx)→ {(i1, θ1), · · · , (iq+1, θq+1)}

]
≥ ǫ(ℓ)

where gij ∈ {g1, g2, · · · , gq+1}, θj = gxij for j = 1, 2, · · · , q + 1, and qH ≤ q < qT .

The CT-CDH assumption is the analogous version of the chosen-target RSA

inversion (RSA-CTI) assumption [BNPS02].
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2.5.8 EXtended Chosen-Target Computational Diffie-Hellman

Assumption

Intuitively, in the above CT-CDH assumption, after the adversary A queries the

help oracle HG(·) on the elements in G at most qH times, he cannot compute a new

element in G to the power of x if its discrete logarithm on the generator and the

qH queried elements are unknown. Based on the CT-CDH assumption, we propose

the extended CT-CDH (XCT-CDH) assumption, by replacing the target oracle in

CT-CDH assumption with (qH + 1) random elements of G.

Definition 2.15 EXtended Chosen-Target Computational Diffie-Hellman (XCT-CDH)

Assumption. Let x
R
← Zp, G(1ℓ)→ (p,G) and G = 〈g〉. Suppose that HG(·) be a help

oracle which takes as input gi ∈ G and outputs gxi ∈ G. Let qH be the number of

the times which the oracle is queried. Given a (q + 1)-tuple (ga1, ga2, · · · , gaq+1), we

say that the extended chosen-target computational Diffie-Hellman assumption holds

on (p,G) if no PPT adversary A can have the advantage

AdvXCT−CDH
A = Pr

[
AHG(·)(p, g, gx, ga1, · · · , gaq+1)→ (gxa1, · · · , gxaq+1)

]
≥ ǫ(ℓ)

where ai
R
← Zp for i = 1, 2, · · · , q + 1 and qH ≤ q.

We have the following result about CT-CDH assumption and XCT-CDH as-

sumption.

Theorem 2.1 The extended chosen-target computational Diffie-Hellman assump-

tion and the chosen-target Diffie-Hellman assumption are equivalent.

Proof: Given the (q+1)-tuple {ga1, ga2, · · · , gaq+1} where ai
R
← Zp for i = 1, 2, · · · , q+

1, we define a function H : j → gaij ∈ G, where aij ∈ {a1, a2, · · · , aq+1} for

j = 1, 2, · · · , q + 1; otherwise H : j → gbj , where bj
R
← Zp. So, H(·) is a cryp-

tographic hash function 2.6.2, where the domain is Z+ and the range is G.

On the one hand, if an adversary A can break the CT-CDH assumption, we

can construct an algorithm B that can use A to break the XCT-CDH assump-

tion as follows. Given {ga1, ga2, · · · , gaq+1}, for qT (qT ≤ q + 1) target oracle

queries, B responds with gai1 , gai2 , · · · , gaiqT , where aij ∈ {a1, a2, · · · , aq+1} for

j = 1, 2, · · · , qT . For qH (qH ≤ q) help oracle queries, B queries the help or-

acle HG(·) in the XCT-CDH assumption, and responds A with {gxai1 , gxai2 , · · · ,

gxaiqH }, where aij ∈ {a1, a2, · · · , aq+1} for j = 1, 2, · · · , qH . If A can output
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{(i1, θ1), (i2, θ2), · · · , (iq+1, θq+1)} where θj = gxj for j = 1, 2, · · · , q+1, B can output

{gxa1, gxa2, · · · , gxaq+1}, where H(j) = gj = gaij for j = 1, 2, · · · , q + 1. So, B can

break the XCT-CDH assumption.

On the other hand, if A can break the XCT-CDH assumption, we can construct

an algorithm B that can use A to break the CT-CDH assumption as follows. When

A queries the help oracle on {gai1 , gai2 , · · · , gaiqH }, B queries the help oracle HG(·)

in CT-CDH assumption, and responds with {(i1, θ1), (i2, θ2), · · · , (iqH , θqH )} where

θj = gxj = gxaij for j = 1, 2, · · · , qH . If A can output {gxa1, gxa2, · · · , gxaq+1}, B can

output {(i1, θ1), (i2, θ2), · · · , (iq+1, θq+1)} where H(j) = gj = gaij and θj = gxaij = gxj

for j = 1, 2, · · · , q + 1. So, B can break the CT-CDH assumption.

Therefore, the XCT-CDH assumption is equivalent to CT-CDH assumption.

�

Notably, the XCT-CDH assumption is the CDH assumption if the help oracle

HG(·) in the XCT-CDH assumption is canceled.

2.6 Cryptographical Tools

In this section, we introduce some useful cryptographical tools, including Lagrange

interpolation, hash function, random oracle model, commitment, public-key encryp-

tion, broadcast encryption, Waters’s identity-based encryption, digital signature and

zero-knowledge proof.

2.6.1 Lagrange Interpolation

Let p(x)
R
← Zp[x] be a (k − 1)-degree polynomial. Given any k different values

p(x1), p(x2), · · · , p(xk), the polynomial p(x) can be reconstructed as follows:

p(x) =
∑

xi∈S

p(xi)
∏

xj∈S,xj 6=xi

x− xj
xi − xj

=
∑

xi∈S

p(xi)∆S,xi
(x)

where S = {x1, x2, · · · , xk}. The Lagrange coefficient for xi in S is

∆S,xi
(x) =

∏

xj∈S,xj 6=xi

x− xj
xi − xj

.

Therefore, given any k different polynomial values, we can compute p(x) for all

x ∈ Zp. Nevertheless, the other polynomial values are unconditionally secure if only

k − 1 different polynomial values are given.



2.6. Cryptographical Tools 18

2.6.2 Hash Function

Carter and Wegman [CW79] introduced the universal classes of hash functions and

divided them into tree types. Roughly speaking, a hash function H : {0, 1}∗ →

{0, 1}λ is a deterministic function which can map a bit string with any length to

a bit string with fixed length λ. A hash function should provide the following

properties [Mao03]:

1. Mixing Transformation. The output of H should be computationally indistin-

guishable from a uniform binary string in [0, 2λ];

2. Pre-image Resistance. Given a value y, it is computationally infeasible to find

a value x such that y = H(x);

3. Collusion Resistance. It is computationally infeasible to find x 6= y such that

H(x) = H(y).

Hash function is an important cryptographical primitive and has been used as

a building block to design encryption scheme [FOPS01], digital signature scheme

[BR93], message authentication code (MAC) scheme [BCK96], etc.

2.6.3 Random Oracle Model

A hash function should satisfy the mixing transformation property, namely the

output of a hash function is computationally indistinguishable from the uniform

distribution over its output’s space. If the output of a hash function is uniform

distribution over its output’s space, it is a very powerful and ideal hash function

called random oracle [Mao03]. A random oracle is a powerful hash function as it

combines the properties: deterministic, efficient and uniform output. Furthermore,

a random oracle is an ideal hash function as there are no so powerful computing

mechanism or machinery in current computing models.

Bellare and Rogaway [BR93] introduced the notion of random oracle model. In

this model, a special entity called Simulator can simulate every party’s behavior.

So, whenever a party wants to obtain the output of a random oracle H on a value

x, he must make a random oracle query on the value x to the Simulator. Simula-

tor maintains a H-table consisting of pairs (z,H(z)). For a query on the value x,

Simulator checks whether x is listed in the table. If it has been in the table, Sim-

ulator responds with the value H(x) (deterministic); otherwise, Simulator creates a
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new value H(x) uniformly at random from the output’s space of H, adds the pair

(x,H(x)) to the table and responds with H(x) (uniform).

Random oracle model is a very efficient tool to prove the security of cryptographic

protocols. Generally, protocols designed in this model are more efficient than those

designed in standard model. Whereas, a scheme which is proven to be secure in the

random oracle model does not necessarily imply that it is secure in the standard

model [CGH98].

Unless otherwise specified, by saying a scheme is secure, we mean that it is secure

in the standard model in this thesis.

2.6.4 Commitment Scheme

A commitment scheme is a fundamental component of modern cryptographical pro-

tocols. In a commitment scheme, a player can commit his choice to a value called

commitment. The value commitment does not reveal any information about his

choice until the player disclose it (hiding). Meanwhile, after publishing the commit-

ment, the player cannot change his choice (binding). Damg̊ard [Dam99] surveyed

various commitment schemes. A commitment scheme is formally defined as follows

[BCC88]:

Setup(1ℓ)→ params. The setup algorithm takes as input 1ℓ and outputs the public

parameters params.

Commit(params,M) → (com, decom). The commitment algorithm takes as in-

put the public parameters params and a message M , and outputs a pair

(com, decom). The value com is public, while the value decom is kept secret.

Decommit(params,M, com, decom) → {0, 1}. The decommitment algorithm takes

as input the public parameters params, the message M and the pair (com,

decom), and outputs 1 if decom can decommit com toM ; otherwise, it outputs

0.

A commitment scheme should provide two properties: hiding and binding.

Hiding. This property is defined by the following game executed between a chal-

lenger C and an adversary A.

Setup. C runs Setup(1ℓ) algorithm and sends the public parameters params to A.
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Challenge. A outputs two message M0 and M1 with equal length. C computes

Commit(params,Mb) and sends com to A, where b ∈ {0, 1}.

Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 2.16 We say that a commitment scheme provides hiding property if no

PPT adversary A can win the game with the the advantage

AdvHA =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

Binding. This property is defined by the following game executed between a chal-

lenger C and an adversary A.

Setup. C runs Setup(1ℓ) algorithm and sends the public parameters params to A.

Output. A outputs two messages (M0,M1). A wins the game if M0 6= M1 and

Commit(params,M0) = Commit(params,M1).

Definition 2.17 We say that a commitment scheme provides binding property if

no PPT adversary A can win the game with the advantage

AdvBA = Pr [Commit(params,M0) = Commit(params,M1)] ≥ ǫ(ℓ)

in the above model.

In this thesis, we use the commitment scheme proposed by Pedersen [Ped92].

This scheme works as follows:

Setup. This algorithm takes as input 1ℓ and outputs G(1ℓ)→ (p,G). Let g0, g1, · · · , gκ

be generators of G.

Commit. To commit a set of messages (m1, m2, · · · , mκ), this algorithm takes as

input a value r
R
← Zp and (m1, m2, · · · , mκ), and outputs com = gr0g

m1
1 · · · g

mκ
κ .

com is public, while r keeps secret.

Decommit. This algorithm takes as input (r,m0, m1, · · · , mκ) and com, and checks

com
?
= gr0g

m1
1 · · · g

mκ
κ . If com = gr0g

m1
1 · · · g

mκ
κ , it outputs 1; otherwise, it out-

puts 0.

The commitment scheme [Ped92] is perfectly hiding and computationally binding

if the discrete logarithm assumption holds on the group G.
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2.6.5 Public-Key Encryption

Diffie and Hellman [DH76] introduced new research directions in cryptography called

public-key cryptography (PKC) where two parties can communicate over public chan-

nels without compromising the security of the system.

A public-key (asymmetric) encryption (PKE) scheme is a public-key crypto-

graphic scheme used to protect the confidentiality of the transferred massages. In a

PKE scheme, a secret-public key pair is generated. Notably, it is computationally

infeasible to obtain the secret key from the public key. This is in contrast with a

symmetric encryption scheme where both the decryption key and the encryption

key are same or it is easy to compute one from the other.

The formal definition of a PKE scheme is as follows [DH76]. A PKE scheme

consists of the following four algorithm.

Setup(1ℓ)→ params. The setup algorithm takes as input 1ℓ and outputs the public

parameters params.

KeyGen(1ℓ) → (SK, PK). The key generation algorithm takes as input 1ℓ and

outputs a secret-public pair KG(1ℓ)→ (SK, PK).

Enc(params, PK,M) → CT. The encryption algorithm takes as input the public

parameters params, the public key PK and a message M , and outputs a

ciphertext CT .

Dec(params, SK,CT ) → M. The decryption algorithm takes as input the public

parameters params, the secret key SK and the ciphertext CT , and outputs

the message M .

Definition 2.18 Correctness. We say that a public-key encryption scheme is correct

if

Pr




Setup(1ℓ)→ params;

Dec(params, SK,CT )→M KeyGen(1ℓ)→ (SK, PK);

Enc(params, PK,M)→ CT


 = 1

where the probability is taken over the random coins consumed by all algorithms in

the scheme.

Security Model. The standard notion of the security for a PKE scheme is called

indistinguishability against adaptive chosen ciphertext attacks (IND-CCA2) [RS92].
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This model is defined by the following game executed between a challenger C and

an adversary A.

Setup. C runs Setup(1ℓ) to generate the public parameters params and sends them

to A.

KeyGen. C runs KeyGen(1ℓ) to generate the secret-public key pair (SK, PK) and

sends the public key PK to A.

Phase 1. A can adaptively query the decryption oracle. A submits a ciphertext

CT to C, where CT = Enc(param, PK,M). C runs Dec(params, SK,CT )

and responds A with M . This query can be made multiple times.

Challenger. A submits two messages M0 and M1 with equal length. C randomly

selects Mb and computes CT ∗ = Enc(params, PK,Mb), where b ∈ {0, 1}. C

responds A with CT ∗.

Phase 2. A can adaptively query the decryption oracle. A submits a ciphertext

CT to C, where the only restrict is CT 6= CT ∗. Phase 1 is repeated. This

query can be made multiple times.

Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 2.19 IND-CCA2. We say that a public-key encryption scheme is (T, q,

ǫ(ℓ))-indistinguishable against adaptive chosen ciphertext attacks (IND-CCA2) if no

PPT adversary A making q decryption queries can win the game with the advantage

AdvIND−CCA2
A =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

Another security notion for public-key encryption is called indistinguishability

against adaptive chosen plaintex attacks (IND-CPA). In this model, the adversary

A is not allowed to query the decryption oracle. The formal definition for this model

is as follows.

Definition 2.20 IND-CPA. We say that a public-key encryption scheme is (T, ǫ(ℓ))-

indistinguishable against adaptive chosen plaintex attacks (IND-CPA) if no PPT
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adversary A who is restricted to query the decryption oracle can win the game with

the advantage

AdvIND−CPA
A =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

Some well known PKE schemes are ElGamal encryption scheme [ElG85], RSA

encryption scheme [RSA78], CS encryption scheme [CS98] and RSA-OAEP encryp-

tion scheme [FOPS01]. [ElG85] and [RSA78] schemes are IND-CPA secure. [CS98]

scheme is IND-CCA2 secure, while [FOPS01] is IND-CCA2 secure in the random

oracle model.

2.6.6 Broadcast Encryption

Proposed by Fiat and Naor [FN94], broadcast encryption is a PKE scheme where a

broadcaster encrypts a message for a subset of users. As a result, only the user in

the subset can use his secret key to decrypt the ciphertext and obtain the message.

The user outside the subset cannot obtain anything about the message.

A broadcast encryption scheme consists of the following four algorithms.

BSetup(1ℓ) → params. The setup algorithm takes as input 1ℓ, and outputs the

public parameters params.

BKeyGen(params, n) → {SKi}ni=1. The key generation algorithm takes as input

the public parameters params and the number of users n, and outputs n secret

keys SKi for i = 1, 2, · · · , n.

BEnc(params,S) → (Hdr,K). The encryption algorithm takes as input the pub-

lic parameters params and a subset of users S ⊆ {1, 2, · · · , n}, and outputs

(Hdr,K) where Hdr is called the header and K ∈ K is a message encryp-

tion key. When broadcasting a message M ∈ {0, 1}∗, the broadcaster runs

BEnc(params,S) → (Hdr,K), computes CT = E(params,K,M) and broad-

casts (S, Hdr, CT ), where E(·) is a symmetric encryption algorithm.

BDec(params, SKj , Hdr)→ K. The decryption algorithm take as input the public

parameters params, the secret key SKj with j ∈ S and the header Hdr, and

outputs the message encryption key K.



2.6. Cryptographical Tools 24

Definition 2.21 Correctness. We say that a broadcast encryption scheme is correct

if

Pr




BSetup(1ℓ)→ params;

BDec(params, SKj, Hdr)→ K BKeyGen(params, n)→ {SKi}ni=1;

BEnc(params,S)→ (Hdr,K);

j ∈ S



= 1

Security Model. The security model of broadcast encryption schemes is defined by

the following game executed between a challenger C and an adversary A [BGW05].

Initialization. A submits a subset S∗ ⊆ {1, 2, · · · , n} with which he wants to be

challenged.

Setup. C runs Setup(1ℓ) to generate the public parameters params and responds

A with params.

Phase 1. A can adaptively query the key generation oracle. A adaptively submits

subsets of users S1,S2, · · · ,Sq1 where the only constraints are Sj ⊂ S∗ for

j = 1, 2, · · · , q1. C runs BKeyGen(params, n) to generates {SKi}
n
i=1, and

responds A with {SKt}t∈Sj
for j = 1, 2, · · · , q1.

Challenge. C runs Enc(params,S∗) → (Hdr∗, K∗). C flips an unbiased coin with

{0, 1} and obtains one bit b ∈ {0, 1}. C sets Kb = K∗ and K1−b
R
← K. C

responds A with (Hdr∗, K0, K1).

Phase 2. A can adaptively query the key generation oracle. A adaptively submits

subsets of users Sq1+1,Sq1+2, · · · ,Sq where the only constrains are Sj ⊂ S∗ for

j = q1 + 1, q1 + 2, · · · , q. Phase 1 is repeated.

Guess. A outputs his guess b′ on b. A wins the game if b = b′.

Definition 2.22 B-IND-CCA2. We say that a broadcast encryption scheme is (T, n, q,

ǫ(ℓ))-secure against chosen ciphertext attacks (or IND-CCA2) if no PPT adversary

A making at most q key generation queries can win the game with the advantage

AdvB−IND−CCA2
A =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.
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2.6.7 Waters’s Identity-based Encryption

In this section, we introduce Water’s identity-based encryption (IBE) scheme [Wat05].

This IBE scheme is described as follows:

Setup. The setup algorithm takes as input 1ℓ, and outputs a bilinear group

GG(1ℓ) → (e, p,G,Gτ ), where e : G × G → Gτ and the order p is a prime

number. Let g and η be generators of the group G, u0
R
← G and U =

(u1, u2, · · · , un) where ui
R
← G for i = 1, 2, · · · , n. It selects α

R
← Zp and

sets g1 = gα. The public parameters are params = (e, p,G,Gτ , g, η, u0,U, g1)

and the master secret key is ηα.

KeyGen. Let ID represent an identity which is an n bit binary string, IDi be the

ith bit of ID, and I be the set which consists of all i with IDi = 1. The key

generation algorithm chooses r
R
← Zp, and computes

KID,1 = ηα(u0
∏

i∈I

ui)
r and KID,2 = gr.

The secret key for the identity ID is SKID = (KID,1, KID,2).

Encryption. To encrypt a message M ∈ Gτ , the encryption algorithm chooses

s
R
← Zp and computes

C1 =M · e(g1, η)
s, C2 = gs and C3 = (u0

∏

i∈I

ui)
s.

The ciphertext for the message M is CT = (C1, C2, C3).

Decryption. To decrypt the ciphertext CT = (C1, C2, C3), the decryption algorithm

takes as input the secret key KID = (KID,1, KID,2) and computes

M = C1 ·
e(KID,2, C3)

e(KID,1, C2)

Security Model. The security model in [Wat05] was defined by the following game

executed between a challenger C and an adversary A.

Setup. C runs the Setup(1ℓ) to generate the public parameters params and sends

params to A.
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Phase 1. A can adaptively query the key generation oracle. A can adaptively query

secrete keys for identities ID1, ID2, · · · , IDq1. C runs KeyGen to generates se-

cret keys SKID1, SKID2, · · · , SKIDq1
, and respondsA with SKID1, SKID2, · · · ,

SKIDq1
.

Challenge. A submitted an identity ID∗ and two message M1 and M2 with same

length, where the only restrict is that ID∗ /∈ {ID1, ID2, · · · , IDq1}. C flips

an unbiased coin with {0, 1} and obtain a bit b ∈ {0, 1}. C runs Encryption to

generate a ciphertext CT ∗ for the message Mb, and sends CT ∗ to A.

Phase 2. A can adaptively query secret keys for identities IDq1+1, IDq1+2, · · · , IDq,

where the only restrict is ID∗ /∈ {IDq1+1, IDq1+2, · · · , IDq}. Phase 1 is re-

peated.

Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 2.23 IBE-IND-CPA. We say that an identity-based encryption scheme is

(t, q, ǫ(ℓ))-secure if no PPT adversary A making q key generation queries can win

the game with the advantage

AdvIBE−IND−CPA
A =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

The security of this scheme can be reduced to the DBDH assumption.

Theorem 2.2 This identity-based encryption scheme is (T, q, ǫ(ℓ))-secure agasint

chosen plaintex attacks (or IND-CPA) if the (T + Θ(ǫ(ℓ)−2ln(ǫ(ℓ)−1)λ−1ln(λ−1)),
ǫ(ℓ)

32q(n+1)
)-decisional bilinear Diffie-Hellman (DBDH) assumption holds on the bilin-

ear group (e, p,G, Gτ ), where λ = 1
8q(n+1)

[Wat05].

2.6.8 Digital Signature

Digital signature was proposed by Diffie and Hellman [DH76]. It is the electronic

version of a handwritten signature. A valid digital signature can convince a verifier

that it was generated by a known party for a public message. Especially, a digital

signature can provide non-repudiation property, namely a signer cannot deny he has

generated the signature.

A digital signature scheme is formally defined as follows [GMR88]. It consists of

the following four algorithms.
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Setup(1ℓ)→ params. The setup algorithm takes as input 1ℓ and outputs the public

parameters params.

KeyGen(1ℓ) → (SK, PK). The key generation algorithm takes as input 1ℓ and

outputs a secret-public key pair (SK, PK).

Sign(params, SK,M)→ σ. The signature algorithm takes as input the public pa-

rameters params, the secret ky SK and a messageM , and outputs a signature

σ on M .

Verify(params,M, PK, σ) → True/False. The verification algorithm takes as in-

put the public parameters params, the message M , the public key PK and

the signature σ, and outputs True if Sign(params,M, SK)→ σ; otherwise, it

outputs False.

Definition 2.24 Correctness. We say that a digital signature is correct if

Pr




Setup(1ℓ)→ params;

Verify(params,M, PK, σ)→ True KeyGen(1ℓ)→ (SK, PK);

Sign(params, SK,M)→ σ.


 ≥ 1− ǫ(ℓ)

and

Pr




Setup(1ℓ)→ params;

Verify(params,M, PK, σ)→ False KeyGen(1ℓ)→ (SK, PK);

Sign(params, SK,M)→ σ.


 < ǫ(ℓ)

where the probability is taken over the random coins consumed by all algorithms in

the scheme.

Security Model. A digital signature scheme should achieve the traditional security

called existential unforgeability under adaptive chosen message attacks (EU-CMA)

[GMR88]. This model is formally defined by the following game executed between

a challenger C and an adversary A.

Setup. C runs Setup(1ℓ) to generate the public parameters params and sends them

to A.

KeyGen. C runs KeyGen(1ℓ) to generate a secret-public pair (SK, PK) and sends

PK to A.
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Query. A can adaptively query the signature oracle. A sends a message M to C.

C runs Sign(params, SK,M) to generate a signature σ on M and responds A

with σ. This query can be made multiple times.

Output. A outputs a message-signature pair (M∗, σ∗). A wins the game if M∗ has

not been used to query the signature oracle and Verify(params,M∗, PK, σ∗)→

True.

Definition 2.25 EU-CMA. We say that a digital signature scheme is (T, q, ǫ(ℓ))-

existentially unforgeable against adaptive chosen message attacks (EU-CMA) if no

PPT adversary A can win the game with the advantage

AdvEU−CMA
A = Pr [Verify(params,M∗, PK, σ∗)→ True] ≥ ǫ(ℓ)

in the above model.

An, Dodis and Rabin [ADR02] proposed a stronger definition for the security of

digital signature schemes called strongly existential unforgeability under an adaptive

chosen message attack (SEU-CMA). This model is defined by the following game

executed between a challenger C and an adversary A.

Setup. C runs Setup(1ℓ) to generate the public parameters params and sends them

to A.

KeyGen. C runs KeyGen(1ℓ) to generate a secret-public pair (SK, PK) and sends

PK to A.

Query. A can adaptively query the signature oracle. A adaptively sends messages

{M1,M2, · · · ,Mq} to C. C runs Sign(params, SK,Mi) to generate a signature

σi on Mi and responds A with σi, for i = 1, 2, · · · , q.

Output. A outputs a message-signature pair (M∗, σ∗). A wins the game if (M∗, σ∗)

/∈ {(M1, σ1), (M2, σ2), · · · , (Mq, σq)} and Verify(params,M∗, PK, σ∗)→ True.

Definition 2.26 SEU-CMA. We say that a digital signature scheme is (T, q, ǫ(ℓ))-

strongly existentially unforeable against adaptive chosen message attacks (SEU-CMA)

if no PPT adversary A can win the game with the advantage

AdvSEU−CMA
A = Pr [Verify(params,M∗, PK, σ∗)→ True] ≥ ǫ(ℓ)

in the above model.
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2.6.9 Zero-Knowledge Proof

Introduced by Goldwasser, Micali and Rackoff [GMR86], a zero-knowledge proof is

an interactive protocol which can be used by a prover to convince a verifier that a

statement is true without releasing any more information than the validity of the

statement. A zero-knowledge proof of knowledge (ZK-PoK) is a protocol which can

be used by a prover to convince a verifier that he knows a secret value without the

verifier knowing anything about the value. There are two parties in a zero-knowledge

proof: a prover P which has unlimited computation ability and a verifier V which

is computationally bound. By (P ↔ V)[x], we denote that P proves to V that the

statement x is correct. The formal definition for a perfect zero-knowledge proof

[GMW86] is as follows.

Definition 2.27 A pair (P ↔ V) is an interactive proof system for a language L

if the following properties can be satisfied:

1. Completeness. For all x ∈ L, Pr[V(x, s) = 1|(P ↔ V)[x] → s] = 1 − 1
nκ for

each κ and the sufficient large input length n.

2. Soundness. For all x /∈ L and P ′, Pr[V(x, s) = 1|(P ′ ↔ V)[x] → s] ≤ 1
nκ . In

other words, if P ′ can convince V that x /∈ L is correct with the advantage ǫ,

there exists a knowledge extractor, given rewindable black-box access 1 to P ′,

can output the witness of the statement x with the advantage ǫ− 1
nκ .

3. Zero-Knowledge. For all x ∈ L and V, there exists an simulator S such that

the two outputs SV(x) and V(x) are indistinguishable, where SV(x) denotes

the distribution generated by the simulator S on input x and V(x) denotes the

distribution generated by the verifier V who interacts with the prover P on

inputs x.

All languages in NP have zero-knowledge proofs if there exist one-way functions

[GMW86].

Σ-Protocol. A Σ-protocol is an interactive proof system (P ↔ V) with the output

of three-tuple (x, c, y) where x and y are computed by P, while c is randomly

selected by V. We call the secret value held by P as witness. Given an efficient

1In a rewindable black-box access, the extractor can send any values which its selects to the prover

and obtain the corresponding outputs of the prover, without knowing how the prover computes the

outputs. It allows the extractor to literally rewind a run of the prover to a previous state.
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computable predicate ϕ, V accepts the proof if ϕ(x, c, y) = 1. Notably, given two

accepted conversations (x, c, y) and (x, c, y′) with (x, c, y) 6= (x, c, y′) , the witness

can be efficiently extracted. Furthermore, there exists a simulator S can generate a

transcript which is indistinguishable from that generated by P.

Camenisch and Stadler [CS97] proposed a notion which is suitable for various

zero-knowledge proof of knowledge of discrete logarithms and proofs of the validity

about discrete logarithm statements. Let two cyclic groups be G = 〈g〉 = 〈h〉 and

G′ = 〈g〉 = 〈h〉. The notion is as follows:

PoK{(x, y, z) : u = gxhy ∧ µ = gxhz ∧ (a ≤ x ≤ b)}.

This notion can be used to demonstrate a zero-knowledge proof of knowledge of

x, y and z such that u = gxhy and µ = gxhz hold simultaneously with a ≤ x ≤ b.

Generally, the letters in the parenthesis denote the knowledge which is being proven,

while other parameters are known by the verifier.
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Chapter 3

Identity-based Distributed Data Storage

In this chapter, we propose two identity-based distributed data storage (IBDDS)

schemes. The first scheme is secure against the chosen plaintext attacks (or IND-

CPA), while the second scheme is secure against the chosen ciphertext attakcs (or

IND-CCA2). Parts of this work appeared in [HSM13b].

3.1 Introduction

Data outsourcing provides users with a convenient service to manage their per-

sonal data with the notion called database-as-a-service (DaaS) [HIM02]. In a DaaS

scheme, a user can outsource his encrypted data to untrusted proxy servers. Proxy

servers can perform some functions on the outsourced ciphertexts without know-

ing anything about the original data. Unfortunately, this technique has not been

extensively exploited . The main reason is that users are especially concerned on

the confidentiality, integrity and query of the outsourced data as cloud computing

is manipulated by an untrusted third party and a more complicated environment

than the local data storage systems. After outsorcing data to proxy servers, the

user will remove them from his local machine. Therefore, how to guarantee the

outsoured data is not accessed by the unauthorized users and not modified by proxy

servers is an important problem that has been addressed in the data storage research

community. Furthermore, how to guarantee that an authorized user can query the

outsourced data from the proxy servers is another concern as the proxy server only

maintains the outsourced ciphertexts. Consequently, research around these topics

arises significantly.

Confidentiality. Confidentiality is proposed to prevent unauthorized users from ac-

cessing the sensitive data as it is subject to be unauthorized disclose and accessed

after being outsourced. Since the seminal introduction of DaaS, the confidentiality

32
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of outsourced data has been the primary focus among the data storage research

community. To provide confidentiality to the sensitive data, encryption schemes are

exploited [AFGH06].

Integrity. Integrity can be used to prevent outsourced data from being replaced

and modified. Schemes towards to protect the integrity of the outsourced data

have been proposed, such as provable data possession scheme [ABC+07] and proof

of retrievability scheme [JJ07]. In these schemes, digital signature schemes and

message authentication codes (MAC) are deployed.

Query. Query in a data storage scheme is executed between a requester and a proxy

server. The proxy server can perform some functions on the outsourced ciphertexts

and convert them to those for the requester. As a result, the requester can access

the data outsourced by the owner without releasing anything about it to the proxy

server [YGJK10, HN11].

3.1.1 Related Work

In this section, we review the literature related to IBDDS schemes.

Data Storage Systems

A data storage system enables users to store their data to external proxy servers to

enhance the access and availability, and reduce the maintainance cost. Samarati and

Vimercati [SV10] addressed the privacy issues in data outsouring schemes expanding

from the data confidentiality to data utility, and pointed out some main research

directions in the protection of the externally stored data. Kher and Kim [KK05]

surveyed the data storage schemes comprehensively and classified them into three

types based on their secure services: networked file systems, storage-based intrusion

detection systems and cryptographic file systems.

Networked File Systems. In these systems, proxy servers are supposed to be trusted.

They authenticate clients and validate their access permissions. The interactions be-

tween the proxy servers and requesters are executed in a secure channel. Therefore,

these systems cannot provide an end-to-end security [SGK+85]. In these schemes, a

requester authenticates himself to a proxy server by his password. Then, the proxy

server redirects the authentication result to the file owner. The file owner determines

whether or not to grant an access permission according to the authentication result.
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Storage-based Intrusion Detection Systems. In these systems, an intrusion detec-

tion scheme is embedded in proxy servers or the file owner to detect the intruder’s

behaviors, such as adding backdoors, inserting Trojan horses and tampering with

audit logs. These systems can be divided into two types: host-based system and

network-based system. In the first kind of systems, an intrusion detection scheme

is embedded in the host to detect the local intrusion behaviors [FHS96]. On the

contrary, in second kind of systems, an intrusion detection scheme is embedded in

proxy servers to detect the external intruder’s behaviors. The main advantage of

the latter systems is that proxy servers can still detect the intrusion actions even if

the host is compromised as they are independent from the host [PSG+03].

Cryptographic File System. In these systems, an end-to-end security is provided

by cryptographic protocols which are exploited by the file owner to prevent proxy

servers and unauthorized users from modifying and accessing the sensitive data.

These systems can be classified into two types: shared file systems and non-shared

systems. In a shared file system [KRS+03], the owner can share his data with a group

of users. Cryptographic techniques exploited in these systems are key sharing, key

agreement and key revocation. While, in a non-shared file system [Bla93], in order

to share his data with another user, the owner can compute an access key for the

user using his secret key. In these two systems, the integrity of the sensitive data is

provided by digital signature schemes and MACs.

Identity-based Proxy Re-encryption

Introduced by Mambo and Okamoto [MO97], a proxy cryptosystem was used to

delegate the decryption power to a designated decryptor. Then, Blaze, Bleumer,

and Strauss [BBS98] proposed an atomic proxy cryptosystem where a semi-trusted

proxy server can transfer a ciphertext for the original decryptor to a ciphertext for

the designated decryptor without knowing anything about the plaintext. Proxy

cryptosystem as an efficient primitive has been used in various scenarios, such as

email forwarding, law enforcement and data storage.

Identity-based cryptosystem introduced by Shamir [Sha84] is a system where

the public key can be any arbitrary string and the secret key is issued by a trusted

third party called private key generator (PKG). Being different from the public-

key infrastructure (PKI), two entities can communicate directly without verifying

each public-key certificate in an identity-based system. The first secure and practical
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identity-based encryption (IBE) scheme was proposed by Boneh and Franklin [BF01]

based on pairing.

Ivan and Dodis [ID03] introduced the notion of identity-based proxy encryption

(IBPE) and proposed formal definitions and security models for both unidirectional

and bidirectional IBPE schemes. In their schemes, the master secret key which is

used to extract secret keys for users is split into two parts. One is sent to the proxy

server and the other is sent to the user. As a result, the user can collaborate with

the proxy server to decrypt a ciphertext for him. Consequently, Ateniese, Fu, Green

and Hohenberger [AFGH06] pointed out that these schemes are not secure against

the collusion attacks, namely the master secret key can be disclosed if the user can

compromise the proxy server. The first identity-based proxy re-encryption (IBPRE)

was proposed by Green and Ateniese [GA07] where the proxy sever can transfer a

ciphertext for the original decryptor to a ciphertext for the designated decryptor

after he has obtained a re-encryption key from the former. We classify all IBPRE

schemes into the following two types based on the generation of the re-encryption

key.

The re-encryption key can be computed by the original decryptor [GA07, CT07,

THJ08]. In these schemes, for a decryption request, the original decryptor chooses a

random number and randomize his secret key to generate a re-encryption key. Then,

he encrypts the chosen random number under the requester’s identity. Finally, he

sends the re-encryption key and the ciphertext to the proxy server. The proxy server

can transfer a ciphertext for the original decryptor to a ciphertext for the designated

decryptor by using the re-encryption key. The designated decryptor decrypts the

ciphertext using his secret key and gets the random number chosen by the original

decryptor. Then, he can decrypt the re-encrypted ciphertext by using the random

number. Unfortunately, these schemes are subject to the collusion attacks. If the

designated decryptor can compromise the proxy server, they can decrypt the cipher-

text, obtain the random number chosen by the original decryptor and compute the

secret key of the original decryptor.

The re-encryption key must be computed by the original decryptor with the help

from the PKG [Mat07, WWMO10b, WWMO10a]. In these schemes, the original

decryptor can cooperate with the PKG to compute a re-encryption key by checking

the secret keys of the original decryptor and the designated decryptor.
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Identity-based Distributed Data Storage

In an IBDDS scheme, a user’s identity can be an arbitrary string and two parties can

communicate with each other directly without the necessity to verify the public-key

certificates. At first, the file owner encrypts all his files under his identity prior to

outsourcing them to multiple proxy servers. Then, he sends the ciphertexts to the

proxy servers. Consequently, the proxy servers can transfer a ciphertext encrypted

under the identity of the owner to a ciphertext encrypted under the identity of the

requester after he has gained an access permission from the owner.

As respect to the confidentiality of the outsouced data, a secure IBDDS scheme

should provide the following properties:

1. Unidirectional. After receiving an access permission from Alice, the proxy

server can transfer a ciphertext for Alice to a ciphertext for Bob, while he

cannot transfer a ciphertext for Bob to a ciphertext for Alice. Because, Alice

permits Bob to access his file does not mean that Bob permits Alice to access

his files.

2. Non-interactive. The access permissions can be created by the file owner

without any help of the PKG. So, it is very convenient for the owner to create

the access permissions.

3. Key optimal. The length of the requester’s secret key is constant and indepen-

dent of the delegations which he accepts. This property is important as the

security and management of secret keys is a difficult problem for users.

4. Collusion-safe. The owner’s secret-key keeps nondisclosure even the requester

can compromise the proxy server. This is necessary as it is possible that the

requester can collude the proxy server in practice.

5. Non-transitive. Receiving two access permissions computed by Alice for Bob

and Bob for Charlie, the proxy server cannot transfer a ciphertext for Alice

to a ciphertext for Charlie. Because Alice permits Bob to access her files

and Bob permits Charlie to access his files does not imply that Alice permit

Charlie to access her files.

6. File-based access. For one request, the requester can only access one of the

owner’s files even he can compromise the proxy servers. This property is
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important as it can improve the security of the outsourced files and is desirable

to maintain the access record of the files.

Here, 1-5 are from [AFGH06]. Proxy invisibility [AFGH06] is difficult to achieve as

the length of the re-encrypted ciphertext is subject to be different from that of the

original ciphertext. Furthermore, original-access [AFGH06] cannot be guaranteed

as the key escrow problem, namely the secret key is generated by the PKG, instead

of the user himself. Hence, the file owner in an IBDDS scheme has less control on

his secret key than that in other public-key encryption schemes.

Although existing IBPRE schemes can provide partial properties of IBDDS, they

cannot be exploited in IBDDS systems directly. For example, in the current IBPRE

schemes, a requester can collaborate with the proxy servers to access all the owner’s

files using a re-encryption key as this key is only bound to the requester’s identity

and independent of the ciphertext. This is undesirable for the file owner to record the

accessed number of his files. Furthermore, they are interactive [Mat07, WWMO10b,

WWMO10a] or not collusion safe [GA07, CT07, THJ08].

Since the PKG can generate a secret key for each user, he can decrypt the

ciphertexts and obtain the original files if he knows the identity used to encrypt the

files. Therefore, we assume that the PKG is honest and can be trusted by all users

in an IBDDS scheme.

3.1.2 Our Contribution

In this chapter, we propose two IBDDS schemes in the standard model. In these

schemes, for one request, a requester can only access one of the owner’s files, instead

of all files. In other words, an access permission (re-encryption key) is bound not

only to the requester’s identity but also to the requested ciphertext. The access

permission can be determined by the owner without any help of the PKG. Fur-

thermore, our schemes are secure against the collusion attacks. Although the first

scheme is IND-CPA secure, the second scheme is IND-CCA2 secure. To the best of

our knowledge, it is the first IBDDS schemes where an access permissions is made

by the owner for an exact file and collusion attacks can be resisted in the standard

model.
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3.1.3 Chapter Organization

We propose the formal definition and security model of IBDDS in Section 3.2. In

Section 3.3, an IND-CPA secure IBDDS scheme is proposed and proven. We propose

an IND-CCA2 secure IBDDS scheme and prove its security in Section 3.4. Finally,

Section 3.5 summaries this chapter.

3.2 Formal Definition and Security Model

In this section, we introduce the formal definition and security model of IBDDS

schemes.

3.2.1 Formal Definition

There are four entities in an IBDDS scheme: private key generator PKG, data

owner O, proxy server PS and requester R. PKG validates R’s identities and

issues secret keys to them. O encrypts his data under his identity and outsources

the ciphertexts to the multiple PSs. PSs store the encrypted data and transfer a

ciphertext for O to a ciphertext for R when he has obtained an access permission

from O. R authenticates himself to O and decrypts the re-encrypted ciphertext to

access the data. An IBDDS scheme consists of the following algorithms:

Setup(1ℓ)→ (params,MSK). The setup algorithm takes as input 1ℓ, and outputs

the public parameters params and a master secret key MSK.

KeyGen(params, ID,MSK) → SKID. The key generation algorithm takes as in-

put the public parameters params, an identity ID and the master secret key

MSK, and outputs a secret key SKID for the identity ID.

Enc(params, ID,Mi) → CTi. The encryption algorithm takes as input the public

parameters params, O’s identity ID and a message Mi, and outputs the

ciphertext CTi = (Ci,1, Ci,2
1), for i = 1, 2, · · · , m. It sends the ciphertext

{CTi}mi=1 to the multiple PSs.

1 Suppose that the owner can know which file the requester wants to access from the second
part of the cipertext.
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Query(ID′, SKID′, CTi) → AI. The query algorithm takes as input R’s identity

ID′, his secret key SKID′ and the ciphertext CTi, and outputs an authenti-

cation information AI. It sends (ID′, AI, CTi) to the PS. The PS redirects

(ID′, AI, Ci,2) to O with identity ID.

Perm(params, SKID, ID
′, Ci,2) → RKID→ID′. The permission algorithm verifies

the authentication information AI. If it is valid, this algorithm takes as inputs

the public parameters params, O’s secret key SKID, R’s identity ID
′ and the

partial ciphertext Ci,2, and outputs an access permission RKID→ID′. It sends

RKID→ID′ to the PS.

Re-enc(params,RKID→ID′, ID′, CTi) → CT ′
i . The re-encryption algorithm takes

as input the public parameters params, the access permission RKID→ID′,

R’s identity ID′ and the ciphertext CTi, and outputs a ciphertext CT ′
i =

Enc(params, ID′,Mi) for R with identity ID′.

Dec. There are two decryption algorithms. One is for O and the other is for R.

1. DecO(params, SKID, CTi)→Mi. The owner decryption algorithm takes

as input the public parameters params, O’s secret key SKID and the

ciphertext CTi, and outputs the message Mi.

2. DecR(params, SKID′, CT ′
i ) → Mi. The requester decryption algorithm

takes as input the public parameters params, R’s secret key SKID′ and

the re-encrypted ciphertext CT ′
i , and outputs the message Mi.

Definition 3.1 We say an identity-based distributed data storage scheme is correct

if

Pr




Setup(1ℓ)→ (params,MSK);

DecO(params, SKID, KeyGen(params, ID,MSK)→ SKID;

CTi)→Mi Enc(params, ID,Mi)→ CTi



= 1
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Figure 3.1: The Model of Identity-Based Distributed Data Storage Scheme

and

Pr




Setup(1ℓ)→ (params,MSK);

KeyGen(params, ID,MSK)→ SKID;

DecR(params, SKID′, KeyGen(params, ID′,MSK)→ SKID′;

CT ′
i )→ Mi Perm(params, SKID, ID

′, Ci,2)

→ RKID→ID′;

Re-enc(params,RKID→ID′, ID′, CTi)

→ CT ′
i




= 1

where the probability is taken over the random coins which all the algorithms in the

scheme consumes.

Figure 3.1 explains the definition of an IBDDS scheme.

3.2.2 Security Model

The security model of IBDDS schemes is formalized by the following game executed

between a challenger C and an adversary A.

Setup. C runs Setup(1ℓ) to generate the public parameters params and the master

secret key MSK, and sends params to A.

Phase 1. A can adaptively query the following oracles:

1. Secret Key Queries. For a secret key query on an identity ID, C runs

KeyGen (params, ID,MSK) to generate a secret key SKID. C responds

A with SKID. This query can be made multiple times.
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2. Permission Queries. For an access permission query on (ID, ID′, Ci,2), C

runs KeyGen(params, ID,MSK) to generate the secret key SKID and

Perm(params, SKID, ID
′, Ci,2) to obtain RKID→ID′. C responds A with

RKID→ID′. This query can be made multiple times.

3. Re-encryption Queries. For a re-encryption query on (ID, ID′, CTi), C

runs KeyGen(params, ID,MSK) to generate a secret key SKID, and

Perm(params, SKID, ID
′, Ci,2) to obtain RKID→ID′. C responds A with

Re-enc (params,RKID→ID′, ID′, CTi). This query can be made multiple

times.

4. Owner Decryption Queries. For an owner decryption query on (ID,CTi),

C runs KeyGen(params, ID,MSK) to extract the secret key SKID. C

responds A with DecO(params, SKID, CTi). This query can be made

multiple times.

5. Requester Decryption Queries. For a requester decryption query on (ID,

ID′, CTi), C runs KeyGen(params, ID,MSK) and KeyGen(params, ID′,

MSK) to generate secret keys SKID and SK ′
ID, Perm (params, SKID,

ID′, Ci,2) to obtain RKID→ID′ and Re-enc(params,RKID→ID′, ID′, CTi)

to obtain CT ′
i . C respondsA with DecR(params, SK

′
ID, CT

′
i ). This query

can be made multiple times.

Challenge. A submits an identity ID∗ and two messages M0 and M1 with equal

length. C flips an unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. C

computes CT ∗ = Enc(params, ID∗,Mb) and responds A with CT ∗.

Phase 2. A can query the oracles as in Phase 1 with the following restricts:

1. Secret Key Queries. A cannot query KeyGen(params, ID∗,MSK).

2. Permission Queries. A cannot query Perm(ID∗, ID, C∗
2) and KeyGen

(params, ID,MSK).

3. Re-encryption Queries. A cannot query re-encryption on (ID∗, ID, CT ∗),

Perm(ID∗, ID, CT ∗
2 ) and KeyGen(params, ID,MSK).

4. Owner Decryption Queries. A cannot query owner decryption on (ID∗, CT ∗).

5. Requester Decryption Queries. A cannot query re-encryption on (ID∗, ID,

CT ∗) and requester decryption on (ID, C̃T
∗
), where C̃T

∗
is the re -

encrypted ciphertext of CT ∗.
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Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 3.2 An identity-based distributed data storage scheme is (T, q1, q2, q3, q4,

q5, ǫ(ℓ))-secure against chosen ciphertext attacks (or IND-CCA2) if no PPT adver-

sary A making at most q1 secret key queries, q2 permission queries, q3 re-encryption

queries, q4 owner decryption queries and q5 requester decryption queries can win the

game with the advantage

AdvIND−CCA2
A−IBDDS =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

Definition 3.3 An identity-based distributed data storage (IBDDS) scheme is (T, q1,

q2, q3, ǫ(ℓ))-secure against chosen plaintext attacks (or IND-CPA) if no PPT ad-

versary A making at most q1 secret key queries, q2 permission queries and q3 re-

encryption queries can win the game with the advantage

AdvIND−CPA
A−IBDDS =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

Theorem 3.1 An identity-based distributed data storage scheme is unidirectional,

nontransitive and collusion safe if it is secure against the chosen plaintext attacks

(or IND-CPA) in the above model.

Proof: Our proof is similar to that in [WWMO10b]. In the above IND-CPA

security model, the adversary A can query secret key oracle, permission oracle and

re-encryption oracle.

Collusion-safe. If the scheme is not collusion safe, we can construct an algorithm B

that can use A to break the IND-CPA security in the above security model. A can

query a secret key SKID′ for an identity ID′ and an access permission RKID∗→ID′

from an identity ID∗ to an identity ID′. After receiving the challenged ciphertext

CT ∗ for the identity ID∗, if A can compute the secret key SKID∗ from SKID′ and

RKID∗→ID′, B can use SKID∗ to decrypt CT ∗ and obtain the message Mb. Hence,

B can use A to break the IND-CPA security in the above model.

Nontransitive. If the scheme is transitive, we can construct an algorithm B that

can use A to break the IND-CPA security in the above security model. A can
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query secret keys SKID′ and SKID′′ for identities ID′ and ID′′. Furthermore,

A can query access permissions RKID∗→ID′ and RKID′→ID′′. After receiving the

challenged ciphertext CT ∗ for the identity ID∗, if A can compute the permission

RKID∗→ID′′ from RKID∗→ID′ and KID′→ID′′, B can use RKID∗→ID′′ to transfer the

ciphertext CT ∗ to a ciphertext C̃T for the identity ID′′. Then, B can use SKID′′

to decrypt C̃T and obtain the message Mb. So, B can use A to break the IND-CPA

security in the above security model.

Unidirectional. If the scheme is not unidirectional in the above model, we can

construct an algorithm B that can use A to break the IND-CPA security in the

above security model. A can query a secret key SKID′ for an identity ID′ and

an access permission RKID′→ID∗ from ID′ to an identity ID∗. After receiving the

challenged ciphertext CT ∗ for ID∗, if A can use RKID′→ID∗ to transfer CT ∗ to a

ciphertext C̃T for ID′, B can use the secret key SKID′ to decrypt C̃T and obtain

the message Mb. Therefore, B can use A to break the IND-CPA security in the

above model. �

3.3 Identity-based Distributed Data Storage I

In this section, we propose an IBDDS scheme IBDDS-I which is secure against

chosen plaintext attacks (or IND-CPA). At first, the file owner encrypts his files

and outsources the ciphertexts to the proxy servers. The proxy servers validate the

ciphertexts and store them for the owner. For one request, the requester uses his

secret key to compute an authentication information (AI) and sends it to the proxy

server. The proxy server sends the identity of the requester, AI and the partial

intended ciphertext to the owner. Suppose that the owner can detect which file

the requester wants to access from the partial ciphertext. Subsequently, the owner

validates the received AI. If it is valid, the owner computes an access permission (re-

encryption key) using his secret key, the partial ciphertext and the identity of the

requester, and sends it to the proxy server. Otherwise, the access request is denied.

When receiving an access permission from the owner, the proxy sever re-encrypts

the intended ciphertext to a ciphertext for the requester. Finally, the requester can

decrypt the re-encrypted ciphertext by his secret key and obtains the original file.

The specific protocol of our scheme IBDDS-I is demonstrated in Figure 3.2. This

scheme can be seen as an extension of Water’s IBE [Wat05].
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ) → (e, p,G,Gτ ), where e : G × G → Gτ and p is a prime

number. Let g, h, η, g and h be the generators of G, u0
R
← G and

U = (u1, u2, · · · , un) where ui
R
← G for i = 1, 2, · · · , n. It chooses

α
R
← Zp and sets g1 = gα and g2 = gα. The public parameters are

(e, p,G,Gτ , g, h, η, g, h, u0,U, g1, g2) and the master secret key is ηα.

KeyGen. Let ID denote an identity which is an n bit string, IDi be the ith
bit of ID and I be a set which consists of all the index i with IDi = 1.
This algorithm takes as input the master secret key ηα and an identity
ID, and computes

KID,1 = ηα(u0
∏

i∈I

ui)
rID , KID,2 = grID and KID,3 = grID .

The secret key for a user U with identity ID is KID = (KID,1, KID,2,
KID,3). This secret key can be verified by

e(KID,1, g)
?
= e(η, g1) ·e((u0

∏

i∈I

ui), KID,2) and e(KID,2, g)
?
= e(g,KID,3).

Encryption. To encrypt messages {M1,M2, · · · ,Mm}, the owner O with iden-

tity ID chooses si
R
← Zp and computes

Ci,1 =Mi · e(g1, η)
si, Ci,2 = gsi and Ci,3 = (u0

∏

i∈I

ui)
si

for i = 1, 2, · · · , m. The ciphertext for the message Mi is CTi =
(Ci,1, Ci,2, Ci,3). O sends {CT1, CT2, · · · , CTm} to the proxy servers PSs.
PSs validate the ciphertexts by checking

e((u0
∏

i∈I

ui), Ci,2)
?
= e(Ci,3, g)

for i = 1, 2, · · · , m. If the equations hold, PSs stores the ciphertexts
CTi = (Ci,1, Ci,2, Ci,3) for O. Otherwise, the ciphertexts are rejected.

Query. If a requester R with identity ID′ wants to access a ciphertext CTi, he

chooses t
R
← Zp, and computes K ′

ID′,1 = KID′,1h
t and Γ = gt. He sends

(ID′, K ′
ID′,1, KID′,3,Γ) to the PS who stores the ciphertext CTi. Then,

the PS redirects (ID′, K ′
ID′,1, KID′,3,Γ, Ci,2) to O.
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Permission. O checks whether R has been authenticated by verifying

e(K ′
ID′,1, g)

?
= e(η, g2) · e((u0

∏

i∈I′

ui), KID′,3) · e(h,Γ).

If it holds, O chooses β, ρ
R
← Zp and computes

D1 =
KID,1

K ′
ID′,1 · Γ

ρ
· (u0

∏

i∈I′

ui)
β, D2 = e(Ci,2, (u0

∏

i∈I′

ui))
β and D3 = gρ.

Then, O sends (D1, D2, D3, KID,2) to the PS.

Re-encryption. When receiving (D1, D2, D3, KID,2) from O, the PS computes
the re-encrypted ciphertext as

C ′
i,1 = D2 · Ci,1, C

′
i,2 = Ci,2, C

′
i,3 = Ci,3,

C ′
i,4 = D1, C

′
i,5 = D3 and C ′

i,6 = KID,2.

The PS responds R with CT ′
i = (C ′

i,1, C
′
i,2, C

′
i,3, C

′
i,4, C

′
i,5, C

′
i,6).

Decryption.

1. To decrypt a ciphertext CTi = (Ci,1, Ci,2, Ci,3), O computes

Mi = Ci,1 ·
e(KID,2, Ci,3)

e(KID,1, Ci,2)
.

2. To decrypt a re-encrypted ciphertext CT ′
i = (C ′

i,1, C
′
i,2, C

′
i,3, C

′
i,4,

C ′
i,5, C

′
i,6), R computes

K1 = K ′
ID′,1 · C

′t
i,5 · C

′
i,4

and

Mi = C ′
i,1 ·

e(C ′
i,6, C

′
i,3)

e(K1, C
′
i,2)

.

Figure 3.2: IBDDS-I: Identity-Based Distributed Data Storage I
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Correctness.

We have

Ci,1 ·
e(KID,2, Ci,3)

e(KID,1, Ci,2)

= Mi · e(g1, η)
si
e(grID , (u0

∏
i∈I ui)

si)

e(ηα(u0
∏

i∈I ui)
rID , gsi)

= Mi · e(g1, η)
si

e(grID , (u0
∏

i∈I)
si)

e(g1, η)si · e(grID , (u0
∏

i∈I ui)
si)

= Mi · e(g1, η)
si ·

1

e(g1, η)si

= Mi,

K1 = K ′
ID′,1 · C

′t
i,5 · C

′
i,4

= K ′
ID′,1 · g

ρt ·
KID,1

K ′
ID′,1 · Γ

ρ
· (u0

∏

i∈I′

ui)
β

= KID,1 · (u0
∏

i∈I′

ui)
β

= ηα(u0
∏

i∈I

ui)
rID(u0

∏

i∈I′

ui)
β

and

C ′
i,1 = D2 · Ci,1

= Mi · e(g1, η)
si · e(g, (u0

∏

i∈I′

ui))
βsi.

Therefore

C ′
i,1 ·

e(C ′
i,6, C

′
i,3)

e(K1, Ci,2)

= C ′
i,1 ·

e(grID , (u0
∏

i∈I ui)
si)

e(ηα(u0
∏

i∈I ui)
rID(u0

∏
i∈I′ ui)

β, gsi)

= C ′
i,1 ·

e(g, (u0
∏

i∈I ui))
rIDsi

e(g1, η)si · e(g, (u0
∏

i∈I ui))
rIDsi · e(g, (u0

∏
i∈I′ ui))

βsi

= C ′
i,1 ·

1

e(g1, η)si · e(g, (u0
∏

i∈I′ ui))
βsi

= Mi ·
e(g1, η)

si · e(g, (u0
∏

i∈I′ ui))
βsi

e(g1, η)si · e(g, (u0
∏

i∈I′ ui))
βsi

= Mi
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Theorem 3.2 Our identity-based distributed data storage scheme IBDDS-I is (T, q1,

q2, q3, ǫ(ℓ))-secure against chose plaintext attacks (or IND-CPA) if the (T ′, ǫ′(ℓ))-

decisional bilinear Diffie-Hellman assumption holds in the bilinear group (e, p,G,Gτ )

where

T ′ = T +Θ(T ) and ǫ′(ℓ) =
ǫ(ℓ)

32(q1 + 2q2 + 2q3)(n+ 1)
.

Proof: The proof is similar to that in Waters’s IBE [Wat05], except that the

permission queries and re-encryption queries from the adversary must be answered.

Suppose that there exists a PPT adversary A who can (T, q1, q2, q3, ǫ(ℓ)) break

the IND-CPA security of our IBDDS-I scheme, we can construct an algorithm B that

can use A to break the DBDH assumption as follows. The challenger C generates

a bilinear group GG(1ℓ) → (e, p,G,Gτ ) and chooses a generator g
R
← G. It flips an

unbiased coin µ with {0, 1}. If µ = 0, he sends (A,B,C, Z) = (ga, gb, bc, e(g, g)abc)

to B. Otherwise, he sends (A,B,C, Z) = (ga, gb, gc, e(g, g)z) to B, where z
R
← Zp.

The algorithm B will output his guess µ′ on µ.

Setup. B sets σ = 4(q1 + 2q2 + 2q3) and chooses an integer ν
R
← [n]. It uniformly

selects two integrity vectors Π = {π1, π2, · · · , πn} and Φ = {φ1, φ2, · · · , φn},

where πi
R
← [σ − 1] and φi

R
← Zp for i = 1, 2, · · · , n. It choose π0

R
← [σ − 1]

and φ0
R
← Zp. Then, B defines three functions:

P (ID) = (p− σν) + π0 +
∑

i∈I

πi,

Q(ID) = φ0 +
∑

i∈I

φi

and

R(ID) =





0, if π0 +
∑

i∈I πi ≡ 0 (mod σ)

1, if π0 +
∑

i∈I πi 6≡ 0 (mod σ)

B sets g1 = A, η = B, g = gθ, g2 = Aθ, u0 = ηp−σν+π0gφ0, ui = ηπigφi and

U = {ui}
n
i=1, where θ

R
← Zp. It chooses h

R
← G. The public parameters are

(e, p,G,Gτ , g, h, η, g, h, u0,U, g1, g2), while the master secret key is ηa = gab.

The distribution of these parameters is identical to that in the real protocol.

Phase 1.
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1. Secret Key Queries. For a secret key query on an identity ID, B checks

R(ID)
?
= 1.

(a) If R(ID) = 1, B chooses r
R
← Zp and computes

KID,1 = A
−Q(ID)
P (ID) (π0

∏

i∈I

πi)
r, (3.1)

KID,2 = A
−1

P (ID) gr (3.2)

and

KID,3 = Kθ
ID,2. (3.3)

B responds with KID = (KID,1, KID,2, KID,3).

(b) If R(ID) = 0, B aborts and outputs his guess µ′ randomly.

We claim that the secret key is generated correctly.

KID,1 = A
−Q(ID)
P (ID) (u0

∏

i∈I

ui)
r

= g
−aQ(ID)
P (ID) (gbP (ID)+Q(ID))r

= (gbP (ID)+Q(ID))
−a

P (ID)gab(gbP (ID)+Q(ID))r

= gab(gbP (ID)+Q(ID))r−
a

P (ID)

= ηa(u0
∏

i∈I

ui)
r− a

P (ID)

Let r̂ = r − a
P (ID)

, we have

KID,1 = ηa(u0
∏

i∈I

ui)
r̂,

KID,2 = A
−1

P (ID)gr = g
r− a

P (ID) = gr̂

and

KID,3 = Kθ
ID,2 = gθr̂ = gr̂.

Therefore, the secret key is created correctly.

2. Permission Queries. For an access permission on (ID, ID′, C2), B checks

whether he has generated secret keys for identities ID and ID′. If he has

not generated secret keys for ID and ID′, B checks whether R(ID) =

R(ID)′ = 1.



3.3. Identity-based Distributed Data Storage I 49

(a) If it holds, B computes KID = (KID,1, KID,2, KID,3) and KID′ =

(KID′,1, KID′,2, KID′,3). Then, he can compute an access permission

(the re-encryption key) as follows. B chooses t, β, ρ
R
← Zp, and com-

putes

K ′
ID′,1 = KID′,1h

t, (3.4)

Γ = gt, (3.5)

D1 =
KID,1

K ′
ID′,1Γ

ρ
· (u0

∏

i∈I′

ui)
β (3.6)

D2 = e(C2, (u0
∏

i∈I′

ui))
β, (3.7)

and

D3 = gρ. (3.8)

B sends (D1, D2, D3, KID,2) to A.

(b) Otherwise, B aborts the simulation and outputs his guess µ′ ran-

domly.

3. Re-encryption Queries. For a re-encryption query on (ID, ID′, C), B

checks whether he has generated an access permission (D1, D2, D3, KID,2)

from identity ID to identity ID′. If he has not generated an access

permission from ID to ID′, B generate (D1, , D2, D3, KID,2) as above.

Otherwise, B can compute

C ′
1 = D2 · C1, C

′
2 = C2, C

′
3 = C3, C

′
4 = D1, C

′
5 = D3 and C ′

6 = KID,2.

B responds A with the re-encrypted ciphertext CT ′ = (C ′
1, C

′
2, C

′
3, C

′
4, C

′
5,

C ′
6).

Challenge. A submits an identity ID∗ and two messages M0 andM1 with the equal

length. B checks R(ID∗)
?
= 0.

1. If R(ID∗) = 1, B aborts and outputs his guess µ′ randomly.

2. If R(ID∗) = 0, B flips an unbiased coin with {0, 1} and obtains one bit

ω ∈ {0, 1}. B computes C∗
1 = Mω · Z, C∗

2 = C = gc and C∗
3 = CQ(ID∗) =

(u0
∏

i∈I∗ ui)
c. B sends the ciphertext CT ∗ = (C∗

1 , C
∗
2 , C

∗
3) to A.
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Phase 2. Phase 1 is repeated with the following restrictions.

1. Secret Key Queries. A cannot query secret key for the identity ID∗.

2. Permission Queries. A cannot query an access permission on (ID∗, ID,

C∗
2) and secret keys for identities ID.

3. Re-encryption Queries. A cannot query re-encryption on (ID∗, ID, C∗),

permission on (ID∗, ID, C∗
2) and secret key for ID.

Guess. A outputs his guess ω′ on ω. If ω′ = ω, B outputs µ′ = 0; otherwise B

outputs µ′ = 1.

As shown above, the public parameters and secret keys created in the simulation

paradigm are identical to those created in the real protocol. B does not abort the

simulation if and only if the secret keys can be generated correctly and R(ID∗) =

0. In q1 secret key queries, q2 permission queries and q3 re-encryption queries, B

needs to create at most q1 + 2q2 + 2q3 secret keys. Let ρ = q1 + 2q2 + 2q3 and

{ID(1), ID(2), · · · , ID(ρ)} be the identities selected by A to query the oracles in our

scheme. We compute the bound with which B does not abort the simulation. This

bound is computed using the method exploited in [Wat05].
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Pr [Abort]

= Pr

[
(

ρ∧

i=1

R(ID(i)) = 1)
∧

π0 +
∑

j∈I∗

πj = kσ)

]

=

(
1− Pr

[
ρ∨

i=1

R(ID(i)) = 0

])
Pr

[
π0 +

∑

j∈I∗

πj = kσ|

q∧

i=1

(R(ID(i)) = 1)

]

≥

(
1−

ρ∑

i=1

Pr
[
R(ID(i)) = 0

]
)
Pr

[
π0 +

∑

j∈I∗

πj = kσ|

ρ∧

i=1

(R(ID(i)) = 1)

]

= (1−
ρ

σ
) Pr

[
π0 +

∑

j∈I∗

πj = kσ|

ρ∧

i=1

(R(ID(i)) = 1)

]

=
1

n+ 1
(1−

ρ

σ
) Pr

[
R(ID∗) = 0|

ρ∧

i=1

R(ID(i)) = 1

]

=
1

n+ 1
(1−

ρ

σ
)

Pr[R(ID∗) = 0]

Pr [
∧ρ

i=1R(ID
(i)) = 1]

Pr

[
ρ∧

i=1

R(ID(i)) = 1|R(ID∗) = 0

]

≥
1

σ(n+ 1)
(1−

ρ

σ
) Pr

[
ρ∧

i=1

(R(ID(i)) = 1)|R(ID∗) = 0

]

=
1

σ(n+ 1)
(1−

ρ

σ
)

(
1− Pr

[
ρ∨

i=1

R(ID(i)) = 0|R(ID∗) = 0)

])

≥
1

σ(n+ 1)

(
1−

ρ

σ

)2

≥
1

σ(n+ 1)
(1− 2

ρ

σ
)

≥
1

8ρ(n+ 1)

=
1

8(q1 + 2q2 + 2q3)(n + 1)
.
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Now, we compute the probability Pr[µ′ = µ].

Pr [µ′ = µ]

= Pr
[
µ′ = µ|Abort

]
Pr
[
Abort

]
+ Pr [µ′ = µ|Abort] Pr[Abort]

=
1

2

(
Pr[Abort|ω′ = ω] Pr[ω′ = ω]− Pr[Abort|ω′ 6= ω] Pr[ω′ 6= ω]

)
+

1

2

=
1

2

(
Pr[Abort|ω′ = ω](

1

2
+ ǫ(ℓ))− Pr[Abort|ω′ 6= ω](

1

2
− ǫ(ℓ))

)
+

1

2

≥
1

2
×

3

2
×

ǫ(ℓ)

8(q1 + 2q2 + 2q3)(n+ 1)
+

1

2

=
3 · ǫ(ℓ)

32(q1 + 2q2 + 2q3)(n+ 1)
+

1

2
.

Therefore, the advantage with which B can break the DBDH assumption is

∣∣∣∣Pr[µ
′ = µ]−

1

2

∣∣∣∣ ≥
3 · ǫ(ℓ)

32(q1 + 2q2 + 2q3)(n+ 1)
+

1

2
−

1

2
≥

ǫ(ℓ)

32(q1 + 2q2 + 2q3)(n+ 1)
.

3.4 Identity-based Distributed Data Storage II

In some complex network environments, such as cloud computing and distributed

systems, IND-CPA security cannot satisfy the application requirement as the active

adversaries may potentially modify the transmitted ciphertexts. To provide strong

security for encryption schemes, chosen-ciphertext security (IND-CCA2) was pro-

posed. This notion can be applied in the presence of active adversaries who can

modify the ciphertexts. Schemes which are IND-CCA2 secure can be used as prim-

itives to construct high-level protocols. Therefore, an IBDDS scheme with strong

security (IND-CCA2) is desirable. In this section, we propose an IND-CCA2 secure

IBDDS scheme IBDDS-II by introducing an existentially unforgeable one-time sig-

nature scheme to the IBDDS-I scheme. This idea is derived from [CHK04]. Our

IBDDS-II scheme is demonstrated in Figure 3.3.

Correctness. This is the same as in the scheme IBDDS-I.

Theorem 3.3 Our identity-based distributed data storage scheme IBDDS-II is (T, q1,

q2, q3, q4, q5, ǫ(ℓ))-secure against chose ciphertext attacks (or IND-CCA2) if the one-

time signature scheme is (T ′, 1, ǫ′(ℓ))-existentially unforgeable against adaptive cho-

sen message attacks (EU-CMA) and the (T ′′, ǫ′′(ℓ)) decisional bilinear Diffie-Hellman
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ) → (e, p,G,Gτ ), where e : G × G → Gτ and p is a prime

number. Let g, h, η, g and h be the generators of G, u0
R
← G and

U = (u1, u2, · · · , un) where ui
R
← G for i = 1, 2, · · · , n. It chooses

α
R
← Zp and sets g1 = gα and g2 = gα. It generates an one-time sig-

nature scheme SG(1ℓ) → (SKeyGen, Sign,Verify), where SKeyGen(1ℓ) →
(sk, vk). Let H : vk → Zp be a hash function. The public parameters are
(e, p,G,Gτ , g, h, η, g, h, u0,U,H, Sign,Verify, g1, g2) and the master secret
key is ηα.

KeyGen. Let ID denote an identity which is an n bit string, IDi be the ith
bit of ID and I be a set which consists of all the index i with IDi = 1.
This algorithm takes as input the master secret key ηα and an identity
ID, and computes

KID,1 = ηα(u0
∏

i∈I

ui)
rID , KID,2 = grID and KID,3 = grID .

The secret key for the user U with identity ID is KID =
(KID,1, KID,2, KID,3). This secret key can be verified by

e(KID,1, g)
?
= e(η, g1) ·e((u0

∏

i∈I

ui), KID,2) and e(KID,2, g)
?
= e(g,KID,3).

Encryption. To encrypt messages Mi ∈ {M1,M2, · · · ,Mm}, the owner O with

identity ID runs SKeyGen(1ℓ)→ (sk, vk), chooses si
R
← Zp and computes

Ci,1 =Mi · e(g1, η)
si, Ci,2 = gsi, Ci,3 = (u0

∏

i∈I

ui)
si, Ci,4 = (gH(vk)g)si

and
σi = Sign(sk, Ci,2, Ci,3, Ci,4)

for i = 1, 2, · · · , m. The ciphertext for the message Mi is CTi =
(Ci,1, Ci,2, Ci,3, Ci,4, σi, vk).

O sends {CT1, CT2, · · · , CTm} to the proxy servers PSs. PSs validate
the ciphertexts by verifying

σi
?
= Verify(vk, Ci,2, Ci,3, Ci,4), e((u0

∏

i∈I

ui), Ci,2)
?
= e(Ci,3, g)

and
e(g, Ci,4)

?
= e(Ci,2, (g

H(vk)g))

for i = 1, 2, · · · , m. If the equations hold, PSs store the ciphertexts
{CTi}mi=1 for O. Otherwise, PSs reject the ciphertexts.
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Query. If a requester R with identity ID′ wants to access a ciphertext CTi, he

chooses t
R
← Zp, and computes K ′

ID′,1 = KID′,1h
t and Γ = gt. He sends

(ID′, K ′
ID′,1, KID′,3,Γ) to the PS who stores the ciphertext CTi. Then,

the PS redirects (ID′, K ′
ID′,1, KID′,3,Γ, Ci,2) to O.

Permission. O checks whether R has been authenticated by verifying

e(K ′
ID′,1, g)

?
= e(η, g2) · e((u0

∏

i∈I′

ui), KID′,3) · e(h,Γ).

If it holds, O chooses β, ρ
R
← Zp and computes

D1 =
KID,1

K ′
ID′,1 · Γ

ρ
· (u0

∏

i∈I′

ui)
β, D2 = e(Ci,2, (u0

∏

i∈I′

ui))
β and D3 = gρ.

O sends an access permission (D1, D2, D3, KID,2) to the PS.

Re-encryption. Receiving (D1, D2, D3, KID,2) from O, the PS computes the
re-encrypted ciphterxt as

C ′
i,1 = D2 · Ci,1, C

′
i,2 = Ci,2, C

′
i,3 = Ci,3, C

′
i,4 = Ci,4,

C ′
i,5 = D1, C

′
i,6 = D3, C

′
i,7 = KID,2 and σ′

i = σi.

The PS responds R with CT ′
i = (C ′

i,1, C
′
i,2, C

′
i,3, C

′
i,4, C

′
i,5, C

′
i,6, C

′
i,7, σ

′
i,

vk).

Decryption.

1. To decrypt a ciphertext CTi = (Ci,1, Ci,2, Ci,3, Ci,4, σi, vk), O checks

σi
?
= Verify(vk, Ci,2, Ci,3, Ci,4). If it holds, O computes

Mi = Ci,1 ·
e(KID,2, Ci,3)

e(KID,1, Ci,2)
.

2. To decrypt a re-encrypted ciphertext CT ′
i = (C ′

i,1, C
′
i,2, C

′
i,3, C

′
i,4,

C ′
i,5, C

′
i,6, C

′
i,7, σ

′
i, vk), R checks σ′

i
?
= Verify(vk, C ′

i,2, C
′
i,3, C

′
i,4). If it

holds, R computes

K1 = K ′
ID′,1 · C

′t
i,6 · C

′
i,5

and

Mi = C ′
i,1 ·

e(C ′
i,7, C

′
i,3)

e(K1, C
′
i,2)

.

Figure 3.3: IBDDS-II: Identity-Based Distributed Data Storage II
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assumption holds in the bilinear group (e, p,G,Gτ ) where

T ′ = T + T ′ +Θ(T + T ′)

and

ǫ(ℓ) = ǫ′(ℓ) + 32(q1 + 2q2 + 2q3 + q4 + 2q5)(n + 1)ǫ′′(ℓ)

Proof: Suppose that there exists a PPT adversary A can break the IND-CCA2

security of our scheme IBDDS-II with the advantage AdvA > ǫ′(ℓ) + 32(q1 + 2q2 +

2q3+ q4+2q5)(n+1)ǫ′′(ℓ), we can construct an algorithm B that can use A to forge

a signature or break the DBDH assumption as follows. The challenger C generates

the bilinear group GG(1ℓ)→ (e, p,G,Gτ ) and chooses a generator g
R
← G. It flips an

unbiased coin µ with {0, 1}. If µ = 0, he sends (A,B,C, Z) = (ga, gb, bc, e(g, g)abc)

to B. Otherwise, he sends (A,B,C, Z) = (ga, gb, gc, e(g, g)z) to B, where z
R
← Zp. B

will outputs his guess µ′ on µ.

Setup. B sets σ = 4(q1 + 2q2 + 2q3 + q4 + 2q5) and chooses an integer ν
R
←

[n]. It uniformly selects two integrity vectors Π = {π1, π2, · · · , πn} and Φ =

{φ1, φ2, · · · , φn}, where πi
R
← [σ−1] and φi

R
← Zp for i = 1, 2, · · · , n. It chooses

π0
R
← [σ − 1] and φ0

R
← Zp. Then, B defines three functions:

P (ID) = (p− σν) + π0 +
∑

i∈I

πi,

Q(ID) = φ0 +
∑

i∈I

φi

and

R(ID) =





0, if π0 +
∑

i∈I πi ≡ 0 (mod σ)

1, if π0 +
∑

i∈I πi 6≡ 0 (mod σ)

B sets g1 = A, η = B, g = gθ, g2 = Aθ, u0 = ηp−σν+π0gφ0, ui = ηπigφi

and U = {ui}ni=1, where θ
R
← Zp. It chooses h

R
← G and an one-time signa-

ture scheme SG(1ℓ) → (SKeyGen, Sign, Verify). The public parameters are

(e, p,G,Gτ , g, h, η, g, h, u0,U, Sign,Verify, g1, g2), while the master secret key

is ηa = gab. The distribution of these parameters is identical to those in the

real protocol.

Phase 1.
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1. Secret Key Queries. For a secret key query on an identity ID, B checks

R(ID)
?
= 1.

(a) If R(ID) = 0, B aborts the simulation and outputs his guess µ′

randomly.

(b) If R(ID) = 1, B generates a secret key for ID using the techniques in

(3.1), (3.2) and (3.3). B respondsA withKID = (KID,1, KID,2, KID,3).

2. Permission Queries. For an access permission query on (ID, ID′, C2), B

checks whether R(ID) = R(ID′) = 1.

(a) If the equation holds, B computes an access permission using the

techniques in (3.4), (3.5), (3.6), (3.7) and (3.8). B responds A with

(D1, D2, D3, KID,2).

(b) Otherwise, B aborts the simulation and outputs his guess µ′ ran-

domly.

3. Re-encryption Queries. For a re-encryption query on (ID, ID′, CT ) where

CT = (C1, C2, C3, C4, σ, vk), B check whether he has created an access

permission for (ID, ID′, C2). If he has not created an access permission,

he create an access permission as above to obtain (D1, D2, D3, KID,2)

and computes C ′
1 = D2 · C1, C

′
2 = C2, C

′
3 = C3, C

′
4 = C4, C

′
5 = D1, C

′
6 =

D3, C
′
7 = D3, σ

′ = σ, vk′ = vk. B responds A with CT ′ = (C ′
1, C

′
2, C

′
3, C

′
4,

C ′
5, C

′
6, C

′
7, σ

′, vk′).

4. Owner Decryption Queries. For an owner decryption query on (ID,CT )

where CT = (C1, C2, C3, C4, σ, vk) is a ciphertext for the identity ID, B

check R(ID)
?
= 0.

(a) If R(ID) = 0, B aborts and outputs his guess µ′ randomly.

(b) If R(ID) 6= 0, B check the signature σ
?
= Verify(vk, C2, C3, C4). If the

equation holds, B generates a secret key KID for ID as (3.1), (3.2)

and (3.3), and responds A with C1 ·
e(KID,2,C3)

e(KID,1,C2)
.

5. Requester Decryption Queries. For a requester decryption query on (ID,

ID′, CT ), B checks whether he has created secret keys for ID and ID′, an

access permission for (ID, ID′, C2) and a re-encryption ciphertext CT ′.

If he has not done these, he creates secret keys, an access permission

and a re-encryption as in the secret key query, permission query and re-

encryption query to obtain (SKID, SKID′), (D1, D2, D3, KID,2) and CT
′.
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Then, B computes K1 as above and responds with C ′
1 ·

e(C′
7,C3)

e(K1,C′
2)
.

Challenge. A submits an identity ID∗ and two messages M0 andM1 with the equal

length. B checks R(ID)
?
= 0.

1. If R(ID) = 1, B aborts and outputs his guess µ′ randomly.

2. If R(ID) = 0, B flips an unbiased coin with {0, 1} and obtains ω ∈ {0, 1}.

The challenger runs SKeyGen(1ℓ)→ (sk∗, vk∗) and computes C∗
1 =Mω ·Z,

C∗
2 = C = gc, C∗

3 = CQ(ID∗) = (u0
∏

i∈I∗ ui)
c, C∗

4 = CH(vk∗)+θ and σ∗ =

Sign(sk∗, C∗
2 , C

∗
3 , C

∗
4). B sends the ciphertext CT ∗ = (C∗

1 , C
∗
2 , C

∗
3 , C

∗
4 ,

σ∗, vk∗) to A.

Phase 2. Phase 1 is repeated with the following restricts.

1. Secret Key Queries. A cannot query a secret key for ID∗.

2. Permission Queries. A cannot query an access permission on (ID∗, ID,

C∗
2) and a secret key for ID.

3. Re-encryption Queries. A cannot query a re-encryption on (ID∗, ID, C∗),

permission on (ID∗, ID, C2) and secret key for ID.

4. Owner Decryption Queries. A cannot query the owner decryption on (ID∗,

CT ∗).

5. Requester Decryption Queries. A cannot query a re-encryption on (ID∗,

ID, CT ∗) and requester decryption on (ID, C̃T
∗
), where C̃T

∗
is the re-

encrypted ciphertext of CT ∗.

Guess. A outputs his guess ω′ on ω. If ω′ = ω, B outputs µ′ = 0; otherwise B

outputs µ′ = 1.

As shown above, the public parameters, public keys and the secret keys created

in the simulation paradigm are identical to those created in the real protocol. B does

not abort the simulation if and only if the secret keys can be generated correctly,

R(ID∗) = 0 and the signatures in the ciphertext are valid. In q1 secret key queries,

q2 permission queries, q3 re-encryption queries, q4 owner decryption queries and q5

requester decryption queries, B needs to create at most q1 + 2q2 + 2q3 + q4 + 2q5

secret keys.
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Now, we bound the probability with which B can break the DBDH assumption.

This bound is computed using the method in [BGW05]. If µ = 1, A cannot obtain

anything about ω. Hence, A can output ω′ 6= ω with no advantage, namely, Pr[ω′ 6=

ω|µ = 1] = 1
2
. Since B outputs µ′ = 1 when ω′ 6= ω, we have Pr[µ′ = µ|µ = 1] = 1

2
.

If µ = 0, A can output ω′ = ω with the advantage at least ǫ(ℓ), namely Pr[ω′ =

ω|µ = 0] ≥ 1
2
+ ǫ(ℓ). Since B outputs µ′ = 0 when ω′ = ω, we have

Pr[µ′ = µ|µ = 0]−
1

2
≥ AdvA − Pr[Abort]

≥ 32(q1 + 2q2 + 2q3 + q4 + 2q5)

(n+ 1)ǫ′′(ℓ) + ǫ′(ℓ)− Pr[Abort]

where Pr[Abort] is the probability with which B aborts the simulation. The first

inequality is from the case Z = e(g, g)abc, so the simulation is performed correctly

if B does not abort. Hence, B can solve the DBDH assumption with the advantage

at least
ǫ(ℓ)

32(q1 + 2q2 + 2q3 + q4 + 2q5)(n+ 1)
≥ ǫ′′(ℓ).

It remains to bound the probability with which B aborts the simulation as a

result of A’s decryption queries. We claim that Pr[Abort] < ǫ′(ℓ). Otherwise, a

forged signature can be computed with the advantage at least ǫ′(ℓ). Briefly, receiving

the challenged signing key sk∗ in the simulation, A causes an abort by submitting

a decryption query which includes a forged signature of one ciphertext under sk∗.

Therefore, B can use the forged signature to break the EU-CMA property of the

one-time signature. Notably, A can only query one signature for the challenged

ciphertext. Hence, we have Pr[Abort] < ǫ′(ℓ).

Therefore, B can break the DBDH assumption with advantage at least

ǫ(ℓ)

32(q1 + 2q2 + 2q3 + q4 + 2q5)(n+ 1)
.

This finishes our proof. �

We demonstrate the computation cost and communication cost of our IBDDS-I

scheme and IBDDS-II scheme in Table 3.1 and Table 3.2, respectively. The compar-

ison of various properties is described in Table 3.3. By TS, TV and ES, we denote the

running time of executing one signing algorithm of the one-time signature scheme,

the running time of executing one verifying algorithm of the one-time signature and

the length of the signature generated by the one-time signature, respectively.
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3.5 Chapter Summary

Distributed data storage schemes provide users with a convenience to outsource their

files to untrusted proxy servers. Identity-based distributed data storage (IBDDS)

schemes are a special kind of distributed data storage schemes where users are

identified by their identities and can communicate without the need of verifying the

public key certificates. In this chapter, we proposed two new interactive IBDDS

schemes in standard model where, for one query, a requester can only access one

file, instead of all files. Furthermore, the access permission can be determined by

the owner without the help of the PKG. Notably, our schemes are secure against

the collusion attacks. The first scheme is IND-CPA secure, while the second one is

IND-CCA2 secure.
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Table 3.1: The Computation cost of Our IBDDS-I and IBDDS-II Schemes

Scheme
Computation Cost

Setup KeyGen Encryption Query Permission Re-encryption O Decryption R Decryption
IBDDS-I 3Te 3Te + 4Tp 3Te + 2Tp 2Te 3Te + 5Tp 0 2Tp Te + 2Tp
IBDDS-II 3Te 3Te + 4Tp 5Te + 4Tp + TS 2Te 3Te + 5Tp 0 2Tp + TV Te + 2Tp + TV

+TV + TH

Table 3.2: The Communication cost of Our IBDDS-I and IBDDS-II Schemes

Scheme
Communication Cost

KeyGen Encryption Query Permission O Decryption R Decryption
PKG→ U O → PS R → PS PS → O O → PS PS → O PS → R

IBDDS-I 3EG 2EG + EGτ 3EG 4EG 3EG + EGτ 2EG + EGτ 5EG + EGτ

IBDDS-II 3EG 3EG + EGτ + ES 3EG 4EG 3EG + EGτ 4EG + EGτ + ES 6EG + EGτ + ES

Table 3.3: Property Comparison of Related Schemes
Property [Mat07] [WWMO10b] [WWMO10a] [GA07] [CT07] [THJ08] Our Schemes

Unidirectional Yes Yes Yes Yes Yes Yes Yes
Noninteractive No No No Yes Yes Yes Yes
Key optimal Yes Yes Yes Yes Yes Yes Yes
Collusion-safe Yes Yes Yes No No No Yes
Nontransitive Yes Yes Yes Yes Yes Yes Yes

File-based acess No No No No No No Yes



Chapter 4

Identity-based Data Storage in Cloud
Computing

In this chapter, we propose an identity-based data storage (IBDS) scheme where

both intra-domain and inter-domain queries are supported. Hence, our scheme is

suitable to cloud computing. Parts of this work appeared in [HSM13a].

4.1 Introduction

Cloud computing is a distributed system where users from different domains can

share their files with others. In a data storage scheme, to protect the confidentiality

of his files, a user encrypts them prior to outsourcing them to an external proxy

server. Then, if other users want to access a file of the owner, he must request an

access permission from the owner. If he is legal, the owner sends an access permission

to the proxy server. Obtaining the access permission for the owner, the proxy server

can transfer a ciphertext for the owner to a ciphertext for the requester. Finally,

the requester can decrypt the ciphertext and access the file.

Identity-based cryptosystem can provide the advantage that two parties can com-

municate directly without the necessity to verify the public-key certificate. Although

IBDS schemes have been proposed, it is not trivial to construct an IBDS scheme in

cloud computing as the secret keys of the users from different domains are generated

by different PKGs. Therefore, schemes proposed in Chapter 3 are not suitable to

cloud computing as the owner and the requester must come from the same domain.

How to guarantee that the files outsourced by a user in a domain can be accessed

by other users in different domains is a challenging research problem.

61
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Figure 4.1: Identity-based Data Storage Supporting Intra-Domain Query

4.1.1 Related Work

The background about data storage systems and identity-based proxy re-encryption

(IBPRE) schemes have been introduced in Section 3.1.1.

All the previous IBPRE schemes [GA07, CT07, Mat07, WWMO10b, WWMO10a]

only addressed the intra-domain setting, namely both the original decryptor and the

designated decryptor should come from the same domain. Tang, Hartel and Jonker

[THJ08] first introduced an inter-domain IBPRE scheme where the inter-domain

setting is considered, namely the proxy server can transfer a ciphertext for the orig-

inal decryptor in a domain to a ciphertext for a designated decryptor in another

domain. Although, this scheme is not secure against the collusion attacks, they

made an important step from intra-domain IBPRE to inter-domain IBPRE. We

review this scheme in Section 4.3.

To clarify the intra-domain setting and inter-domain setting, we depict IBDS

schemes which support intra-domain query and inter-domain query in Figure 4.1

and Figure 4.2, respectively.
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Figure 4.2: Identity-based Data Storage Supporting Inter-Domain Query

4.1.2 Our Contribution

Cloud computing is a distributed system where multiple domains can co-exist. It

is desirable that users in different domains can share sensitive data with others.

Hence, a sound IBDS scheme in cloud computing should support not only intra-

domain queries but also inter-domain queries. However, current IBPRE schemes

cannot be exploited in the cloud computing scenario as they cannot support inter-

domain queries and resist collusion attacks. We propose an IBDS scheme where

both intra-domain and inter-domain queries are supported. In this scheme, an access

permission can be made by the owner independently without the help of the PKG.

For one query, the requester can only access one file of the owner. Our scheme

is secure against the collusion attacks and selective-identity secure in the standard

model.

4.1.3 Chapter Organization

In Section 4.2, we introduce the formal definition and security model of IBDS in

cloud computing. We review the scheme proposed by Tang, Hartel and Jonker in

Section 4.3. In Section 4.4, we propose an IBDS scheme supporting intra-domain

and inter-domain queries and prove its security. Section 4.5 summarizes this chapter.
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4.2 Formal Definition and Security Model

In this section, we introduce the formal definition and security model of IBDS in

cloud computing.

4.2.1 Formal Definition

There are four entities in an IBDS scheme: the private key generator (PKG), the data

owner O, the proxy server PS and the requester R. An IBDS scheme supporting

intra-domain and inter-domain queries consists of the following seven algorithms:

Setup(1ℓ) → (params, (MSK1, PK1), (MSK2, PK2)). The setup algorithm takes

as input 1ℓ and outputs the public parameters params, master secret-public

key pairs (MSK1, PK1) and (MSK2, PK2) for PKG1 in domain D1 and

PKG2 in domain D2, respectively.

KeyGen(params, ID,MSKi) → SKID. The key generation algorithm takes as in-

put the public parameters params, an identity ID in the domain Di and the

master secret key MSKi, and outputs a secret key SKID for the identity ID,

where i ∈ {1, 2}.

Enc(params, PKi, ID,M) → CT. The encryption algorithm takes as input the

public parameters params, the public key PKi, O’s identity ID and a message

M , and outputs a ciphertext CT = (C1, C2). It sends CT to the proxy server

PSi in the domain Di, where i = {1, 2}.

Query(ID′, SKID′, CT ) → AI. The query algorithm takes as input R’s identity

ID′, his secret key SKID′ and the ciphertext CT , and outputs an authentica-

tion information AI. It sends AI to the PSi.

1. If both O and R are in the same domain, PSi sends (ID′, AI, C2) to O.

2. If the O and R are in different domains. Suppose that O is in the

domain Di and R is in the domain D3−i, where i = {1, 2}. PSi sends

(ID′, PK3−i, AI, C2) to O.

Perm(params, SKID, ID
′, C2)→ RKID→ID′. The permission algorithm verifies the

the authentication information AI. If it is valid, this algorithm takes as input

the public parameters params, O’s secret key SKID, R’s identity ID′ and the
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partial ciphertext C2, and outputs an access permission RKID→ID′. It sends

RKID→ID′ to the PSi.

Re-enc(params,RKID→ID′, ID′, CT )→ CT ′. The re-encryption algorithm takes as

inputs the public parameters params, the access permission RKID→ID′, R’s

identity ID′ and the ciphertext CT , and outputs a re-encrypted ciphertext

CT ′ = Enc(params, ID′,M).

Dec. There are two decryption algorithms. One is for O and the other is for R.

1. DecO(params, SKID, CT )→M. The owner decryption algorithm takes

as input the public parameters params, O’s secret key SKID and the

ciphertext CT , and outputs the message M .

2. DecR(params, SKID′, CT ′) → M. The requester decryption algorithm

takes as input the public parameters params, R’s secret key SKID′ and

the re-encrypted ciphertext CT ′, and outputs the message M .

Definition 4.1 We say an identity-based data storage scheme supporting intra-

domain and inter-domain queries is correct if

Pr




Setup(1ℓ)→ (params, (MSK1, PK1),

DecO(params, SKID, (SK2, PK2));

CT )→M KeyGen(params, ID,MSKi)→ SKID;

Enc(params, PKi, ID,M)→ CT



= 1

and

Pr




Setup(1ℓ)→ (params, (MSK1, PK1),

(MSK2, PK2));

KeyGen(params, ID,MSKi)→ SKID;

DecR(params, SKID′, KeyGen(params, ID′,MSK3−i)→ SKID′;

CT ′)→M Enc(params, PKi, ID,M)→ CT ;

Perm(params, SKID, ID
′, C2);

→ RKID→ID′;

Re-enc(params,RKID→ID′, ID′, CT )

→ CT ′




= 1

where i ∈ {1, 2} and the probability is taken over the random coins which all the

algorithms in the scheme consumes.
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4.2.2 Security Model

The following game is used to formalize the security model of IBDS schemes sup-

porting intra-domain and inter-domain queries. This model is derived from the

selective-identity secure IBE scheme [BB04a] and defined by the following game

executed between a challenger C and an adversary A.

Initialization. A submits an identity ID∗ with which he wants to be challenged to

C. Suppose that ID∗ is in the domain Di where i ∈ {1, 2}.

Setup. C runs Setup(1ℓ) to generate the public parameters params and the secret-

public key pairs (MSK1, PK1) for the PKG1 in D1 and (MSK2, PK2) for

the PKG2 in D2, respectively. It sends (params, PK1, PK2) to A.

Phase 1. A can make the following queries adaptively:

1. Secret Key Queries. For a secret key query on an identity ID in Di or

D3−i where i ∈ {1, 2} and the only restrict is ID 6= ID∗, C runs KeyGen

(params, ID,MSKi) to generate a secret key SKID for ID. C responds

A with SKID. This query can be made multiple times.

2. Permission Queries. For an access permission on (ID, ID′, CT ) where the

restricts are ID 6= ID∗ and ID′ 6= ID∗, C runs KeyGen(params, ID,

MSKi) to generate a secret key SKID, then runs Permission (params,

SKID, ID
′, C2) to obtain RKID→ID′. C responds A with RKID→ID′. This

query can be made multiple times.

Challenge. A submits two messages M1 and M2 with equal length. C flips an

unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. Then, C computes

CT ∗ = Enc(params, PKi, ID
∗,Mb) and responds A with CT ∗.

Phase 2. A can make queries as in Phase 1 with the following constrains.

1. Secret Key Queries. A cannot query KeyGen(parmas, ID∗,MSKi).

2. Permission Queries. A cannot query Perm(ID, ID′, CT ) where ID = ID∗

or ID′ = ID∗.

Guess. A outputs his guess b′ on b. A wins the game if b′ = b.



4.3. Tang, Hartel and Jonker’s Scheme 67

Definition 4.2 We say that an identity-based data storage scheme supporting intra-

domain and inter-domain queries is (T, q1, q2, ǫ(ℓ))- secure against selective-identity

and adaptively chosen plaintext attacks (or IND-sID-CPA) if no PPT adversary A

making at most q1 secret key queries and q2 permission queries can win the game

with the advantage

AdvIND−sID−CPA
A−IBD =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

4.3 Tang, Hartel and Jonker’s Scheme

In this section, we first describe the scheme proposed by Tang, Hartel and Jonker

[THJ08], then point out that this scheme cannot resist collusion attacks.

Tang, Hartel and Jonker’s scheme [THJ08] works as follows:

Setup1. The setup algorithm takes as input 1ℓ, and outputs a bilinear group (e, p,G,

Gτ ) and two hash functions H1 : {0, 1}∗ → G and H2 : {0, 1}∗ → G. Let g be

a generator of G. PKG1 generates his master secret key α1
R
← Zp and public

key y1 = gα1. The public parameters are (e, p,G,Gτ , g, y1,H1,H2) and the

master secret key is α1.

KeyGen1. The key generation algorithm takes as input the master secret key α1

and an identity ID, and outputs SKID = H1(ID)α1. The secret key for the

identity ID is SKID.

Encryption1. To encrypt a message M , the encryption algorithm selects s
R
← Zp

and computes

C0 =M · e(y1,H1(ID))s and C1 = gs.

The ciphertext is CT = (C0, C1).

Decryption1. To decrypt a ciphertext, the decryption algorithm takes as input

the secret key of the original decryptor SKID and the ciphertext CT , and

computes

M =
C0

e(C1, SKID)
.
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PKG2 generates a master secret-pubic key pair KG(1ℓ)→ (α2, y2) with y2 = gα2,

and sets up another IBE scheme with (Setup2,KeyGen2,Encryption2,Decryption2).

Suppose that the designated decryptor with identity ID′ has registered with PKG2

and obtained his secret key SKID′.

RKeyGen. To generate a re-encryption key for the ID′, the re-encryption key

generation algorithm selects X
R
← {0, 1}∗, and computes

R1 = H1(ID)−α1 · H2(X) and R2 = Encryption2(X, ID
′).

The re-encryption key is RKID→ID′ = (R1, R2).

Re-encryption. To re-encrypt the ciphertext CT , the re-encryption algorithm takes

as input the re-encryption key RKID→ID′, the identity ID′ and the ciphertext

CT , and computes

C ′
1 = Encryption2(ID

′,C1), C
′
2 = R2 and C ′

3 = C0 · e(C1, R1 · H2(C1)).

The re-encrypted ciphertext is CT ′ = (C ′
1, C

′
2, C

′
3).

Decryption3. To decrypt a re-encrypted ciphertext CT ′, the requester decryption

algorithm takes as input the secret key SKID′ and the re-encrypted ciphertext

CT ′, and compute W1 = Decryption2(SKID′,C′
1
), W2 = Decryption2(SKID′,C′

2
)

and

M =
C ′

3

e(W1,H2(W2) · H2(W1))
.

Notably, the security model in [THJ08] is different from our security model. Because,

we addressed that, for one query, the requester can only access one file even if he

can compromise the proxy server. However, in [THJ08], for one query, the requester

can access all the ower’s files if he can compromise the proxy server.

Collusion Attacks. If the designated decryptor can compromise the proxy server, he

can obtain the re-encryption key RKid→ID′ = (R1, R2). Then, he can use his secret

key SKID′ to compute X = Decryption2(SKID′,R2). Therefore, he can compute the

secret key of the original decryptor by computing SKID = H2(X)
R1

.
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4.4 Identity-Based Data Storage Scheme in Cloud

Computing

In this section, we propose an identity-based data storage scheme which supports

intra-domain and inter-domain queries and prove its security. In our scheme, the

access permission can be determined by the data owner independently without the

need of the PKG. Especially, the access permission is bound to not only the re-

quester’s identity but also the requested ciphertext. Furthermore, our scheme is

secure against the collusion attacks.

Overview. Suppose that there are two domains: D1 and D2. At first, the private key

generator PKGi in the domainDi generates his master secret-public pair (ξi, (gi, hi))

where i ∈ {1, 2}. Then, PKGi authenticates users in the domain Di and issues

secret keys to them. Prior to outsourcing his files, the data owner O encrypts them

under his identity ID. Then, O sends the ciphertexts to the proxy server PS. PS

validates the ciphertexts. If they are computed correctly, PS stores them for O;

otherwise, he rejects the ciphertexts. Suppose that PS can detect which domain

the requester R is from and O can know which file R wants to access by the partial

ciphertext. If R wants to access a file stored in PS, he computes an authentication

information (Q,F,KID′,3) using his secret key SKID′ and sends it to the PS. If R

and O are in the same domain, the PS sends (ID′, Q, F,KID′,3, C2) to O, where

C2 is the partial ciphertext. If R and O are in different domains, the PS sends

(ID′, Q, F,KID′,3, (gi, hi), C2) to O. O validates R by verifying (Q,F,KID′,3). If the

authentication is successful, O creates an access permission (P1, P2, P3, KID,2) and

sends it to the PS. PS re-encrypts the ciphertext CT and sends the re-encrypted

ciphertext CT ′ to R. At the end, R decrypts the re-encrypted ciphertext CT ′ using

his secret key SKID′.

In the inter-domain query, suppose that O is in the domain Di and R is in the

domain D3−i, where i ∈ {1, 2}. In deed, in our scheme, O uses his secret key to

generate an access key1 for the R. Furthermore, the PSi can use the access key to

transfer a ciphertext for O to a ciphertext for R.

Our scheme is based on the IBE scheme [BBH06]. The protocol is described in

Figure 4.3.

1This key maybe not identical to that generated by the PKGi for the requester with identity
ID′. Here, we just mean that the requester can use it to decrypt the re-encrypted ciphertext.



4.4. Identity-Based Data Storage Scheme in Cloud Computing 70

Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ)→ (e, p,G,Gτ ) where e : G×G→ Gτ and p is a prime number.
Let g, h, η, g, h be the generators of G.

1. PKG1 chooses α1
R
← Zp and sets g1 = gα1, h1 = gα1 and ξ1 = ηα1 .

The master secret key is ξ1 and the public key is (g, h, η, g, h, g1, h1).

2. PKG2 chooses α2
R
← Zp and sets g2 = gα2, h2 = gα2 and ξ2 = ηα2 .

The master secret key is ξ2 and the public key is (g, h, η, g, h, g2, h2).

KeyGen. This algorithm takes as input the master secret key ξi of PKGi and
an identity ID ∈ Zp in the domain Di, and computes

KID,1 = ηαi(gIDi h)rID , KID,2 = grID and KID,3 = grID

where rID
R
← Zp and i ∈ {1, 2}. The secret key for a user U with identity

ID is SKID = (KID,1, KID,2, KID,3). This secret key can be verified by

e(KID,1, g)
?
= e(η, gi) · e(g

ID
i h,KID,2) and e(KID,2, g)

?
= e(g,KID,3).

Encryption. To encrypt a message M , the owner O with identity ID chooses

s
R
← Zp and computes

C1 =M · e(gi, η)
s, C2 = gs and C3 = (gIDi h)s

where i ∈ {1, 2}. The ciphertext for the messageM is CT = (C1, C2, C3).
O sends CT to the proxy server PSi in the domain Di. PSi validates
the ciphertext by verifying

e((gIDi , h), C2)
?
= e(C3, g)

where i ∈ {1, 2}. If the equation holds, PSi stores the ciphertext CT =
(C1, C2, C3) for O; otherwise, he rejects the ciphertext.

Query. If a requester R with identity ID′ wants to access a ciphertext CT ,

he chooses k
R
← Zp, and computes Q = KID′,1h

k and F = gk. He sends
(Q,F,KID′,3) to the PSi who stores CT . There are two scenarios:

1. Both O and R are in the same domain Di. PSi sends (ID′, Q, F,
KID′,3, C2) to O.

2. O and R are in different domains. Suppose that O is in Di

and R is in D3−i where i ∈ {1, 2}. PSi sends (ID′, Q, F,KID′,3,
(g3−i, h3−i), C2) to O.
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Permission. There are two scenarios:

1. Both O and R are in the same domain Di. O checks

e(Q, g)
?
= e(η, hi) · e(g

ID′

i h,KID′,3) · e(h, F ).

2. O and R are in different domains. O checks

e(Q, g)
?
= e(η, h3−i) · e(g

ID′

3−ih,KID′,3) · e(h, F ).

If one of the two equations holds, O chooses β, ν
R
← Zp and computes

P1 =
KID,1

Q · F ν
· gID

′β, P2 = gν and P3 = e(C2, g)
ID′β.

Then, O sends the access permission RKID→ID′ = (P1, P2, P3, KID,2) to
the PSi.

Re-encryption. Receiving RKID→ID′ = (P1, P2, P3, KID,2) from O, PSi re-
encrypts the ciphertext as

C ′
1 = P3 · C1, C

′
2 = C2, C

′
3 = C3, C

′
4 = P1, C

′
5 = P2 and C ′

6 = KID,2.

PSi responds R with CT ′ = (C ′
1, C

′
2, C

′
3, C

′
4, C

′
5, C

′
6).

Decryption.

1. To decrypt a cipherest CT = (C1, C2, C3), O computes

M = C1 ·
e(KID,2, C3)

e(KID,1, C2)
.

2. To decrypt a re-encrypted ciphertext CT ′ = (C ′
1, C

′
2, C

′
3, C

′
4, C

′
5, C

′
6),

R computes
E = KID′,1 · C

′
4 · h

k · C
′k
5

and

M = C ′
1 ·
e(C ′

6, C
′
3)

e(E,C ′
2)
.

Figure 4.3: Identity-based Data Storage Scheme Supporting Intra-Domain and Inter-
Domain Queries
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Correctness. The following equations hold.

C1 ·
e(KID,2, C3)

e(KID,1, C2)
= M · e(gi, η)

s e(grID , (gIDi h)s)

e(ηαi(gIDi h)rID , gs)

= M · e(gi, η)
s e(grID , (gIDi h)s)

e(gi, η)s · e(grID , (gIDi h)s)

= M · e(gi, η)
s ·

1

e(gi, η)s

= M.

P1 =
KID,1

Q · F ν
· gID

′β

=
ηαi(gIDi h)rID

KID′,1hk · gkν
· gID

′β.

P3 = e(C2, g)
ID′β = e(g, g)sβID

′

.

C ′
1 = P3 · C1 =M · e(gi, η)

s · e(g, g)sβID
′

.

E = KID′,1 · C
′
4 · h

k · C
′k
5

= KID′,1 ·
KID,1

KID′,1hk · gkν
· gID

′β · hk · gkν

= KID,1 · g
ID′β

= ηαi · (gIDi h)rID · gID
′β.

Therefore, we have

C ′
1 ·
e(C ′

6, C
′
3)

e(E,C2)′

= C ′
1 ·

e(grID , (gIDi h)s)

e(ηαi(gIDi h)rIDgID′β, gs)

= C ′
1 ·

e(g, gIDi h)srID

e(gi, η)s · e(g, gIDi h)srID · e(g, g)sβID′

= C ′
1 ·

1

e(gi, η)s · e(g, g)sβID
′

= M · e(gi, η)
s · e(g, g)sβID

′

·
1

e(gi, η)s · e(g, g)sβID
′

= M.
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Theorem 4.1 Our identity-based data storage scheme supporting intra-domain and

inter-domain queries is (T, q1, q2, ǫ(ℓ))-secure against selective identity and adap-

tively chosen plaintext (or IND-sID-CPA) if the (T ′, ǫ(ℓ)′) decisional bilinear Diffie-

Hellman assumption holds in the bilinear group (e, p,G,Gτ ) where

T ′ = T +Θ(T ) and ǫ(ℓ)′ =
1

2
ǫ(ℓ).

Proof: Suppose that there exists a PPT adversary A who can (T, q1, q2, ǫ(ℓ)) break

the security of our scheme, we can construct an algorithm B that can use A to

break the DBDH assumption as follows. The challenger C generates a bilinear group

GG(1ℓ) → (e, p,G,Gτ ). Let g be a generator of G. C flips an unbiased coin µ with

{0, 1}. If µ = 0, he sends (A,B,C, Z) = (ga, gb, bc, e(g, g)abc) to B. Otherwise, he

sends (A,B,C, Z) = (ga, gb, gc, e(g, g)z) to B, where z
R
← Zp. B will outputs his

guess µ′ on µ.

Initialization. A submits an identity ID∗ with which he wants to be challenged to

B. Let ID∗ be in the domain Di where i ∈ {1, 2}.

Setup. B selects υ, γ, θ
R
← Zp and sets gi = A, g3−i = gυ, η = B, g = gθ, hi =

Aθ, h3−i = gυθ and h = g−ID∗

i gγ. It chooses h
R
← G. The public parameters

are (g, h, η, g, h). The public keys for the PKGi in Di and PKG3−i in D3−i are

(gi, hi) and (g3−i, h3−i), respectively. B sends {(e, p,G,Gτ ), g, h, η, g, h, gi, hi,

g3−i, h3−i} to A. The master secret keys for PKGi and PKG3−i are g
ab and

gυb, respectively.

Phase 1.

1. Secret Key Queries. For a secret key query on an identity ID where the

only restrict is ID 6= ID∗, B works as follows.

(a) If ID is in D3−i, B chooses r
R
← Zp and computes

KID,1 = Bυ(gID3−ih)
r, KID,2 = gr and KID,3 = Kθ

ID,2;

(b) If ID is in Di, B chooses r
R
← Zp and computes

KID,1 = B
−γ

ID−ID∗ (gIDi h)r, KID,2 = grB
−1

ID−ID∗ and KID,3 = Kθ
ID,2.

B responds A with KID = (KID,1, KID,2, KID,3).
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We claim that the secret key is computed correctly. We have

KID,1 = B
−γ

ID−ID∗ (gIDi h)r

= g
−bγ

ID−ID∗ (ga(ID−ID∗)+γ)r

= gabg−abg
−bγ

ID−ID∗ (ga(ID−ID∗)+γ)r

= gab(ga(ID−ID∗)+γ)
−b

ID−ID∗ (ga(ID−ID∗)+γ)r

= gab(ga(ID−ID∗)+γ)r−
b

ID−ID∗

= gab(gIDi h)r−
b

ID−ID∗ .

Let r̂ = r − b
ID−ID∗ , we have KID,1 = gab(gIDi h)r̂, KID,2 = grB

−1
ID−ID∗ =

gr−
b

ID−ID∗ = gr̂ and KID,3 = Kθ
ID,2 = gr̂θ = gr̂. Hence, the distribution of

(KID,1, KID,2, KID,3) is identical to those generated in the real protocol.

2. Permission Queries. For a permission query on (ID, ID′, C2) where the

only restricts are ID 6= ID∗ and ID′ 6= ID∗, B works as follows.

(a) If ID′ is in D3−i, B chooses r′
R
← Zp and computes

KID′,1 = Bυ(gID3−ih)
r′.

(b) If ID′ is in Di, B chooses r′
R
← Zp and computes

KID′,1 = B
−γ

ID′−ID∗ (gID
′

i h)r
′

.

B chooses t, k, β, ν
R
← Zp and computes Q = KID′,1h

t, F = gk,

P1 =
KID,1

Q · F ν
· gID

′β, P2 = gν and P3 = e(C2, g)
ID′β .

B responds A with RKID→ID′ = (P1, P2, P3, KID,2).

Challenge. A submits two messages M0 and M1 with the equal length. B flips an

unbiased coin with {0, 1} and obtains one bit ω ∈ {0, 1}. B computes

C∗
1 =Mω · Z, C

∗
2 = C and C∗

3 = Cγ .

B responds A with the ciphertext CT ∗ = (C∗
1 , C

∗
2 , C

∗
3).

Phase 2. Phase 1 is repeated.

Guess. The adversary A outputs his guess ω′ on ω. If ω′ = ω, B outputs µ′ = 0;

otherwise B outputs µ′ = 1.
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As shown above, the public parameters, public keys and secret keys generated in

the simulation paradigm are identical to those generated in the real protocol. There-

fore, we can compute the advantage with which B can break the DBDH assumption

as follows.

If µ = 0, CT ∗ = (C∗
1 , C

∗
2 , C

∗
3) is a legal ciphertext of the message Mω. Hence, A

can output ω′ = ω with advantage at least ǫ(ℓ), namely Pr[ω′ = ω|µ = 0] ≥ 1
2
+ ǫ(ℓ).

Since B outputs µ′ = 0 when ω′ = ω, we have Pr[µ′ = µ|µ = 0] ≥ 1
2
+ ǫ(ℓ).

In the case µ = 1, CT ∗ = (C∗
1 , C

∗
2 , C

∗
3) is not a legal ciphertext of the messageMω.

Hence, A can output ω′ 6= ω without any advantage, namely Pr[ω′ 6= ω|µ′ = 1] = 1
2
.

Since B outputs µ′ = 1 when ω′ 6= ω, we have Pr[µ′ = µ|µ = 1] = 1
2
.

Therefore, the advantage with which B can break the DBDH assumption is∣∣1
2
Pr[µ′ = µ|µ = 0] + 1

2
Pr[µ′ = µ|µ = 1]− 1

2

∣∣ ≥ 1
2
× (1

2
+ ǫ(ℓ)) + 1

2
× 1

2
− 1

2
≥ 1

2
ǫ(ℓ).

�

Collusion Attacks. It is difficult to give a formal definition of collusion attacks.

Therefore, we only provide a heuristic proof that our scheme is collusion resistant.

In our scheme, when computing an access permission, O chooses a random number

β
R
← Zp, randomizes his secret key KID,1 by gβ and computes P2 = gν and P3 =

e(C2, g)
ID′β . If R can compromise PSi, they can obtain V = KID,1 · gID

′β =

P1 ·Q · P k
2 . If he can compute KID,1 from V , he can compute Ψ = gβ = ( V

KID,1
)

1
ID′ .

However, this is intractable since the random number β is unknown to the adversary

A.

We demonstrate the computation cost and the communication cost of our scheme

and [THJ08] in Table 4.1 and Table 4.2, respectively. By TH , we denote the time of

running one hash function.

4.5 Chapter Summary

Cloud computing is a distributed system where users in different domains can share

data with others. Identity-based data storage (IBDS) schemes have been proposed

to outsource sensitive data from the owner to an external proxy server. Nevertheless,

there are some drawbacks in the existing schemes in the literature. For example,

they can only support the intra-domain query and the access key is computed with

the help of the PKG. Additionally, the proxy server must be trusted. In this chapter,

we proposed a new IBDS scheme which is suitable to the cloud computing scenario
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as it supports both intra-domain and inter-domain queries. In our scheme, an access

key is bound to not only the requester’s identity but also the requested ciphertext.

Notably, an access key can be computed by the owner independently without any

help of the PKG. For one query, the requester can only access one file of the owner,

instead of all files. Furthermore, our scheme is secure against the collusion attacks.

We proved the IND-CAP security of the proposed scheme in the selective-identity

model.
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Table 4.1: The Computation Cost of Our IBDS scheme
Scheme Setup KeyGen Encryption Query Permission Re-Encryption Decryption

O R
[THJ08] scheme 2Te Te + TH 2Te + Tp + TH 0 3Te + Tp + 3TH 2Te + 2Tp + 2TH Tp 3Tp + 2TH
Our scheme 6Te 5(Te + Tp) 4Te + 3Tp 2Te 5(Te + Tp) 0 2Tp 2(Te + Tp)

Table 4.2: The Communication Cost of Our IBDS scheme
Scheme Setup KeyGen Encryption Query Permission Re-encryption

Intra Inter
PKG→ U O → PS R → PS PS → O PS → O O → PS PS → R

[THJ08] scheme 4EG EG EG + EGτ 0 0 0 2EG + EGτ 2EG + 3EGτ

Our Scheme 9EG 3EG 2EG + EGτ 3EG 3EG + EGτ 5EG + EGτ 3EG + EGτ 5EG + EGτ
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Part II

Personal Information Protection
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Chapter 5

Privacy-Preserving Decentralized
Key-Policy Attribute-based Encryption

In this chapter, we propose a privacy-preserving decentralized key-policy attribute-

based encryption scheme. Parts of this work appeared in [HSMY12c].

5.1 Introduction

In traditional access control schemes [NT94, Sma03], a central authority can de-

termine whether a user can access the sensitive data. We observed the following

drawbacks in these schemes, especially in distributed systems. Firstly, in a large

distributed system, it is a difficult task for the authority to manage numerous users

identities. Secondly, the central authority must be fully trusted. In the scenario

that the authority is malicious, he can impersonate any user without being detected.

Comparatively, in attribute-based access control schemes [SW05, BSW07], users are

identified by their descriptive attributes, instead of their unique identities. Further-

more, a user can share his data with others by specifying an access structure so that

all the users whose attributes satisfy it can access the data without knowing their

identities. Therefore, attribute-based access control schemes are sound primitives to

share data with multiple users without knowing their exact identities. In order to

reduce the trust on the central authority, some distributed access control schemes

are proposed [Cha07, MKE08, LCLS08, LW11, LHC+11]. Although, distributed

attribute-based access control schemes demonstrated lots of metrics, they seldom

consider the privacy of users. Especially, a user’s attributes could be exposed to the

malicious authorities. Thereafter, to provide a sound solution for sharing sensitive

data with multiple users, a distributed attribute-based access control with privacy

preserving scheme should be addressed.

In an open communication environment, such as the Internet, sensitive data must

80
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be encrypted prior to being transmitted. To achieve this, encryption schemes can

be employed to protect the confidentiality of the sensitive data. Nevertheless, tradi-

tional encryption schemes cannot express flexible access policies, and additionally,

the sender must know all the identities (public keys) of the receivers.

5.1.1 Attribute-based Encryption

Introduced by Sahai and Waters [SW05], attribute-based encryption (ABE) is a

more efficient public-key encryption scheme where complex access structures can

be implemented. In an ABE scheme, both a user’s secret key and a ciphertext are

labeled with a set of attributes. An encryptor can encrypt a message under a set of

attributes. Prior to decrypting the ciphertext, the receiver must obtain the secret

(attribute) keys from a trusted party called central authority (CA). The receiver

can decrypt the ciphertext and obtain the data if and only if there is a match

between his secret keys and the attributes listed in the ciphertext. The original

idea of ABE is to construct a fuzzy (error-tolerant) identity-based encryption (IBE)

scheme [Sha84, BF01].

Since its seminal introduction, ABE as an efficient primitive has attracted lots

of attention in the public-key cryptography research community. Essentially, ABE

schemes can be classified into the following two kinds:

• Key-Policy ABE (KP-ABE): In these schemes, a user’s secret key is associated

with an access structure, while a ciphertext is labeled with a set of attributes

[SW05, GPSW06, OSW07, Cha07, CC09].

• Ciphertext-Policy ABE (CP-ABE): In these schemes, a user’s secret key is labeled

with a set of attributes, while a ciphertext is associated with an access structure

[BSW07, CN07, HLR10, LOS+10, Wat11].

An access structure is embedded in a distributed system to control users from

accessing the protected resource. Given a universal set P, we say that an access

structure is monotonic if a subset S ′ ⊆ P satisfies the access structure, then all

subsets S ⊆ P which contain S ′ satisfy the access structure. A (k, n)-threshold

access structure is an access structure where, given a universal set P with |P| = n, a

subset S ⊆ P satisfies the access structure if and only if |S| ≥ k. In an ABE scheme,

an access structure is selected by the authority (in KP-ABE) or the encryptor (in

CP-ABE) to control who can decrypt a ciphertext. For example, in an KP-ABE
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scheme, the authority specifies a (k, n)-threshold access structure and issues secret

keys to users according to this access structure. An encryptor encrypts a message

under k-out-of-n attributes and lists them in the ciphertext. If a user holds a set

of attributes which contains those listed in the ciphertext, he can use his secret key

to decrypt the ciphertext and obtain the message. However, if a user does not hold

the required attributes specified in the ciphertext, he cannot obtain anything about

the plaintext.

The limitation of the original ABE scheme is that it can only express a threshold

access structure. Goyal, Pandey, Sahai and Waters [GPSW06] proposed an ABE

scheme for fine-grained access policy where any monotonic access structure can be

expressed by the access tree technique. In an access tree, there is a tree access

structure where interior nodes consist of AND and OR gates and the leaf nodes

consist of the attributes. Each interior node ω of the tree specifies a threshold

gate (kω, nω), where nω is the number of the children of ω and 0 < kω ≤ nω.

Thereafter, when kω = nω, the gate is an AND gate. When kω = 1, the gate is an

OR gate. If a set of attributes satisfies the tree access structure, the corresponding

secret keys can be used to reconstruct the secret embedded in the vertex of the tree.

Subsequently, Ostrovsky, Sahai and Waters [OSW07] proposed an ABE scheme with

a non-monotonic access structure where a secret key is labeled with a set of attributes

including not only the positive but also the negative attributes. Comparatively, an

ABE scheme with a non-monotonic access structure can express more complicated

access structures.

The first CP-ABE scheme was proposed by Bethencourt, Sahai and Waters

[BSW07], and was proven to be secure in the generic group model. In contrast

with a KP-ABE scheme, the access structure in a CP-ABE scheme is determined

by the encryptor, instead of the CA. Therefore, the encryptor can decide who can

decrypt the ciphertext; while, this is decided by the CA in a KP-ABE scheme.

Cheung and Newport [CN07] proposed another CP-ABE scheme and reduced the

difficulty of breaking their scheme to the DBDH assumption. Both these CP-ABE

schemes can only express a threshold access structure. Waters [Wat11] proposed a

more generic CP-ABE scheme where any access structure can be expressed by using

the linear secret sharing scheme (LSSS) technique [Bei96].

Attrapadung and Imai proposed a dual-policy ABE scheme [AI09] which com-

bines a KP-ABE scheme with a CP-ABE scheme. In this scheme, two access struc-

tures are exploited. One is for the objective attributes labeled in the ciphertext,
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and the other is for the subjective attributes held by the users. However, there is

only one access structure in both a KP-ABE scheme and a CP-ABE scheme.

Rial and Preneel [RP10] proposed a blind key extract protocol for the centralized

ABE scheme [BSW07]. Hence, this scheme is a blind centralized ABE scheme.

An ABE scheme should be secure against the collusion attacks [SW05], namely

no group of users can combine their secret keys to decrypt a ciphertext which none

of them can decrypt by himself. The most common technique used to prevent

the collusion attacks is randomization. The central authority randomizes a user’s

secret key by selecting a random number [OSW07, CN07] or a random polynomial

[SW05, Cha07, CC09].

ABE has been used as a building block to express flexible access structures in

practical systems, such as distributed systems [YRL11], data outsourcing systems

[HN11] and cloud computing [YWRL10].

5.1.2 Multiple-Authority Attribute-based Encryption

In their seminal work [SW05], Sahai and Waters left an open question that whether it

is possible to construct an ABE scheme where a user’s secret key can come from mul-

tiple authorities. Chase [Cha07] answered this question affirmatively by proposing a

multi-authority KP-ABE scheme. In this scheme, there are multiple authorities, one

of those is called CA. The CA knows all the secret keys of the other authorities. A

user needs to obtain secret keys from all these authorities. Being different from one

authority ABE schemes, it is hard to resist collusion attacks in a multi-authority

ABE scheme. Especially, if the multiple authorities can work independently, the

scheme is subject to this attack. Chase [Cha07] overcame this problem by intro-

ducing a global identifier (GID) to a multi-authority ABE scheme. All authorities

tie a user’s secret keys to his GID. In order to let the ciphertext be independent

of the user’s GID, the CA must compute a special secret key for the user using his

secret key and the other authorities’ secret keys. Although this scheme is not a

decentralized ABE scheme, Chase made an important step from one authority ABE

to multi-authority ABE.

Lin, Cao, Liang and Shao [LCLS08] proposed a multi-authority ABE scheme

without a central authority based on the distributed key generation (DKG) protocol

[GlJK+99] and the joint zero secret sharing (JZSS) protocol [GJKR01]. At the

system setup phase, the multiple authorities must collaboratively execute the DKG
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protocol and the JZSS protocol twice and k times, respectively, where k is the degree

of the polynomial selected by each authority. Each authority must maintain k + 2

secret keys. This scheme is k-resilient, namely the scheme is secure if and only if the

number of the colluding users is no more than k which is determined at the system

setup phase.

Müller, Katzenbeisser and Eckert [MKE08] proposed a distributed CP-ABE

scheme, where the pairing operations executed by the decryption algorithm are

constant. This scheme was proven to be secure in the generic group [BSW07], in-

stead of reducing to a complexity assumption. Furthermore, there must be a central

authority to generate the global key and issues secret keys to users.

Chase and Chow proposed another multi-authority KP-ABE scheme [CC09]

which improved the previous scheme [Cha07] and removed the need of the CA.

Notably, they also addressed the privacy issue. In the previous multi-authority

ABE schemes [Cha07, LCLS08], a user must submit his GID to each authority to

obtain the corresponding secret keys. This will risk the user being traced by a group

of corrupted authorities. Chase and Chow provided an anonymous key distribution

protocol for the GID, where the 2-party secure computation technique is employed.

As a result, a group of authorities cannot cooperate to collect a user’s attributes

by tracing his GID. However, the multiple authorities must interact to setup the

system. Each pair of authorities must execute a 2-party key exchange protocol

to share the seeds of the selected pseudorandom functions (PRF) [NPR99]. This

scheme is (N − 2)-tolerant, namely the scheme is secure if and only if the number

of the compromised authorities is no more than N − 2, where N is the number of

the authorities in the system. The security of this scheme was reduced to DBDH

assumption and non-standard complexity assumption (q-decisional Diffie-Hellman

inverse (q-DDHI)). Chase and Chow also left an open challenging research problem

that how to construct a privacy-preserving multi-authority ABE scheme without the

need of cooperations among the authorities.

Lekwo and Waters [LW11]proposed a new multi-authority ABE scheme called

decentralizing CP-ABE. This scheme improved the previous multi-authority ABE

schemes that require collaborations among multiple authorities to setup the system.

In this scheme, no cooperation between the multiple authorities is required in the

setup phase and the key generation phase, and there is no central authority. Note

that an authority in this scheme can join or leave the system freely without the

necessity to re-initialize the system. The scheme was designed in the composite
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order (N = p1p2p3) bilinear group, and achieves full (adaptive) security in the

random oracle model. They also pointed out two methods to create a prime order

group variant of their scheme. Unfortunately this scheme is not efficient [Wat11].

Furthermore, a user’s attributes can be collected by tracing his GID.

Liu, Cao, Huang, Wong and Yuen [LCH+11] proposed a fully secure multi-

authority CP-ABE scheme in the standard model. Their scheme was based on the

CP-ABE scheme [LOS+10]. In their scheme, multiple central authorities and at-

tribute authorities co-exist. The central authorities distribute identity-related keys

to users and the attribute authorities issue attribute-related keys to users. Prior to

obtaining attribute keys from the attribute authorities, a user must obtain secret

keys from the multiple central authorities. This multi-authority ABE scheme was

designed in the composite order (N = p1p2p3) bilinear group.

Li et al. [LHC+11] proposed a multi-authority cipher-policy ABE scheme with

accountability, where the anonymous key issuing protocol [CC09] was exploited. In

their scheme, a user can only obtain secret keys anonymously from N−1 authorities;

while he can be traced when he shares his secret keys with others. Unfortunately, the

multiple authorities must initialize the system interactively. Their scheme relied on

DBDH assumption, decisional linear (DLIN) assumption and q-DDHI assumption.

5.1.3 Our Contribution

We answered the question left by Chase and Chow [CC09] affirmatively by designing

a decentralized KP-ABE scheme with a privacy-preserving key extraction protocol.

In our scheme, multiple authorities can perform independently without any cooper-

ation and a central authority. A user’s GID is used to tie all his secret keys together,

while no group of corrupted authorities can pool the user’s attributes by tracing it.

Our scheme is (N − 1)-tolerant for the authorities, where N is the number of the

authorities in the system. Our scheme is based on standard complexity assump-

tion (DBDH), instead of any non-standard complexity assumptions (e.g., q-DDHI).

To the best of our knowledge, it is the first decentralized KP-ABE scheme with

privacy-preserving that is based on merely a standard assumption.
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5.1.4 Chapter Organization

We review the formal definitions and security models for privacy-preserving decen-

tralized KP-ABE in Section 5.2. In Section 5.3, we propose a privacy-preserving

decentralized ABE scheme and prove its security. Finally, Section 5.4 summarizes

this chapter.

5.2 Formal Definitions and Security Models

In this section, we introduce the formal definitions and security models of decentral-

ized KP-ABE and privacy-preserving key extraction.

5.2.1 Decentralized Key-Policy Attribute-Based Encryption

A decentralized KP-ABE scheme is defined as follows:

Global-Setup(1ℓ) → params. The global setup algorithm takes as input 1ℓ and

outputs the public parameters params.

Authority-Setup(1ℓ) → (SKi, PKi,Ai). The authority setup algorithm takes as

input 1ℓ, and outputs a secret-public key pair KG(1)ℓ → (SKi, PKi) and an

access structure Ai for the authority Ai, where i = 1, 2, · · · , N .

KeyGen(params,GID,Ai
GID, SKi)→ SKi

U . The key generation algorithm takes as

input the public parameters params, a global identifier GID, a set of attributes

Ai
GID and the authority’s secret key SKi, and outputs a secret key SKi

U for a

user U with identifier GID, where Ai
GID = AGID

⋂
Ãi, AGID and Ãi denote

the attributes corresponding to the GID and monitored by Ai, respectively.

Enc(params,AC ,M) → CT . The encryption algorithm takes as input the public

parameters params, a set of attributes AC and a message M , and outputs a

ciphertext CT , where AC = {A1
C ,A

2
C, · · · ,A

N
C } and Ai

C = AC

⋂
Ãi.

Dec(params,GID, {SKi
U}i∈IC , CT ). The decryption algorithm takes as input the

public parameters params, the global identifier GID, the secret keys {SKi
U}i∈IC

and the ciphertext CT , and outputs the message M , where IC is the index set

of the authorities Ai such that Ai
C 6= {φ}.
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Definition 5.1 We say that a decentralized key-policy attribute-based encryption

scheme is correct if

Pr




Global− Setup(1ℓ)→ params;

Dec(params,GID, Authority − Setup(1ℓ)→ (SKi, PKi,Ai);

{SKi
U}i∈IC , CT ) KeyGen(params,GID,Ai

GID, SKi)→ SKi
U ;

=M Enc(params,AC,M)→ CT ;

{AGID

⋂
Ãi ∈ Ai}i∈IC ,




= 1

where the probability is taken over the random coins consumed by all algorithms in

the scheme.

5.2.2 Security Model for Decentralized Key-Policy Attribute-

based Encryption

As far as the security of ABE schemes are concerned, there are two security models:

selective-set model [GPSW06] and full security model [BSW07]. In the selective-set

model, an adversary must submit a set of attributes which he wants to be challenged

with prior to obtaining the public parameters. This limitation is not required in

the full security model. All previous ABE schemes were proven in the selective-

set model, except [BSW07] and [LOS+10]. Bethencourt, Sahai and Waters [BSW07]

proposed the full security model, and proved their scheme in the generic group model.

Lewko et al. [LOS+10] first proposed an ABE scheme which is fully secure and can be

reduced to the subgroup decision assumptions in composite order bilinear groups.

They proved their scheme using the dual system encryption technology [Wat09].

Before the proof, two additional algorithms are constructed, namely semi-functional

key algorithm and semi-functional ciphertext algorithm.

Our security model on the decentralized KP-ABE schemes is similar to that

proposed in [Cha07, CC09], which is known as the selective-set model. This model

is defined by the following game executed between a challenger C and an adversary

A:

Initialization. A submits a set of attributes AC which he wants to be challenged

with and a list of corrupted authorities CA, where |CA| < N . There should

exist at least one authority A such that AC

⋂
Ã does not satisfy the access

structure specified by A.
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Global-Setup. C runs the Global-Setup(1ℓ) algorithm to generate the public param-

eters params, and responds A with params.

Authority-setup.

1. For the authoritiesAi ∈ CA, C sends the secret-public key pair (SKi, PKi)

and the access structure Ai to A.

2. For the authorities Ai /∈ CA, C sends the public key PKi and the access

structure Ai to A.

Phase 1. A can adaptively query secret keys for sets of attributes AGID1,AGID2,

· · · ,AGIDq1
, where the only constraint is AC * AGIDi

for i = 1, 2, · · · , q1. C

responses A with KeyGen(params,GIDi,A
i
GID, SKj) for j = 1, 2, · · · , N .

Challenge. A submits two messages M0 and M1 with equal length. C flips an

unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. C computes CT ∗ =

Enc(params, AC ,Mb) and responds A with CT ∗.

Phase 2. A can adaptively query secret keys for sets of attributesAGIDq1+1 ,AGIDq1+2,

· · · ,AGIDq . Phase 1 is repeated.

Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 5.2 We say that a decentralized key-policy attribute-based encryption

scheme is (T, q, ǫ) secure in the selective-set model if no PPT adversary A making

at most q secret key queries can win the game with the advantage

AdvDKP−ABE
A =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ > ǫ(ℓ)

in the selective-set model.

5.2.3 Privacy-Preserving Decentralized KP-ABE

A privacy-preserving decentralized KP-ABE scheme has the same algorithms Global-

Setup, Authority-Setup, Enc and Dec with a decentralized KP-ABE scheme. The

only difference is that the algorithm KeyGen in the decentralized KP-ABE scheme

is replaced by the algorithm BlindKeyGen. In a privacy-preserving decentralized

KP-ABE scheme, the authorities do not know a user’s GID nor can cause failures

using the information of the GID. This concept is derived from blind IBE schemes

[GH07, CKRS09]. The algorithm BlindKeyGen is defined as follows:
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BlindKeyGen(U(params, PKi, GID, decom)↔ Ai( params, SKi, PKi,Ai, com))→

(SKi
U , empty). In this interactive algorithm, a user U runs the commitment

algorithm Commit(params,GID) → (com, decom) and sends com to the au-

thority Ai. Then, U and Ai take as input (params,GID, PKi, decom) and

(params, SKi, PKi,Ai, com), respectively. If Decommit(params,GID, com,

decom)→ 1, this algorithm outputs a secret key SKi
U for U and empty for Ai,

respectively; otherwise it outputs error messages (⊥,⊥) for both U and Ai.

A sound algorithm BlindKeyGen should satisfy the following two properties: leak-

freeness and selective-failure blindness [GH07, CKRS09]. Leak-freeness requires

that, by executing the algorithm BlindKeyGen with a honest authority, a malicious

user cannot obtain anything which he cannot obtain by executing the algorithm

KeyGen with the honest authoritiy. Selective-failure blindness requires that a mali-

cious authority cannot know anything about the user’s GID and cause the algorithm

BlindKeyGen to selectively fail depending on the user’s GID. These two properties

are formally defined by the following two games.

Leak-freeness. This game is defined by a real experiment and an ideal experiment:

Real Experiment: Runs Setup(1ℓ)→ params and Authority-Setup(1ℓ)→ (SKi, PKi,

Ai). As many times as the distinguisher D wants, a malicious user U∗ chooses a

GID∗ and executes BlindKeyGen with an authorityAi: BlindKeyGen(U∗(params,

PKi, GID
∗, decom)↔ Ai(params, SKi, PKi,Ai, com)).

Ideal Experiment: Runs Setup(1ℓ)→ params and Authority-Setup(1ℓ)→ (SKi, PKi,

Ai). As many times as the distinguisher D wants, the simulator Û∗ chooses

a GID∗ and queries a trusted party to obtain the output of the algorithm

KeyGen(GID,Ai
GID, SKi) if Decommit(params,GID, com, decom) → 1, and

⊥ otherwise.

Definition 5.3 We say that an algorithm BlindKeyGen(U(⊞) ↔ Ai(⊡)) associated

with a decentralized KP-ABE scheme
∏

=(Global-Setup, Authority-Setup, KeyGen,

Encr, Dec) is leak-free if for all PPT adversaries U∗, there exists an efficient simula-

tor Û∗ such that for the security parameter ℓ, no efficient distinguisher D can distin-

guish whether U∗ is executing Real Experiment or Ideal Experiment with non-negligible

advantage, where ⊞ = (params, PKi, GID, decom) and ⊡ = ( params, SKi, PKi,

Ai, com).
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Selective-failure Blindness. This game is defined as follows:

1. The malicious authority A∗
i outputs his public key PK∗

i and a pair of global

identifiers (GID0, GID1).

2. A random bit b ∈ {0, 1} is selected randomly.

3. A∗
i is given the two commitments comb = Commit(params,GIDb) and com1−b =

Commit(params,GID1−b), and can black-box access the two oracles U(params,

PKi, GIDb, comb) and U(params, PKi, GID1−b, com1−b).

4. The algorithm U generates secret keys SKi
U ,b forGIDb and SK

i
U ,1−b forGID1−b,

respectively.

5. If SKi
U ,b 6=⊥ and SKi

U ,1−b 6=⊥, A
∗
i is given (SKi

U ,b, SK
i
U ,1−b). If SK

i
U ,b 6=⊥ and

SKi
U ,1−b =⊥, A∗

i is given (ǫ,⊥). If SKi
U ,b =⊥ and SKi

U ,1−b 6=⊥, A
∗
i is given

(⊥, ǫ). If SKi
U ,b =⊥ and SKi

U ,1−b =⊥, A
∗
i is given (⊥,⊥).

6. Finally, A∗
i outputs his guess b′ on b.

Definition 5.4 We say that an algorithm BlindKeyGen(U(⊞) ↔ Ai(⊡)) associated

with a decentralized KP-ABE scheme
∏

=(Global Setup, Authority Setup, KeyGen,

Enc, Dec) is selective-failure blind if no PPT adversary A∗
i can win the game with

the advantage

AdvSFB
A∗

i
=

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ > ǫ(ℓ)

in the above model, where ⊞ = (params, PKi, GID, decom) and ⊡ = ( params, SKi,

PKi,Ai, com).

Definition 5.5 We say that a privacy-preserving decentralized KP-ABE scheme
∏̃

=(Global-Setup, Authority-Setup, BlindKeyGen, Enc, Dec) is secure in the selective-

set model if and only if: (1)
∏

=(Global-Setup, Authority-Setup, KeyGen, Enc, Dec)

is a secure decentralized KP-ABE scheme in the selective-set model; and (2) the

algorithm BlindKeyGen is leak-free and selective-failure blind.
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5.3 Privacy-Preserving Decentralized Key-Policy

Attribute-based Encryption

In this section, we first propose a decentralized KP-ABE scheme and prove its

security. Then, a privacy-preserving key extraction protocol for the proposed de-

centralized KP-ABE is constructed.

In our privacy-preserving decentralized KP-ABE scheme, a user executes a 2-

party secure computation protocol with an authority to possess his secret keys. As

a result, the user can obtain his secret key without releasing anything about his

identifier to the multiple authorities. As pointed in [CC09], an anonymous creden-

tial system [Cha85, CL02] can be used by a user to convince the authorities that

he holds the corresponding attributes without revealing his identifier to them. In

an anonymous credential system, a user can prove that he has obtained a creden-

tial anonymously. Furthermore, the user can interact with different partners using

different pseudonyms [LRSW99] such that no partner can link the pseudonyms to

the same user. Meanwhile, the user can convince a partner that he has obtained

multiple credentials which correspond to the same identifier without releasing his

identifier. Hence, this technique can be embedded in our scheme to allow a user to

convince the authorities that he hold the corresponding attributes without revealing

his identifier to them.

5.3.1 Decentralized Key-Policy Attribute-based Encryption

Our decentralized KP-ABE scheme is described in Figure 5.1. This idea is inspired

by the IBE schemes [BB04a, Wat05] and the multi-authority ABE schemes [Cha07,

CC09, LW11].

Overview. Suppose that there are N authorities: A1, A2, · · · , AN . Ai manages a set

of attributes Ãi = {ai,1, ai,2, · · · , ai,ni
} and specifies a (ki, ni)-threshold access struc-

ture Ai for i = 1, 2, · · · , N . Ai generates a secret-public key pair ((αi, βi), (Yi, Zi))

and publishes (Yi, Zi). For each attribute ai,j ∈ Ãi, Ai generates a secret-public

key pair (ti,j, Ti,j) and publishes Ti,j . The secret keys and public keys of Ai are

(αi, βi, {ti,j}ai,j∈Ãi
) and (Yi, Zi, {Ti,j}ai,j∈Ãi

), respectively. To issue secret keys to

a user U with a set of attributes AU , Ai chooses a random number ri
R
← Zp and

computes Di by using ri, his secret keys (αi, βi) and U ’s identifier u. Hence, U ’s

identifer u is tied to all his secret keys. Di is used to protect against the collusion
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attacks. Otherwise, two users with identifier u1 and u2 can combine their secret

keys from Ai and Aj together. Ai chooses a (ki − 1)-degree polynomial pi(x) with

pi(0) = ri. For each attribute ai,j ∈ AU

⋂
Ãi, Ai computes a secret key Di,j by

using the value pi(ai,j) and ti,j. To encrypt a message M ∈ Gτ under a set of

attributes AC = {A1
C ,A

2
C, · · · ,A

N
C } where Ai

C = AC

⋂
Ãi for i = 1, 2, · · · , N , a

random number s
R
← Zp is chosen to hide M in C1 = M ·

∏
i∈IC

e(g, g)sαi. The

ciphertext is CT = (C1, C2, C3, {Ci,j}ai,j∈AC
), where {Ci,j}ai,j∈AC

are computed by

using s and the public keys {Ti,j}ai,j∈AC
. If a user holds the attributes listed in the

ciphertext, he can use his secret keys Di and C2 to compute E =
∏

i∈IC
e(Di, C2) =∏

i∈IC
e(g, g)sαi

∏
i∈IC

e(g, h)sri
∏

i∈IC
e(g, h1)

usβi, use {Di,j}ai,j∈AC
and {Ci,j}ai,j∈AC

to reconstruct the exponential ri, and compute Fi =
∏

i∈IC
e(g, h)sri. Using C3 and

his identifier u, U can compute V =
∏

i∈IC
e(g, h1)

usβi. Consequently, U can obtain
∏

i∈IC
e(g, g)sαi by removing

∏
i∈IC

Fi and V from E. Finally, U can obtain M by

removing
∏

i∈IC
e(g, g)sαi from C1.

Correctness. We have

E =
∏

i∈IC

e(Di, C2)

=
∏

i∈IC

e(gαihrihuβi
1 , gs)

=
∏

i∈IC

e(g, g)sαi

∏

i∈IC

e(g, h)sri
∏

i∈IC

e(g, h1)
usβi,

V = e(C3, h
u
1) =

∏

i∈IC

e(g, h1)
usβi,

and

Fi =
∏

ai,j∈Ai
C

e(Ci,j, Di,j)
∆

ai,j ,A
i
C
(0)

=
∏

ai,j∈Ai
C

e(gsti,j , h
pi(ai,j)

ti,j )
∆

ai,j ,A
i
C
(0)

=
∏

ai,j∈Ai
C

e(g, h)
spi(ai,j )∆ai,j ,A

i
C
(0)

= e(g, h)
s
∑

ai,j∈Ai
C

pi(ai,j)∆ai,j ,A
i
C
(0)

= e(g, h)sri.
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Global-Setup. This algorithm takes as input 1ℓ and outputs a bilinear group
GG(1ℓ)→ (e, p,G,Gτ ) where e : G×G→ Gτ and p is a prime number.
Let g, h, and h1 be the generators of G.

Suppose that there are N authorities: A1, A2, · · · , AN . Ai monitors a set
of attributes Ãi = {ai,1, ai,2, · · · , ai,ni

} for i = 1, 2, · · · , N . Let the set of

universal attributes U =
⋃N

i=1 Ãi.

Authority-Setup. Ai generates a secret-public key pair KG(1ℓ) → (αi, βi,
Yi, Zi), where Yi = e(g, g)αi and Zi = gβi. For each ai,j ∈ Ãi, it

chooses ti,j
R
← Zp, and computes Ti,j = gti,j . The public keys and

secret keys of Ai are PKi = {Yi, Zi, Ti,1, Ti,2, · · · , Ti,ni
} and SKi =

{αi, βi, ti,1, ti,2, · · · , ti,ni
}, respectively, for i = 1, 2, · · · , N . Ai specifies

an (ki, ni)-threshold access structure Ai, where ki ≤ ni.

KeyGen. Suppose that a user U has a global identifier u ∈ Zp and a set of
attributes AU . To generate a key for an attribute ai,j ∈ Ãi

⋂
AU , Ai

selects ri
R
← Zp and a (ki − 1)-degree polynomial pi(x)

R
← Zp[x] with

pi(0) = ri, and computes

Di = gαihrihuβi
1 and {Di,j = h

pi(ai,j)

ti,j }ai,j∈Ai
U

where Ai
U = AU

⋂
Ãi, for i = 1, 2, · · · , N . The secret key for U is

SKU = (Di, {Di,j}ai,j∈Ai
U
) .

Encryption. To encrypt a messageM ∈ Gτ , this algorithm takes as input a set

of attributes AC = {A1
C ,A

2
C, · · · ,A

N
C } and a random number s

R
← Zp,

and outputs a ciphertext as follows

C1 =M ·
∏

i∈IC

e(g, g)αis, C2 = gs, C3 =
∏

i∈IC

gβis, {Ci,j = T s
i,j}ai,j∈AC

where Ai
C = AC

⋂
Ãi and IC is the index set of the authorities Ai such

that Ai
C 6= {φ}, for i = 1, 2, · · · , N .

Decryption. To decrypt a ciphertext CT = (C1, C2, C3, {Ci,j}ai,j∈AC
), U

computes

E =
∏

i∈IC

e(Di, C2), V = e(C3, h
u
1),

Fi =
∏

ai,j∈Ai
C

e(Ci,j , Di,j)
∆

ai,j ,A
i
C
(0)
(i ∈ IC)

and

M = C1 ·
V ·
∏

i∈IC
Fi

E

Figure 5.1: Decentralized Key-Policy Attribute-based Encryption
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Therefore,

C1 ·
V ·
∏

i∈IC
Fi

E
= M ·

∏
i∈IC

e(g, g)sαie(g, h1)
usβie(g, h)sri∏

i∈IC
e(g, g)sαie(g, h)srie(g, h1)usβi

= M

Theorem 5.1 Our decentralized key-policy attribute-based encryption scheme is (T,

q, ǫ(ℓ))-secure against chosen plaintext attacks (or IND-CPA) in the selective-set

model if the (T ′, ǫ′(ℓ)) decisional bilinear Diffie-Hellman assumption holds in (e, p,G,

Gτ ), where

T ′ = T +Θ(T ) and ǫ′(ℓ) =
1

2
ǫ(ℓ).

Proof: Suppose that there exists a PPT adversary A who can (T, q, ǫ(ℓ)) break our

decentralized KP-ABE scheme, we can construct an algorithm B that can use A to

break the DBDH assumption as follows.

The challenger C generates a bilinear group GG(1ℓ) → (e, p,G,Gτ ). Let g

be a generator of G. He flips an unbiased coin µ with {0, 1}. If µ = 0, he

sends (A,B,C, Z) = (ga, gb, gc, e(g, g)abc) to B. Otherwise, he sends (A,B,C, Z) =

(ga, gb, gc, e(g, g)z) to B, where z
R
← Zp. B will output his guess µ′ on µ.

Initialization. A submits a set of attributes AC = {A1
C ,A

2
C, · · · , A

N
C } which he

wants to be challenged with and a list of corrupted authorities CA. Suppose

that AC is mapped to a user with the global identifier u∗.

Global-Setup. B selects γ, η
R
← Zp, and sets h = Agγ and h1 = gη. B sends

(e, p,G,Gτ , g, h, h1) to A.

Authority-Setup. There should be at least one authority A /∈ CA where A can

only query secret keys for the attributes in AC less than the specified thresh-

old value. Suppose that A specifies an (k, n)-threshold access structure and

|AC

⋂
Ã| = k − 1, where Ã denotes the set of attributes monitored by A.

1. For the authority Ak ∈ CA, B selects vk, βk, wk,j
R
← Zp, and sets:

Yk = e(g, g)vk , Zk = gβk and {Tk,j = gwk,j}ak,j∈Ãk
.

This implies that the secret key for Ak ∈ CA is (vk, βk, wk,j). B responds

A with (vk, βk, wk,j) and (Yk, Zk, Tk,j).
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2. For the authority Ak /∈ CA and Ak 6= A, B selects vk, βk, wk,j
R
← Zp, and

sets:

Yk = e(g, g)bvk , Zk = gβk , {Tk,j = gwk,j}ak,j∈AC
⋂

Ãi

and

{Tk,j = hwk,j = g(a+γ)wk,j}ak,j∈Ãi−AC
.

This implies that the secret key for Ak /∈ CA is (bvk, βk, wk,j). B responds

A with (Yk, Zk, Tk,j).

3. For the authority A, B selects wj, β
R
← Zp, and sets

Y = e(g, g)ab
∏

Ak /∈CA

e(g, g)−vkb
∏

Ak∈CA

e(g, g)−vk ,

Z = gβ, {Tj = gwj}aj∈AC
⋂

Ã

and

{Tj = hwj = g(a+γ)wj}aj∈Ã−AC
.

This implies that the secret key for A is (v, β, ωj), where v = ab −
∑

Ak /∈CA
vkb−

∑
Ak∈CA

vk. B responds A with (Y, Z, Tj).

Phase 1. For a secret key query on a global identifier u′ with a set of attributes

AU ′ where AC * AU ′, B works as follows.

1. For Ak ∈ CA, B can use (vk, βk, wk,j) to compute secret keys for ak,j ∈

Ãk

⋂
AU ′.

2. For Ak /∈ CA and Ak 6= A, B selects rk
R
← Zp and a random (kk−1)-degree

polynomial pk(x)
R
← Zp[x] with pk(0) = rk. It computes

Dk = Bvkhrkhu
′βk

1 .

(a) If ak,j ∈ AC

⋂
Ãk, it computes

Dk,j = h
pk(ak,j)

wk,j .

(b) If ak,j ∈ Ãk −AC , it computes

Dk,j = h
pk(ak,j)

(a+γ)wk,j = g
pk(ak,j)

wk,j .
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3. For A, it chooses r, e1, e2, · · · , ek−1
R
← Zp, and computes

D = B−γhrhu
′β

1

∏

Ak /∈CA

B−vk
∏

Ak∈CA

g−vk .

(a) If aj ∈ AC

⋂
Ã, it computes

Dj = h
ej
wj .

(b) If aj ∈ Ã−AC , it computes

Dj = (grB−1)
∆0,S(aj)

wj

k−1∏

i=1

g
ei∆i,S(aj)

wj

where S = (AC

⋂
Ã)
⋃
{0}.

We claim that D and Dj are correctly distributed.

D = B−γhrhu
′β

1

∏

Ak /∈CA

B−vk
∏

Ak∈CA

g−vk

= g−bγ(gagγ)rhu
′β

1 g−(
∑

Ak /∈CA
bvk+

∑
Ak∈CA

vk)

= (gagγ)−bgab(gagγ)rhu
′β

1 g−(
∑

Ak /∈CA
bvk+

∑
Ak∈CA

vk)

= gab(gagγ)r−bhu
′β

1 g−(
∑

Ak /∈CA
bvk+

∑
Ak∈CA

vk)

= gab−(
∑

Ak /∈CA
bvk+

∑
Ak∈CA

vk)hr−bhu
′β

1 .

Let r′ = r − b, we have

D = gab−(
∑

Ak /∈CA
bvk+

∑
Ak∈CA

vk)hr
′

hu
′β

1 .

By selecting e1, e2, · · · , ek−1, B implicitly defines a (k − 1)-degree polynomial

p(x) ∈ Zp[x], such that p(0) = r′ and p(i) = ei. So, B can compute any value

of p(x) by interpolation as follows:

p(x) = r′∆0,S(x) +
k−1∑

i=1

ei ·∆i,S(x),

where S = (AC

⋂
Ã)
⋃
{0}.

Hence, for aj ∈ Ã−AC ,
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Dj = h
p(aj)

(α+γ)wj = g
p(aj)

wj = g
r′∆0,S(aj)

wj

k−1∏

i=1

g
ei·∆i,S(aj)

wj

= (grB−1)
∆0,S(aj)

wj

k−1∏

i=1

g
ei·∆i,S(aj)

wj .

Challenge. A submits two messages M0 and M1 with equal length. B flips an

unbiased coin with {0, 1}, and obtains one bit ω ∈ {0, 1}. B computes

C1 = Z ·Mω, C2 = C, C3 =
∏

i∈IC

Cβi, Ci,j = {C
wi,j}ai,j∈AC

.

B responds A with the challenged ciphertext CT ∗ = (C1, C2, C3, {Ci,j}ai,j∈AC
).

So, CT ∗ is a valid ciphertext of Mω with correct distribution whenever Z =

e(g, g)abc.

Phase 2. Phase 1 is repeated.

Guess. A outputs his guess ω′ on ω. If ω′ = ω, B outputs µ′ = 0; otherwise B

outputs µ′ = 1.

As shown above, the public parameters and the secret keys created in the sim-

ulation paradigm are identical to those in the real protocol. Now, we compute the

advantage with which B can break the BDDH assumption.

If µ = 0, (C1, C2, C3, {Ci,j}ai,j∈AC
) is a correct ciphertext of Mω. Therefore, A

can output ω′ = ω with the advantage at least ǫ(ℓ), namely Pr[ω′ = ω|µ = 0] ≥
1
2
+ ǫ(ℓ). Since B outputs µ′ = 0 when ω′ = ω, we have Pr[µ′ = µ|µ = 0] ≥ 1

2
+ ǫ(ℓ).

If µ = 1, A cannot get any information about ω. Hence, A can output ω′ 6= ω

with no advantage, namely Pr[ω′ 6= ω|µ = 1] = 1
2
. Since B outputs µ′ = 1 when

ω′ 6= ω, we have Pr[µ′ = µ|µ = 1] = 1
2
.

Therefore, the advantage with which A can break the BDDH assumption is∣∣1
2
Pr[µ′ = µ|µ = 0] + 1

2
Pr[µ′ = µ|µ = 1]− 1

2

∣∣ ≥ 1
2
× (1

2
+ ǫ(ℓ)) + 1

2
× 1

2
− 1

2
≥ 1

2
ǫ(ℓ).

�

We compare our scheme with other multi-authority schemes in Table 5.1 and

Table 5.2. By |U|, |AU | and |AC |, we denote the number of the universal attributes,

the attributes held by a user U and the attributes required by a ciphertext, respec-

tively. IU and IC denote the index set of the authorities such that Ai
U 6= {φ} and
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Ai
C 6= {φ}, respectively. N denotes the number of the authorities in the systems.

By d, we denote the number of the central authorities in [LCH+11].

Collusion Resistance. To be secure against the collusion attacks, a user’s identifier

u is bound with his secret keys and the second secret keys of the authorities so that

his secret keys can be tied together. When encrypting a message, all the second

public keys of the authorities Ai with i ∈ IC are aggregated and randomized by the

value s. Hence, only the secret keys generated for the same identifier can be used to

decrypt the ciphertext. The secret keys of different identifiers cannot be combined

as C3 cannot be split by the malicious users. Suppose that IC = IC′

⋃
IC′′ and

two users U1 and U2 obtain secret keys for the attributes which satisfy the access

structures specified by the authorities with the indexes in IC′ and IC′′, respectively.

If they cooperate to decrypt the ciphertext, they must compute C ′
3 =

∏
i∈IC′

gβis

and C ′′
3 =

∏
i∈Ic′′

gβis. Unfortunately, both C ′
3 and C ′′

3 cannot be obtained from C3

as the exponent s is unknown.

Fine-Grained Access control. In our decentralized KP-ABE scheme, a threshold

access structure can be implemented. In order to express any access structure, we

exploit the access tree technique introduced by Goyal, Pandey, Sahai and Waters

[GPSW06]. Let T be a tree which specifies an access structure, and defines an

ordering between the children of every node τ from 1 to nτ , where nτ denotes the

number of the children of the node τ . Each non-leaf node in T represents a threshold

gate which consists of the number of its children nτ and a threshold value kτ with

1 ≤ kτ ≤ nτ . When kτ = 1, the threshold gate is an OR gate. While, if kτ = nτ , the

threshold gate is an AND gate. Furthermore, each leaf node in T is labeled with

an attribute and a threshold value kτ = 1. Given an access structure, a polynomial

pτ (x) ∈ Zp[x] is selected for each node in T following the way in a top-down manner.

Beginning from the root node ̺, set the degree dτ of the polynomial to be kτ − 1.

In our case, we can set p̺(0) = ri for the authority Ai. For other nodes in T , we

can set qτ (0) = qparent(τ)(index(τ)), where parent(τ) denotes the parent node of τ ,

and index(τ) denotes the number labeled to the node τ .

5.3.2 Privacy-Preserving Key Extract Protocol

A privacy-preserving key extract protocol for the proposed decentralized KP-ABE

is described in Figure 5.2.
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U(params, PKi, u) Ai(params, PKi, SKi,Ai)

1. Chooses z, ρ1
R
← Zp, and

Computes T = gzhu1 , P1 = hρ1 .
Let

∑
1 denote the proof:

PoK{(z, u, ρ1) : T = gzhu1∧

P1 = hρ1}
T,P1,

∑
1−−−−−→ 2. Chooses ri, ρ2

R
← Zp and pi(x)

R
← Zp[x] with pi(0) = ri, and

computes P2 = hρ2 , D̃i =

gαi(P1P2)
riT βi, D1

i,j = (P2)
pi(ai,j )

ti,j ,

and D2
i,j = h

pi(ai,j)

ti,j . Let
∑

2

denote the proof:

PoK{(αi, βi, ri, ρ2) : D̃i =
gαi(P1P2)

riT βi ∧ P2 = hρ2 ∧D1
i,j

= (P2)
pi(ai,j)

ti,j ∧D2
i,j = h

pi(ai,j)

ti,j ∧
∏

ai,j∈Ai
U
e(Ti,j, D

2
i,j)

∆
ai,j ,A

i
U
(0)

=
P2,D̃i,

∑
2←−−−−−

D1
i,j , D2

i,j

e(g, h)ri}

3. Computes Di =
D̃i

Zz
i
and

Di,j = D1
i,j(D

2
i,j)

ρ1 , where
Zi = gβi

Figure 5.2: Privacy-Preserving Key Extract Protocol BlindKeyGen for Our Decen-
tralized KP-ABE Scheme in Figure 5.1

Overview. In Figure 5.1, the secret keys for a user U with an identifier u are

Di = gαihrihuβi
1 and {Di,j = h

pi(ai,j)

ti,j }ai,j∈Ai
U
. To obtain secret keys from an authority

Ai blindly, U should prove that he holds the identifier u in zero-knowledge. Notably,

if the random number ri is chosen by Ai independently, he can detect the user

by computing hu1 = ( Di

gαihri
)β

−1
i since the identifer u is public. Hence, the random

number used to generate secret keys for U should be computed by executing a 2-

party secure computing between U and Ai. As a result, U can obtain his secret keys

from Ai blindly without releasing anything about his identifier to him.

In our scheme, U chooses z, ρ1
R
← Zp and computes Γ = gzhu1 and P1 = hρ1 .

Actually, Γ is a commitment of the identifier u and can be used by U to prove

that u has been included in it in zero-knowledge. P1 will be used to execute a 2-

party secure computing with Ai. The user proves that he knows z, u, ρ1 to Ai in

zero-knowledge.
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If the proof is correct, Ai selects ri, ρ2
R
← Zp and a (ki − 1)-degree polynomial

pi(x)
R
← Zp[x] with pi(0) = ri. Ai computes P2 = hρ2 , D̃i = gαi(P1P2)

riΓβi =

gαihri(ρ1+ρ2)huβi
1 gzβi, D1

i,j = (P2)
pi(ai,j )

ti,j and D2
i,j = h

pi(ai,j)

ti,j . Actually, P1 and P2 are

used to compute the exponential ri(ρ1 + ρ2) by executing a 2-party secure com-

puting. In this case, the secret key for an attribute ai,j ∈ AU

⋂
Ãi should be

Di,j = h
(ρ1+ρ2)pi(ai,j)

ti,j . Unfortunately, Ai does not know ρ1. Therefore, he computes

D1
i,j = (P2)

pi(ai,j)

ti,j = h
ρ2pi(ai,j)

ti,j and D2
i,j = h

pi(ai,j)

ti,j so that U can compute Di,j from

D1
i,j, D

2
i,j and ρ1. Ai responds U with (P2, D̃i, {D1

i,j, D
2
i,j}ai,j∈Ai

U
) and proves that he

knows (ri, ρ2, αi, pi(x), {ti,j}ai,j∈Ai
U
) in zero-knowledge.

If the proof is correct, U can compute his secret keys asDi =
D̃i

Zz
i
= gαihri(ρ1+ρ2)huβi

1

and Di,j = D1
i,j(D

2
i,j)

ρ1 = h
(ρ1+ρ2)pi(ai,j)

ti,j .

In the BlindKeyGen protocol, U obtains his secret key SKi
U = (Di, {Di,j}ai,j∈Ai

U
)

from Ai, where Di = gαihri(ρ1+ρ2)huβi
1 and Di,j = h

pi(ai,j)(ρ1+ρ2)

ti,j . The value ri(ρ1+ ρ2)

is computed by U and Ai executing a 2-party secure computing, where αi, βi, ri and

ρ2 are from Ai and ρ1 is from U . Hence, from the view of Ai, Di and Di,j are

identically distributed in the group G.

The details of the protocol in Figure 5.2 are as follows:

1. U selects ρ1, z, z1, z2, z3
R
← Zp, and computes Γ = gzhu1 , P1 = hρ1 , Γ′ = gz1hz21

and P ′
1 = hz3 . U sends (Γ, P1,Γ

′, P ′
1) to Ai.

2. Ai chooses c
R
← Zp, and responds U with c.

3. U computes s1 = z1 − cz, s2 = z2 − cu and s3 = z3 − cρ1, and responds Ai

with (s1, s2, s3).

4. Ai verifies Γ
′ ?
= gs1hs21 Γc and P ′

1
?
= hs3P c

1 . If so, Ai selects ri, ρ2, w, b1, b2, b3, dj
R
←

Zp and a (ki − 1)-degree polynomial pi(x)
R
← Zp[x] with pi(0) = ri, and com-

putes P2 = hρ2 , P ′
2 = hw, D̃i = gαi(P1P2)

riΓβi, D1
i,j = P

pi(ai,j)

ti,j

2 , D2
i,j = h

pi(ai,j)

ti,j ,

D̃′
i = gb1(P1P2)

b2Γb3 , Z ′
i = gb3 , Z ′ = e(g, h)b2, V 1

j = P
dj
2 and V 2

j = hdj . Ai re-

sponds U with (D1
i,j, D

2
i,j, P2, P

′
2, Z

′
i, Z

′, D̃i, D̃
′
i, V

1
j , V

2
j ). Otherwise, Ai aborts.

5. U selects c′
R
← Zp, and responds Ai with c

′.

6. Ai computes γ1 = b1 − c
′αi, γ2 = b2 − c

′ri, γ3 = b3 − c
′βi, γ4 = w − c′ρ2, and

ηj = dj − c′
pi(ai,j)

ti,j
. Ai responds U with (γ1, γ2, γ3, γ4, ηj).
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7. U computes Z =
∏

ai,j∈Ai
U
e(Ti,j , D

2
i,j)

∆
ai,j ,A

i
U
(0)
, and verifies P ′

2
?
= hγ4P c′

2 , Z ′ ?
=

e(g, h)γ2Zc′, V 1
j

?
= P

ηj
2 (D1

i,j)
c′, V 2

j
?
= hηj (D2

i,j)
c′ and D̃′

i
?
= gγ1(P1P2)

γ2Γγ3D̃c′

i . If

so, U computes Di =
D̃i

Zz
i
and Di,j = D1

i,j(D
2
i,j)

ρ1 . Otherwise, U aborts.

The computation cost and communication cost of the privacy-preserving key extract

protocol BlindKeyGen is described in Table 5.3.

Theorem 5.2 The proposed privacy-preserving key extract protocol BlindKeyGen in

Figure 5.2 is both leak-free and selective-failure blind.

Proof: We first prove that BlindKeyGen is leak-free.

Leak freeness. Suppose that there exists a PPT adversary U∗ in the real experiment

(where U∗ is interacting with an honest authority Ai running the BlindKeyGen proto-

col), there will exist a simulator Û∗ in the ideal experiment (where Û∗ can access the

trusted party running the ideal KeyGen protocol) so that no efficient distinguisher

D can distinguish the real experiment from the ideal experiment. Û∗ simulates the

communication between the distinguisher D and the adversary U∗ by passing the

input of D to U∗ and the output of U∗ to D. Û∗ works as follows:

1. Û∗ sends the public key PKi of Ai to U∗.

2. U∗ must submit two values Γ and P1, and prove PoK{(z, u, ρ1) : Γ = gzhu1 ∧

P1 = hρ1}. If the proof fails, Û∗ aborts the simulation. Otherwise, Û∗ can

obtain (z, u, ρ1) using the rewinding technique.

3. Û∗ sends u to the trusted party. The trusted party runs KeyGen to generates

(Di, {Di,j}ai,j∈Ai
U
), and responds Û with them.

4. Û∗ selects λ
R
← Zp, and computes ρ2 = λ − ρ1, P2 = hρ2 , D̃i = DiZ

z
i , D

1
i,j =

(Di,j)
ρ2
λ and D2

i,j = D
1
λ
i,j. Û

∗ responds U∗ with (P2, D̃i, D
1
i,j, D

2
i,j).

Therefore, if (Di, {Di,j}ai,j∈Ai
U
) are correct secret keys from the trusted party

in the ideal experiment, (P2, D̃i, {D1
i,j, D

2
i,j}ai,j∈Ai

U
) are correct secret keys from Ai

in the real experiment. So, (Di, {Di,j}ai,j∈Ai
U
) and (P2, D̃i, {D

1
i,j, D

2
i,j}ai,j∈Ai

U
) are

distributed identically. Hence, no efficient distinguisher D can distinguish the real

experiment from the ideal experiment.

Now, we prove that BlindKeyGen is selective-failure blind.
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Selective-failure blindness. The PPT adversary A∗
i submits the public key PKi and

two global identifiers u0 and u1. Then, a bit b ∈ {0, 1} is chosen randomly. A∗
i can

black-box access U(params, PKi, ub) and U(params, PKi, u1−b). Subsequently, U

executes the BlindKeyGen protocol with A∗
i , where A

∗
i plays the role of the authority

Ai. U outputs secret keys SKb
U and SK1−b

U for the global identifiers ub and u1−b,

respectively. If SKb
U 6=⊥ and SK1−b

U 6=⊥, A∗
i is given (SKb

U , SK
1−b
U ). If SKb

U 6=⊥

and SK1−b
U =⊥, A∗

i is given (ǫ,⊥). If SKb
U =⊥ and SK1−b

U 6=⊥, A∗
i is given (⊥, ǫ).

If SKb
U =⊥ and SK1−b

U = ⊥, A∗
i is given (⊥,⊥). Finally, A∗

i outputs his prediction

b′ on b.

In the BlindKeyGen protocol, U sends A∗
i two random values Γ, P1 ∈ G and

the proof PoK{(z, ub, ρ1) : Γ = gzhub
1 ∧ P1 = hρ1}. Supposed that A∗

i runs one or

both of the oracles up to this point. Now, it is A∗
i ’s turn to respond. So far, A∗

i ’s

view on the two oracles is computationally indistinguishable. Otherwise, the hiding

property of the commitment scheme and the witness undistinguishable property

of the zero-knowledge proof will be broken. Suppose that A∗
i uses any computing

strategy to output the secret keys (P2, D̃i, {D1
i,j, D

2
i,j}ai,j∈Ai

U
) for the first oracle. In

the following, we will show that A∗
i can predict SKb

U of U without interaction with

the two oracles:

1. A∗
i checks

PoK





D̃i = gαi(P1P2)
riΓβi ∧ P2 = hρ2∧

(αi, βi, ri, ρ2) : D1
i,j = (P2)

pi(ai,j)

ti,j ∧D2
i,j = h

pi(ai,j)

ti,j ∧
∏

ai,j∈Ai
U
e(Ti,j , D

2
i,j)

∆
ai,j ,A

i
U

(0)
= e(g, h)ri




.

If the proof fails, A∗
i sets SK0

U =⊥.

2. A∗
i generates different (P2, D̃i, {D1

i,j, D
2
i,j}ai,j∈Ai

U
) for the second oracle and a

proof of knowledge:

PoK





D̃i = gαi(P1P2)
riΓβi ∧ P2 = hρ2∧

(αi, βi, ri, ρ2) : D1
i,j = (P2)

pi(ai,j)

ti,j ∧D2
i,j = h

pi(ai,j)

ti,j ∧
∏

ai,j∈Ai
U
e(Ti,j , D

2
i,j)

∆
ai,j ,A

i
U

(0)
= e(g, h)ri




.

A∗
i checks the proof. If it fails, A∗

i sets SK1
U =⊥.
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3. Finally, A∗
i outputs his predication on (u0, u1) with (SK0

U , SK
1
U), if SK

0
U 6=⊥

and SK1
U 6=⊥; (ǫ,⊥), if SK

0
U 6=⊥ and SK1

U =⊥; (⊥, ǫ), if SK0
U =⊥ and SK1

U 6=

⊥; (⊥,⊥), if SK0
U =⊥ and SK1

U =⊥.

The predication on (u0, u1) is correct, and has the identical distribution with the

oracle. Because A∗
i performs the same check as the honest U , it outputs the valid

secret keys as U obtains from BlindKeyGen(U(params, PKi, u)↔ Ai(params, PKi,

SKi)) when both checks are valid. Hence, if A∗
i can predict the final outputs of

the two oracles, the advantage of him in distinguishing U(params, PKi, ub) from

U(params, PKi, u1−b) is the same without the final outputs. Therefore, the advan-

tage of A∗
i should come from the received Γ, P1 and the proof PoK{(z, ub, ρ1) : Γ =

gzhub
1 ∧ P1 = hρ1}. Due to the hiding property of the commitment scheme and wit-

ness undistinguishable property of the zero-knowledge proof, A∗
i cannot distinguish

one from the other with non-negligible advantage.

Therefore, the following theorem can be derived from Theorem 5.1 and Theorem

5.2.

Theorem 5.3 Our privacy-preserving decentralized attribute-based encryption scheme
∏̃

=(Global-Setup, Authority-Setup, BlindKeyGen, Encryption, Decryption) is secure

in the selective-set model under the decisional bilinear Diffie-Hellman assumption.

5.4 Chapter Summary

Decentralized ABE schemes have attracted a lot of research attention as they can

reduce the trust on merely a single centralized authority. In a decentralized ABE

scheme, a global identifier GID is used to tie all the user’s secret keys from multiple

authorities together to resist the collusion attacks. However, this will risk the user

being traced and impersonated by the compromised authorities. In this chapter,

we proposed a privacy-preserving decentralized ABE scheme to protect the user’s

privacy. In our scheme, all the user’s secret keys are tied to his identifier to resist the

collusion attacks, while the multiple authorities have no idea on the user’s identifier.

Notably, each authority can join or leave the system freely without the necessity of

re-initializing the system and there is no central authority. Furthermore, any access

structure can be expressed in our scheme using the access tree technique. Finally,

our scheme relies on the standard complexity assumption (e.g., DBDH), rather than

the non-standard complexity assumption (e.g., DDHI).
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Table 5.1: The Comparison of Computation Cost
Schemes Authority setup KeyGen Encryption Decryption

Chase’s scheme [Cha07] (|U|+ 1)Te (|AU |+ 1)Te (|AC |+ 2)Te |AC|Te + (|AC|+ 1)Tp
MKE’s scheme [MKE08] 2|U|Te |AU |Te 3|IC|Te 2Tp

CC scheme [CC09] (|U|+ 2N)Te (|U|+ |IU |2)Te (|AC |+ 2)Te |AC|Te + (|AC|+ 1)Tp
LW’s scheme [LW11] 2NTe 2|AU |Te (5|AC|+ 1)Te 3|AC|(Te + Tp)

LCHWY scheme [LCH+11] (|U|+N)Te) (4d+ |AU |)Te + |IU |Tp (3|AC + 2|Te) (|AC |+ 1)Te + 2|AC |Tp
Our scheme (|U|+ 2N)Te (|AU |+ 3|IU |)Te (|AC |+ 3)Te |AC |Te + (|AC|+ |IC |+ 1)Tp

Table 5.2: The Comparison of Type, Central Authority, Security Model and the Length of Ciphertext
Schemes KP/CP-ABE Central Authority Security Model Length of Ciphertext

Chase’s scheme [Cha07] KP-ABE Yes Selective-set (|AC |+ 1)EG + EGτ

MKE’s [MKE08] CP-ABE Yes Full security 2|IC |EG + |IC|EEτ

CC scheme [CC09] KP-ABE No Selective-set (|AC |+ 1)EG + EGτ

LW’s scheme [LW11] CP-ABE No Full security 2|AC |EG + (|AC|+ 1)EGτ

LCHWY scheme [LCH+11] CP-ABE No full security (2|AC|+ 1)EG + EGτ

Our scheme KP-ABE No Selective-set (|AC |+ 2)EG + EGτ

Table 5.3: The Computing Cost and Communication Cost of the Privacy-Preserving Key Extract Protocol

Scheme
Computation Cost Communication Cost
U Ai U → Ai U ← Ai

Our scheme (14 + 5|Ai
U |)Te + |AU |Tp (15 + 4|Ai

U |)Te 4EG + 4EZp (5 + |Ai
U |)EZp + (5 + 4|Ai

U |)EG + EGτ



Chapter 6

Attribute-based Data Transfer with
Filtering in Distributed Systems

In this chapter, we proposed an attribute-based data transfer with filtering (AB-

DTF) scheme in distributed systems.

6.1 Introduction

In complicated data transfer systems, such as cloud computing [YWRL10] and wire-

less sensor networks (WSN) [AK04, NN08], the confidentiality and efficiency of the

transferred data have been primarily focused. Some schemes toward to provide these

two properties have been proposed in the literature [Sha84, BF01, ZSJN04, SW05,

LLZ+10, Wat11]. While, in order to send sensitive data to the intended receivers, a

sender must know all the identities (or public keys) of the receivers and communicate

with them separately [Sha84, BF01, ZSJN04, LLZ+10]. Furthermore, a receiver can-

not determine whether a message is from a legal sender [Sha84, BF01, SW05, Wat11],

since anyone who knows his identity can send messages to him. These problems are

particularly serious in the systems with numerous users. To clarify these issues, we

provide the following scenario. In cloud computing, a user is unable to know and

communicate with all the other users as the number of users in the system are very

large. In the scenario that a user would like to purchase a personal computer with

attributes PC = {Brand = Apple, Y ear = 2011}, he must set conversations with

the multiple unknown sellers. A sound solution is that the user can specify an ac-

cess structure such that only the sellers whose product attributes satisfy this access

structure can contact him and negotiate with him. This system will not only protect

the user’s privacy, but also reduce the communication cost. Meanwhile, if a seller

sells the machine with attributes PC = {Brand = Apple, P rice ≤ 5000, T ype =

105
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Student, Y ear = 2011}, he will not do any deal with the buyer who is not a stu-

dent. Otherwise, he will face the denial-of-service (DoS) attacks [MVS01], as many

buyers who do not hold the attributes required by the sell can also contact him.

DoS attacks are initialized by malicious adversaries to consume the resource of the

host or network so that legal users cannot be serviced. DoS attacks can be classified

into two types [MVS01]: logic attacks and flooding attacks. In the logic attacks,

the adversaries use the flaws in the exploited software to degrade its performance.

While, in the flood attacks, the adversaries send or inject lots of false messages to

consume a user’s resource or paralyze the system. Consequently, filtering schemes

[Blo70, Far75] are proposed to resist DoS attacks. A receiver can efficiently filter

out the false messages prior to processing them.

In this chapter, we introduce a filtering scheme to an attribute-based data trans-

fer scheme to save the receiver from the DoS attacks and protect the sender’s privacy.

6.1.1 Related Work

In this section, we introduce the literature about attribute-based data transfer with

filtering (ABDTF) scheme.

Attribute-based Encryption

This is referred to Section 5.1.1.

Data Transfer with filtering schemes

Filtering is an efficient tool to help a receiver filter out the false data [Blo70, Lit74,

Yue77, Mit02], and has been used to resist DoS attacks in distributed systems.

Bloom [Blo70] proposed a filtering scheme using the hashing-code methods to

detect the membership in a set of messages. Subsequently, Mitzenmacher [Mit02]

proposed a compressed filtering scheme to improve the perfermance and transmission

of the scheme [Blo70].

Little [Lit74] proposed an efficient algorithm for nonrecursive and recursive digi-

tal filtering, where the filtering speed depends on the memory space and the filtering

time is independent of the order of the filtering. Yuen [Yue77] improved Little’s

scheme by expressing the data with two complement forms, instead of the biased

form.
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Filtering schemes which can be used to filter out the false reports in a WSN

system have been proposed. To name a few, Ye, Luo, Lu and Zhang [YLLZ04]

proposed a statistical en-route filtering scheme to filter out the false reports during

the forwarding process in a WSN system. In their scheme, each sensor creates a

keyed message authentication code (MAC). For an event report, multiple MACs

are attached to it. As the report is forwarded, the sensors validate the MACs

probabilistically and determine whether it is false.

Zhu, Setia, Jajodia and Ning [ZSJN04] proposed an interleaved hop-by-hop au-

thentication scheme. In their scheme, a false report can be detected by the base

station (sink) if no more than a certain number of sensors are corrupted. In the

scenario that the number of the compromised sensors are under the certain num-

ber, they gave an upper bound for the number of hops that a false report can be

forwarded prior to being detected.

Yang, Ye, Yuan, Lu and Arbaugh [YYY+05] proposed a location-based filtering

scheme where a key is bound to the geographic location to resist the compromised

sensors to compute a false report. Ren, Lou and Zhang [RLZ06] proposed a location-

aware end-to-end data transfer scheme where not only the false reports can be

detected, but also end-to-end security can be provided. Both [YYY+05] and [RLZ06]

are based on symmetric-key systems where each sensor must share a key with his

upper and lower sensors. Zhang, Liu, Lou and Fang [ZLLF06] proposed a location-

based compromise-tolerant filtering scheme based on public-key systems.

Yu and Guan [YG10] proposed a dynamic en-rout filtering scheme where each

sensor validates reports by a keyed hash chain. They exploited the hill climbing key

distribution technique to guarantee that the sensors close to the sink have strong

filtering ability, and broadcast property to resist DoS attacks.

Lu, Lin, Zhu, Liang and Shen [LLZ+10] proposed a bandwidth-efficient coopera-

tive authentication mechanism with filtering. They introduced a random graph char-

acteristics of sensor nodes and a cooperative bit-compressed authentication scheme

to a WSN system. As a result, the energy of detecting a false report can be saved

and the burden of the sink can be reduced.

6.1.2 Our Contribution

ABE schemes have been used as a building block to design data transfer schemes

in distributed systems as they do not depend on the public-key infrastructure
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(PKI). However, distributed systems are subject to DoS attacks. These attacks

not only consume users’ resources, but also paralyze the system. Therefore, it is

an interesting work to construct an ABDTF scheme where DoS attacks can be

resisted. In this chapter, we formalize the definition and security model of ABDTF

schemes, and propose an efficient ABDTF scheme. In our scheme, a sender can

encrypt a message under a set of attributes such that only the receivers who hold

these attributes can obtain the message. Furthermore, the receiver can also specify

an access structure such that only the senders whose attributes satisfy this access

structure can send messages to him. Prior to processing the received messages, the

receiver can efficiently filter out the false ones. This idea is related to the idea

of attribute-based authenticated encryption. Notably, the receiver can update his

access structure dynamically without the necessity of re-initializing the system and

re-issuing the secret keys to the users. Finally, the authentication key stored by the

receiver and the authentication information from the sender are short. Especially,

the authentication key and the authentication information can be computed off-line

by the receiver and the sender, respectively. To the best of our knowledge, it is the

first time that a provable ABDTF scheme is proposed. Therefore, our work provides

a formal treatment on the research of ABDTF schemes.

6.1.3 Chapter Organization

In Section 6.2, we formalize the definition and security model of ABDTF schemes.

An ABDTF scheme is proposed and proven in Section 6.3. Finally, Section 6.4

summaries this chapter.

6.2 Formal Definition and Security Model

In this section, we introduce the formal definition and security model of ABDTF

schemes.

6.2.1 Formal Definition

An ABDTF scheme consists of the following five algorithms:

Setup(1ℓ)→ (params,MSK). The setup algorithm takes as input 1ℓ, and outputs

the public parameters params and a master secret key MSK.
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KeyGen(params,AU ,MSK)→ SKU . The key generation algorithm takes as input

the public parameters params, a set of attributes AU and the master secret

key MSK, and outputs a secret key SKU for a user U with attributes AU .

Receiver-Policy(params,R) → (AR, AKR). The receiver policy algorithm takes as

input the public parameters params and a set of attributes R, and outputs

an access structure AR and an authentication key AKR.

Enc(params,AC ,M,AR, SKS) → (CT,AI). The encryption algorithm takes as

input the public parameters params, a set of attributes AC , a message M , an

access structure AR and the sender’s secret key SKS , and outputs a ciphertext

CT and an authentication information AI. CT can be decrypted by the

receiver who holds a set of attributes AR if AC ⊆ AR.

Dec.

1. Filter(params,AKR, AI) → True/False. The filtering algorithm takes

as input the public parameters params, the authentication key AKR and

the authentication information AI, and outputs True if the attributes

of the sender AS satisfy the access structure AR. Otherwise, it outputs

False and aborts the protocol.

2. Dec(params, SKR, CT ) → M. The decryption algorithm takes as input

the public parameters params, the receiver’s secret key SKR and the

ciphertext CT , and outputs the message M .

Definition 6.1 We say that an attribute-based data transfer with filtering scheme

is correct if

Pr




Setup(1ℓ)→ (params,MSK);

KeyGen(params,AU ,MSK)→ SKU ;

Dec(params, SKR, CT ) Receiver − Policy(params,R)→ (AR, AKR);

=M Enc(params,AC ,M,AR, SKS)→ (CT,AI);

Filter(params,AKR, AI)→ True;

AC ⊆ AR and AS ∈ AR




= 1

where the probability is taken over the random coins consumed by the algorithms in

the scheme.
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6.2.2 Security Model

The security model of ABDTF schemes is formalized by the following two games

executed between a challenger C and an adversary A. The first game is about the

security of the ciphertext. It is similar to the selective-set security model in [SW05].

The second game is about the security of the filtering. It is used to formalize

the model that only the sender S whose attributes satisfy the access structure AR

specified by the receiver R can send messages to him.

Game 1: Selective-set Model.

Initialization. A submits a set of attributes AC which he wants to be challenged

with.

Setup. C runs the Setup(1ℓ) algorithm to generate the public parameters params

and a secret key MSK. C responds A with params.

Phase 1. A can adaptively query secret keys for sets of attributes A1,A2, · · · ,Aq1,

where the only constraint is AC /∈ Ai for j = 1, 2, · · · , q1. C responds A with

KeyGen(params,Ai,MSK) for i = 1, 2, · · · , q1.

Challenge. A submits two message M0 and M1 with equal length. C flips an

unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. C computes CT ∗ =

Ecn(params,AC , Mb), and responds A with CT ∗.

Phase 2. A can adaptively query secret keys for sets of attributes Aq1+1,Aq1+2, · · · ,

Aq, where the only constraint is AC /∈ Ai for i = q1 + 1, q1 + 2, · · · , q. Phase

1 is repeated.

Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 6.2 An attribute-based data transfer with filtering scheme is (T, q, ǫ(ℓ))-

secure against chosen plaintexts attacks (or IND-CPA) if no PPT adversary A mak-

ing at most q secret key queries can win the game with the advantage

AdvIND−CPA
A−ABDTF =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above selective-set model.

Game 2: Filtering Security Model.
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Initialization. A submits a set of attributes R which he wants to be challenged with.

Setup. C runs the Setup(1ℓ) algorithm to generate the public parameters params

and a secret key MSK. C responds A with params.

Phase 1. A can adaptively query authentication information for sets of attributes

A1,A2, · · · ,Aq1, where the only constraint is R /∈ Ai for i = 1, 2, · · · , q1.

C responds with the corresponding authentication information AIi for i =

1, 2, · · · , q1.

Challenge. C runs the Receiver-Policy(params,R) algorithm to generates (AR,

AKR), where AR is an access structure for the attributes in R and AKR

is an authentication key for AR. C responds A with AR.

Phase 2. A can adaptively query authentication information for sets of attributes

Aq1+1,Aq1+2, · · · ,Aq, where R /∈ Ai for i = q1 + 1, q1 + 2, · · · , q. Phase 1 is

repeated

Output. A outputs an authentication information AIR for the access structure AR.

A wins the game if Filter(AKR, AIR)→ True.

Definition 6.3 An attribute-based data transfer with filtering scheme is (T, q, ǫ(ℓ))-

filtering secure if no PPT adversary A making at most q authentication information

queries can win the game with the advantage

AdvF iltering
A−ABDTF = Pr [Filter(AKR, AIR)→ True] ≥ ǫ(ℓ)

in the above model.

6.3 Attribute-based Data Transfer With Filter-

ing

In this section, we propose an ABDTF scheme and prove its security in the proposed

security model.

Overview. We introduce a filtering scheme to a KP-ABE scheme to resist the DoS

attacks. In our scheme, at first, the CA specifies a (k, n)-threshold access structure

A. Then, he issues secret keys to users according their attributes. Suppose that a

receiver R and a sender S hold sets of attributes AR and AS , respectively. To resist
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Figure 6.1: The Model of Attribute-based Data Transfer With Filtering Scheme

the DoS attacks, R specifies a (k, ρ)-threshold access structure AR such that only

the users (senders) whose attributes satisfies AR can send messages to him, where

1 ≤ ρ ≤ n. R selects an authentication key K for AR and encapsulates K in AR. If

S wants to send a message to R, he must check whether AS ∈ AR. If AS ∈ AR, S

can reconstruct K using his secret keys. Subsequently, S encrypts a message under

a set of attributes AC and computes an authentication information AI which is the

hash value of K and the ciphertext CT . Actually, AI is a MAC of K and CT . S

sends CT and AI to R. Receiving (AI, CT ) from S, R validates AI using K and

CT . If the AI is valid, R checks whether he holds the attributes listed in CT and

decrypt it useing his secret keys. Otherwise, R treats the received (AI, CT ) as a

false message and aborts. We explain our model in Figure 6.1.

We describe our ABDTF scheme in Figure 6.2.

Correctness. The following equations hold.

FS = e(DS ,W )

= e(gαhσs , gw)

= e(g, g)αw · e(g, h)wσs,

Fvj = e(DS,vj , Evj )

= e(h

p(avj )

tvj , gwtvj )
∆Q,avj

(0)

= e(g, h)
wp(avj )∆Q,avj

(0)
,

e(DR, C1) = e(gαhσr , gs)

= e(g, g)αs · e(g, h)sσr

and
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ) → (e, p,G,Gτ ) where e : G × G → Gτ and p is a prime num-
ber. It also generates a hash function H : {0, 1}∗ → {0, 1}λ, where λ is
linear in ℓ. Let g and h be generators of G. Suppose that the universal

attribute set U = {a1, a2, · · · , an} ∈ Zn
p . It selects α

R
← Zp, and com-

putes Y = e(g, g)α. For each attribute ai ∈ U, it chooses ti
R
← Zp, and

computes Ti = gti . The master secret key is (α, t1, t2, · · · , tn), while the
public parameters are (e, p,G,Gτ , g, h, Y, T1, · · · , Tn).

KeyGen. To generate a secret key for a user U with a set of attributes AU , this

algorithm chooses σu
R
← Zp and a (k−1) degree polynomial p(x)

R
← Zp[x]

with p(0) = σu and computes

DU = gαhσu and {DU ,i = h
p(ai)

ti }ai∈AU
.

The secret key for U is SKU = (DU , {DU ,i}ai∈AU
).

Receiver-Policy. If a receiver R only wants to receive messages from senders
who hold k-out-of-ρ attributes R = {aj1, aj2, · · · , ajk , · · · , ajρ} ⊆ U, he

chooses w
R
← Zp and computes K = e(g, g)αw, W = gw and {Ejc =

Tw
jc}

ρ
c=1), where 1 ≤ k ≤ ρ ≤ n. R keeps K as an authentication key,

and publishes the access structure AR = (W, {ajc , Ejc}
ρ
c=1).

Encryption. To encrypt a message M ∈ Gτ under a set of attributes AC , a

sender S selects s
R
← Zp, a set of attributes Q = {av1 , av2 , · · · , avk} ⊆

AS

⋂
R and computes

C0 =M · e(g, g)αs, C1 = gs, {Cx = T s
x}ax∈AC

,

FS = e(DS ,W ), {Fvj = e(DS,vj , Evj )
∆Q,avj

(0)
}avj∈Q and F =

FS∏
avj∈Q

Fvj

where AS and (DS , {DS,vj}avj∈Q) are the set of attributes held by S and
his partial secret keys, respectively.

The ciphertext is CT = (C0, C1, {Cx}ax∈AC
) and the authentication

information is Γ = H(F ||CT ).

Decryption.

1. Filter. Receiving CT = (C0, C1, {Cx}ax∈AC
) and Γ, R checks

whether Γ = H(K||CT ) and AR ∈ AC . If it is, R goes to the
next step. Otherwise, he aborts.

2. Decrypt. R computes M = C0 ·
∏

ax∈AC
e(DR,x,Cx)

∆AC,ax
(0)

e(DR,C1)
.

Figure 6.2: Attribute-based Data Transfer with Filtering Scheme
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e(DR,x, Cx)
∆AC,ax (0)

= e(h
p(ax)
tx , gstx)∆AC,ax (0)

= e(g, h)sp(ax)∆AC,ax(0).

Therefore,

F =
FS∏

avj∈Q
Fvj

=
e(g, g)αwe(g, h)wσs

∏
avj∈Q

e(g, h)wp(avj )∆Q,vj
(0)

=
e(g, g)αwe(g, h)wσs

e(g, h)
w
∑

avj∈Q p(avj )∆Q,avj
(0)

=
e(g, g)αwe(g, h)wσs

e(g, h)wσs

= e(g, g)αw

and

C0 ·

∏
ax∈AC

e(DR,x, Cx)
∆AC,ax (0)

e(DR, C1)

= C0 ·

∏
ax∈AC

e(g, h)sp(ax)∆AC,ax (0)

e(g, g)αs · e(g, h)sσr

= C0 ·
e(g, h)s

∑
ax∈AC

p(ax)∆AC,ax (0)

e(g, g)αs · e(g, h)sσr

= C0 ·
e(g, h)sσr

e(g, g)αs · e(g, h)sσr

=M ·
e(g, g)αs

e(g, g)αs

=M.

Although both the computation costs of the access structure AR and the au-

thentication information Γ are linear with the number of the required attributes,

(K, W, {Ejc}ajc∈R) and (F, FS, {Fvj}avj∈Q) can be computed by R and S off-line,

respectively. Notably, R can update the access structure AR dynamically without

re-initializing the system and re-issuing secret keys to the users.

In the practical scenario, the filtering algorithm can be executed by a proxy

server. R can determine an access structure, select an authentication key K and

delegate it to the proxy server. When receiving a message (Γ, CT ), the proxy server
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checks Γ
?
= H(K||CT ). If so, he sends CT to R. Otherwise, he filters it out

on behalf of R. This is especially necessary in e-mail systems [JP94], where the

filtering algorithm can help a user filter out the junk e-mails and reduce jams. The

authentication key K can be stored in a software with a limited memory space as

it is only one element (512 bites) in the bilinear group.

We compare the computation cost and communication cost of our ABDTF

scheme with related schemes in Table 6.1 and Table 6.2. By |AU | and |AC |, we

denote the number of the attributes held by a user U and the number of the at-

tributes listed in the ciphertext, respectively. By −−, we denote that the item is

not suitable for the scheme.

Theorem 6.1 Our attribute-based data transfer with filtering scheme is (T, q, ǫ(ℓ))

secure against the chosen plaintext attacks (or IND-CPA) in the selective-set secu-

rity model if the (T ′, ǫ′(ℓ)) decisional bilinear Diffie-Hellman assumption holds in

(e, p,G,Gτ ), where

T ′ = T +Θ(T ) and ǫ′(ℓ) =
ǫ(ℓ)

2
.

Proof: If there exists a PPT adversary A who can (T, q, ǫ(ℓ)) break the ciphertext

security of our ABDTF scheme, we can construct an algorithm B that can use A to

break the DBDH assumption as follows.

The challenger C generates a bilinear group GG(1ℓ) → (e, p,G,Gτ ). Let g be a

generator of the group G. He flips an unbiased coin with {0, 1} and obtains one bit

µ ∈ {0, 1}. If µ = 0, he sends (A,B,C, Z) = (ga, gb, gc, e(g, g)abc) to B. Otherwise,

he sends (A,B,C, Z) = (ga, gb, gc, e(g, g)z) to B, where z
R
← Zp. B will output his

guess µ′ on µ.

Initialization. A submits a set of attributes AC which he wants to be challenged

with.

Setup. B sets Y = e(g, g)ab and h = Agη, where η
R
← Zp. If ai ∈ AC , he selects ti

R
←

Zp and computes Ti = gti. Otherwise, he selects ti
R
← Zp and computes Ti =

hti = gti(a+η). The public parameters are (e, p,G,Gτ , Y, T1, T2, · · · , Tn), while

the implicit master secret key is (ab, {ti}ai∈Ac , {ti(a+ η)}ai /∈Ac). B responds A

with (e, p,G,Gτ , Y, T1, T2, · · · , Tn).

Phase 1. For a secret key query on a set of attributes A, the only restriction is

AC * A. Suppose that A
⋂
AC = {ai1 , ai2 , · · · , ail}, where 0 ≤ l < k. B
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selects r, yi1, yi2, · · · , yil, · · · , yik−1

R
← Zp, and computes

D = B−ηhr (6.1)

{Dij = h

yij
tij }aij∈AC

(6.2)

and

{Dij = (B−1gr)

∆S,0(aij
)

tij

k−1∏

j=1

g

yij
∆S,aij

(aij
)

tij }aij∈A−AC
(6.3)

where S = {ai1 , ai2 , · · · , ail, · · · , aik−1
}
⋃
{0}.

We claim that D and Dij are correctly generated.

D = B−ηhr

= g−bηgr(a+η)

= gabg−ab−bηgr(a+η)

= gabg−b(a+η)gr(a+η)

= gabg(a+η)(r−b)

= gabhr−b.

Let r′ = r − b, we have D = gabhr
′

. By the choices of yi1, yi2, · · · , yik−1
, we

implicitly defined a (k− 1) degree polynomial p(x) ∈ Zp[x] with p(0) = r′ and

p(aij ) = yij for aij ∈ A
⋂
AC . Hnece, we can reconstruct p(x) using Lagrange

interpolation as follows:

p(x) = (r − b)∆S,0(x) +
k−1∑

j=1

yij∆S,aij
(x).

Therefore, for aij ∈ A−AC , we have

Dij = h

p(aij
)

tij
(a+η)

= g

p(aij
)

tij

= g

(r−b)∆S,0(aij
)

tij

k−1∏

j=1

g

yij
∆S,aij

(aij
)

tij

= (B−1gr)

∆S,0(aij
)

tij

k−1∏

j=1

g

yij
∆S,aij

(aij
)

tij .



6.3. Attribute-based Data Transfer With Filtering 117

Challenge. A submits two messages M0 and M1 with equal length. B flips an

unbiased coin with {0, 1} and obtains one bit ω ∈ {0, 1}. B computes

C0 =Mω · Z, C1 = C, and {Cx = Ctx}ax∈AC
.

B responds A with the challenged ciphertext CT ∗ = (C0, C1, {Cx}ax∈AC
).

Hence, (C0, C1, {Cx}ax∈AC
) is a valid ciphertext ofMω whenever Z = e(g, g)abc.

Phase 2. Phase 1 is repeated.

Guess. A outputs his guess ω′ on ω. If ω′ = ω, B outputs his guess µ′ = 0; otherwise

B outputs his guess µ′ = 1.

The public parameters and secret keys generated in the simulation paradigm are

identical to those in the real protocol. Hence, the advantage with which B can use

A to break the DBDH assumption can be computed as follows.

If µ = 0, (C0, C1, {Cx}ax∈AC
) is a valid ciphertext of Mω. Therefore, A can

output ω′ = ω with advantage at least ǫ(ℓ), namely Pr[ω′ = ω|µ = 0] ≥ 1
2
+ ǫ(ℓ).

Since B outputs µ′ = 0 when ω′ = ω, we have Pr[µ′ = µ|µ = 0] ≥ 1
2
+ ǫ(ℓ).

If µ = 1, A cannot obtain any information about ω. In other words, A can

output ω′ 6= ω with no advantage, namely Pr[ω′ 6= ω|µ = 1] = 1
2
. Since B outputs

µ = 1 when ω′ 6= ω, we have Pr[µ′ = µ|µ = 1] = 1
2
.

Therefore, the advantage with which B can break the DBDH assumption is∣∣1
2
Pr[µ′ = µ|µ = 0] + 1

2
Pr[µ′ = µ|µ = 1]− 1

2

∣∣ ≥ 1
2
× 1

2
+ 1

2
× ǫ(ℓ)+ 1

2
× 1

2
− 1

2
≥ 1

2
ǫ(ℓ).

�

Theorem 6.2 Our attribute-based data transfer with filtering scheme is (T, q, ǫ(ℓ))

secure in the filtration security model if the (T ′, ǫ′(ℓ)) computational bilinear Diffie-

Hellman assumption holds in (e, p,G,Gτ ) and the hash function H is collusion re-

sistant, where

T ′ = T +Θ(T ) and ǫ(ℓ) = ǫ′(ℓ).

Proof: If there exists a PPT adversary A who can (T, q, ǫ(ℓ)) break the filtration

security in our scheme, we can construct an algorithm B that can uses A to break

the CBDH assumption as follows.

The challenger C generates a bilinear group GG(1ℓ) → (e, p,G,Gτ ) and a hash

function H : Gτ × Gτ → {0, 1}λ. Let g be a generator of the group G. C sends

(A,B,C) = (ga, gb, gc) to B. B will outputs Z = e(g, g)abc.
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Initialization. A submits a set of attributesR∗ with which he wants to be challenged.

Setup. B sets Y = e(g, g)ab and h = Agη, where η
R
← Zp. If ai ∈ R∗, he selects

ti
R
← Zp and computes Ti = gti. Otherwise, he selects ti

R
← Zp and computes

Ti = hti = gti(a+η). The public parameters are (e, p,G,Gτ , Y, T1, T2, · · · , Tn),

while the master secret key is (ab, {ti}ai∈R∗ , {ti(a + η)}ai /∈R∗). B responds A

with (e, p,G,Gτ , Y, T1, T2, · · · , Tn).

Phase 1. For an authentication information query on an access structure AR =

(W, {aij , Eij}
ρ
j=1) where |R

∗
⋂

Q| < k and Q = {ai1 , ai2 , · · · , aiρ}, B can cre-

ate a secret key (DS, {DS,vj}avj∈Q′) using the techniques in (6.1), (6.2) and

(6.3), where Q′ ⊆ Q and |Q′| = k. B computes FS = e(DS,W ), {Fvj =

e(DS,vj , Evj )}avj∈Q′ and F = FS∏
avj∈Q′ Fvj

. Then, B selects s
R
← Zp, M

R
← Gτ

and a set of attributes AC = {aj1 , aj2, · · · , ajk} ⊆ U, and computes CT =

(C0, C1, {Cjx}
k
x=1), where C0 = e(g, g)αs, C1 = gs and {Cjx = T s

jx}ajx∈AC
. B

computes Γ = H(F ||CT ) and responds A with the authentication information

AI = Γ and the ciphertext CT .

Challenge. B sets W ∗ = C, and computes {E∗
jc = Ctjc}ajc∈R∗ . B responds A with

the challenged access structure AR∗ = (W ∗, {E∗
jc}ajc∈R∗).

Phase 2. Phase 1 is repeated.

Outputs. A outputs an authentication information AI = Γ∗.

As shown above, the public parameters and the authentication information are

identical to those in the real protocol. Therefore, we can compute the advantage

with which B can use A to break the CBDH assumption as follows.

When W = C = gc, the authentication key is K∗ = e(g, g)abc. So, if A can

output a valid authentication information AI = Γ∗ for the access structure AR∗

with the advantage at least ǫ(ℓ), he can computes F ∗ = e(g, g)abc with the same

advantage as H is a one-way hash function. Therefore, the advantage with which B

can break the CBDH assumption is at least ǫ(ℓ).

�

In our ABDTF scheme, we can implement a (k, n)-threshold access structure.

In order to express a complex access structure, we can use the access tree technique

introduced in Section 5.3.1.
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6.4 Chapter Summary

The confidentiality of the sensitive data and the defence of DoS attacks attract lots

of attention in data transfer research community. Although data transfer scheme

have been extensively studied, there is no scheme where how to transfer and filter

data according the required attributes is discussed.

We proposed the formal definition and security model for ABDTF schemes, which

provides a formal treatment for the research of ABDTF schemes. Subsequently, we

constructed an ABDTF scheme and proved its security in the proposed security

model. In our scheme, both the authentication key and the authentication infor-

mation are short, and can be computed off-line by the receiver and the sender,

respectively. Notably, the authentication key can be updated dynamically without

re-initializing the system and re-issuing secret keys to users.
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Table 6.1: The Comparison of Computation cost

Scheme
Computation Cost

Setup KeyGen Receiver Policy Encryption Decryption
SW[SW05] (n + 1)Te + Tp |AU |Te −− (|AC|+ 1)Te kTe + 2kTp

GPSW[GPSW06] (n + 1)Te + Tp |AU |Te −− (|AC|+ 1)Te k(Te + Tp)
PTMW[PTMW06] Te 3|AU |Te −− (|AC + 2|)Te 2kTe + (k + 1)Tp

Our Scheme (n + 2)Te + Tp (|AU |+ 1)Te (ρ+ 2)Te (|AC |+ k + 2)Te + Tp kTe + (k + 1)Tp

Table 6.2: The Comparison of Communication cost

Scheme
Communication Cost

Setup KeyGen Receiver Policy Encryption
SW[SW05] nEG + EGτ |AU |EG −− |AC|EG + EGτ

GPSW[GPSW06] nEG + EGτ |AU |EG −− |AC|EG + EGτ

PTMW[PTMW06] (n+ 1)EG + EGτ 2|AU |EG −− (|AC |+ 1)EG + EGτ

Our Scheme nEG + EGτ (|AU |+ 1)EG (ρ+ 1)EG + EGτ (|AC|+ 1)EG + 2EGτ



Chapter 7

A Generic Construction of Dynamic
Single Sign-on

In this chapter, we propose the formal definitions and security models for single sign-

on (SSO) and dynamic single sign-on (DSSO). Furthermore, we give a generic con-

struction of DSSO and prove its security. Parts of this work appeared in [HMSY10].

7.1 Introduction

With the increasing use of personalized/protected services, users need to create

and maintain more and more usernames and corresponding passwords so that they

can access the entitled services. However, this imposes a burden on users. SSO

provides a good remedy to this problem as it allows a user to access multiple ser-

vices using only one password. A traditional SSO system comprises three entities:

an identity provider, a group of requesters and a group of service providers. The

identity provider manages requesters’ personally identifiable information (PII), au-

thenticates them and issues credentials to them. Service providers provide services

to the requesters authorized by the identity provider. SSO is a scheme where a

requester authenticates himself to the identity provider and can access the services

managed by the designated service providers without the need for further authen-

tication [PM03b]. Hence, SSO can shift the great administrative burden of the

numerous requesters’ profiles from service providers to the identity provider. Mean-

while, SSO plays a core role in the federated identity management (FIdM) where

the exchange of users’ identity-related information can be optimized [CP07].

In practice, users change their services frequently, so an SSO scheme where the

service change can be provided is desirable. DSSO is a flexible SSO scheme where

a requester can change his/her choices dynamically without initializing the system

and re-issuing credentials to other users.

121
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Unfortunately, there are some limitations in the existing SSO schemes. For

example, they are subject to the single point of failure [KR00]. The main reason for

this is that the identity provider must always be online, otherwise requesters cannot

be granted services from service providers. Furthermore, a credential could be used

by an illegitimate user to obtain the services which should not be accessed by him.

Finally, these schemes are fragile to the impersonation attacks, namely attackers can

impersonate a requester and log in his account when his password is compromised.

This can be mainly ascribed to the missing of individual participation principle

[OEC80] and the user control and consent principle [Cam05]. All these flaws stem

from the lack of active/dynamic control over the process by the requester, after he

has entered the correct password.

7.1.1 Related Work

Microsoft .NET Passport is one of the most widely deployed SSO systems, where a

passport server works as the identity provider [Opp03]. It uses cookies to store and

convey user’s PII. When accessing to a service provider, the requester is redirected

to the passport server for authentication. After authentication, the passport server

creates three cookies: ticket cookie, profile cookie and visited sites cookie. The

ticket cookie consist of the unique identifier and a timestamp. The profile cookie

comprises the requester’s personal information. The visited sites cookie contains

the list of the sites which the requester can access. All cookies created by the

passport server are encrypted using the triple DES encryption algorithm under the

key shared between the passport server and all service providers. Then, the passport

server sends these cookies to the requester. In order to access a service, the requester

submits these cookies to the service provider. The service provider decrypts them

and obtains the authentication information of the requester. .Net Passport incurs

some attacks, such as single point of failure, key management failure, misuse of

cookies, etc. [KR00, Opp03].

The Liberty Alliance project was launched in 2001 [All01]. This project aimed

to create an open, federated and SSO solution for the digital economy via any de-

vice connected to the Internet. Being different from the .Net Passport, the Liberty

Alliance project uses HTTP redirects and URL encodings to transfer requesters’

information. In this project, an SSO Service (SSOS) provides requesters an identity
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web services framework (ID-WSF)-based method [All06] to obtain liberty authen-

tication assertions which enable them to interact with service providers. In this

project, a requester shows his credentials to the service providers without proving

the ownership. Hence, it cannot prevent credentials sharing, namely a requester can

share his credentials with other illegal users.

OpenID worked as an open and decentralized standard for authenticating re-

questers [Ope05]. In OpenId, a requester can access different services with the same

digital identity and all service providers trust the identity providers. OpenID solves

the problem that the digital identities of requesters must be confirmed by the cen-

tral identity provider. There are more than one identity provider in the OpenID

system and users can get their OpenID from any one of them. OpenID is an effec-

tive primitive for cross company authentication as well as for SSO. There are two

major operation modes in OpenID: Dumb mode and Smart mode [Reh08]. In the

first mode, a service provider needs to compare the authentication assertion received

from the requester with the initial one stored in the identity provider to prevent the

malicious attackers. While in the second mode, an identity provider encrypts the

authentication assertions under the key shared between the service provider and

him. Therefore, in both of these modes, the identity provider must always be online

to enable the authentications of requesters.

Pashalidis and Mitchell [PM03b] revisited SSO systems and divided them into

four types: local pseudo-SSO systems, proxy-based pseudo-SSO systems, local true

SSO systems and proxy-based true SSO systems. They designed some SSO systems

based on trusted platforms [PM03a], GSM/UMTS [PM03c] and EMV card [PM06],

respectively.

In order to resolve the single point of failure, two distributed SSO systems were

proposed: Cornell SSO (CorSSO ) [JSS04] and Threshold Passport (ThresPassport)

[CZLC05]. In these systems, an authentication key is split into n different shares

and each share is sent to an authentication server. A user can get services from a

service provider if he is authenticated by at least t servers.

Suriadi, Foo and Jφsang [SFJ09] proposed a user-centric federated SSO system

(UFed SSO) based on private credential mechanisms, where a requester can minimize

the release of his PII.

Although the systems mentioned above have lots of merits, they were not for-

mally proven.
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Bhargav-Spantzel, Camenisch, Gross and Sommer [BSCGS06] proposed a tax-

onomy and raised some open issues on user centric FIdM systems. They classified

the existing systems into two predominant types: credential-focused systems and

relation-focused systems. In credential-focused systems, the identity providers may

be off-line and issue long-term credentials. While in relationship-focused systems,

users need to maintain the relationship with the online identity providers who create

short-term credentials for them during the transactions. They claimed an univer-

sal user centric FIM which should have long-term as well as short-term credentials,

online and off-line identity providers.

7.1.2 Our Contribution

We formalize the definitions and the security models for SSO and DSSO. It is the first

time that the formal definitions and security models for SSO and DSSO are formally

defined. We give a generic construction of DSSO systems based on three building

blocks: (1) broadcast encryption; (2) digital signature and (3) zero-knowledge proof.

We provide a formal security proof for our generic construction.

7.1.3 Chapter Organization

The remainder of this chapter is organized as follows. In Section 7.2, the formal

definitions and security models for SSO and DSSO are proposed. We give a generic

construction of DSSO in Section 7.3. The formal proof of our generic construction

is provided in Section 7.4. Finally, Section 7.5 summarizes this chapter.

7.2 Formal Definitions and Security Models

In this section, we propose formal definitions and security models for both SSO and

DSSO.

7.2.1 Single Sign-on

In an SSO scheme, there are three entities: identity provider IP, requester R and

service provider SP. R authenticates himself to the IP once and can access multiple

SPs. In order to protect R’s PII, an ideal SSO scheme should satisfy the basic

requirement that only the designated SPs can check R’s PII. Suppose that there
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are N service providers SP1,SP2, · · · ,SPN . A circle of trust (CoT) consists of

the identity provider and service providers, where each service provider trusts the

identity provider.

An SSO scheme consists of the following algorithms.

Setup(1ℓ) → (params, (ISK, IPK)). The setup algorithm takes as input 1ℓ, and

outputs the public parameters params and a secret-public key pair KG(1ℓ)→

(ISK, IPK) for IP.

Reg(params,RI) → (IDSP , SKSPi
)/(IDR,AR). The registration algorithm takes

as input the public parameters params, the registration information RISPi
of

SPi ( or RIR ofR), and outputs (IDSPi
, SKSPi

) (or (IDR,AR)), where IDSPi

and IDR are the identifiers of SPi and R in the circle of trust, respectively.

SKSPi
is SPi’s verification key and AR is R’s access right which is a set

consisting of the identifiers of the SPs that R can access. R generates a

secret-public key pair KG(1ℓ)→ (SKR, PKR).

CreGen(params, IDR, PKR, AAR, TR, ISK) → CredR. The credential generation

algorithm takes as input the public parameters params, the identifier IDR,

the public key PKR, an authentication assertion AAR, a timestap TR and the

secret key ISK, and outputs a credential CredR for R.

CreVer(params, IPK, IDR, PKR, AAR, TR, CredR, SKSPi
) → Ture/False. The

credential verification algorithm takes as input the public parameters params,

the public key IPK, the identifier IDR, the public key PKR, the authentica-

tion assertion AAR, the timestamp TR, the credential CredR and the verifi-

cation key SKSPi
, and outputs Ture if and only if IDSPi

∈ AR and CredR is

correctly generated by IP; otherwise it outputs False.

OProof(R(params, SKR) ↔ SPi(params, PKR, Resp)) → (Resp, Accpt/Reject).

The ownership proof algorithm is an interactive algorithm executed between

R and SPi. R takes as input the public parameters params and the secret

key SKR, and outputs a response Resp for the zero-knowledge proof that

SKR is the secret key corresponding to PKR. SPi takes as input the public

parameters params, the public key PKR and the response Resp, and outputs

Accept if and only if the zero-knowledge proof is correct; otherwise it outputs

Reject.
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Definition 7.1 We say that a single sign-on scheme is correct if

Pr




Setup(1ℓ)→ (params, (ISK, IPK));

Reg(params,RI)→ (IDSP , SKSPi
)/

(IDR,AR);

OProof(R(⊠)↔ SPi(⊞)) CreGen(params, IDR, PKR, AAR, TR,

→ (Resp, Accpt) ISK)→ CredR;

CreVer(params, IPK, IDR, PKR, AAR,

TR, CrecR, SKSPi
)→ Ture;

IDSPi
∈ AR




= 1

where the probability is taken over the random coins consumed by the algorithms in

the scheme, ⊠ = (params, SKR) and ⊡ = (params, PKR, Resp).

7.2.2 Security Model of Single Sign-on

SSO is a complicated system where multiple parties can co-exist. Considering the

security of SSO schemes, three basic types of attacks which are based on relevant

combinations of compromised parties should be addressed: collusion credential forg-

ing attacks, collusion impersonation attacks and coalition credential forging attacks.

In the collusion credential forging attacks, malicious requesters can cooperatively

forge a credential for the target requester. They can impersonate the target re-

quester to get services from the service providers whose identifiers are included in

the access right of the target requester. In the collusion impersonation attacks,

since the malicious service providers have checked the credentials of a requester,

they obtained the corresponding proof information on the requester. Hence, mali-

cious service providers can cooperatively mimic the owner of the credentials. In the

coalition credential forging attacks, malicious requesters and service providers can

cooperatively forge a credential for the target requester, in which the identifiers of

the malicious service providers are not listed.

The security model of SSO is formalized by the following games executed between

a challenger C and an adversary A.

Game 1: Collusion Credential Forging Attacks.

Initialization. A submits a target requester R∗ for whom it wants to forge a cre-

dential.
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Setup. C runs Setup(1ℓ) to generate the public parameter params and a secret-

public key pair (ISK, IPK). C responds A with (params, IPK).

Registration Queries. A can adaptively query the registration oracle. A submits

{RIR1 , RIR2 , · · · , RIRq1
}, where the only constraint is RIRi

6= RIR∗ . C runs

Reg(params,RIRi
) and responds A with (IDRi

,Ai) for i = 1, 2, · · · , q1.

Credential Generation Queries. A can adaptively query the credential generation or-

acle. A submits {(IDR1, PKR1), (IDR2 , PKR2), · · · , (IDRq2
, PKRq2

)}, where

(IDRi
, PKRi

) 6= (IDR∗ , PKR∗), PKRi
is the public key of Ri and PK∗ is

the public key of R∗. C runs CreGen(params, IDRi
, PKRi

, AAi, Ti, ISK) and

responds A with CredRi
for i = 1, 2, · · · , q2.

Credential Verification Queries. A can adaptively query credential verification ora-

cle. A submits {(IDR1 , PKR1, CredR1), (IDR2 , PKR2, CredR2), · · · , (IDRq3
,

PKRq3
, CredRq3

)}. C runs CreVer(params, IPK, IDRi
, PKRi

, AARi
, TRi

,

CredRi
, SKSPj

), and responds A with True/False, for i = 1, 2, · · · , q3.

Output. A outputs a credential CredR∗ for R∗. A wins the game if

CreVer(params, IPK, IDR∗, PKR∗, AAR∗ , TR∗ , CredR∗ , SKSPj
)→ True.

Definition 7.2 We say that a single Sign-on system is (t, q1, q2, q3, ǫ(ℓ))-secure against

the collusion credential forging attacks if no PPT adversary A making at most q1

registration queries, q2 credential generation queries and q3 credential verification

queries can win the game with the advantage

Pr
[
CreVer(params, IPK, IDR∗, PKR∗, AAR∗ , TR∗ , CredR∗, SKSPj

)→ True
]
≥ ǫ(ℓ)

in the above model.

Game 2. Collusion Impersonate Attacks.

Initialization. A submits a target requester R∗ whom it wants to impersonate. A

works as malicious service providers.

Setup. C runs Setup(1ℓ) to generate the public parameters params and a secret-

public key pair (ISK, IPK). C responds A with (params, IPK).
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Ownership Proof Queries. A can adaptively query the ownership proof oracle. A

submits {PKR1, PKR2, · · · , PKRq}, where PKRi
6= PKR∗ for i = 1, 2, · · · , q.

C runs OProof(R(params, SKRi
) ↔ SPj(params, PKRi

, ·)), and responds A

with Resp, for i = 1, 2, · · · , q.

Output. A outputs a response Resp∗ for the challenged PKR∗ from C. A wins the

game if

OProof(A(params, ·)↔ SPi(params, PKR∗ , Resp∗))→ (Resp∗, Accept).

Definition 7.3 We say that a single sign-on system is (t, q, ǫ(ℓ))-secure against the

collusion impersonation attacks if no PPT adversary A making at most q ownership

proof queries can win the game with the advantage

Pr [OProof(A(params, ·)↔ SPi(params, PKR∗ , Resp∗))→ (Resp∗, Accept)] ≥ ǫ(ℓ)

in the above model.

Game 3: Coalition Credential Forging Attacks.

Initialization. A submits a target requester R∗ whom it wants to impersonate and

a target service provider SP∗ whom it wants to attack. A works as malicious

requesters and service providers.

Setup. C runs Setup(1ℓ) to generate the public parameters params and a secret-

public key pair (ISK, IPK). C responds A with (params, IPK).

Registration Queries. A can adaptively query the registration oracle. A submits

{RIR1 , RIR2 , · · · , RIRt1
} with RIRi

6= RIR∗ and {RISP1, RISP2 , · · · , RISPt2
}

with RISPj
6= RISP∗ for i = 1, 2, · · · , t1 and j = 1, 2, · · · , t2. Let q1 = t1 +

t2. C runs Reg(params,RIRi
) and Reg(params,RISPj

), and responds A with

(IDRi
,Ai) and (IDSPj

, SKSPj
) for i = 1, 2, · · · , t1 and j = 1, 2, · · · , t2.

Credential Generation Queries. A can adaptively query the credential generation or-

acle. A submits {(IDR1, PKR1), (IDR2 , PKR2), · · · , (IDRq2
, PKRq2

)}, where

(IDRi
, PKRi

) 6= (IDR∗ , PKR∗), PKRi
is the public key of Ri and PK∗ is

the public key of R∗. C runs CreGen(params, IDRi
, PKRi

, AAi, Ti, ISK) and

responds A with CredRi
for i = 1, 2, · · · , q2.
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Credential Verification Queries. A can adaptively query credential verification ora-

cle. A submits {(IDR1 , PKR1, CredR1), (IDR2 , PKR2, CredR2), · · · , (IDRq3
,

PKRq3
, CredRq3

)}. C runs CreVer(params, IPK, IDRi
, PKRi

, AARi
, TRi

,

CredRi
, SKSPj

), and responds A with True/False for i = 1, 2, · · · , q3.

Output. A outputs a credential CredR∗ for R∗, which will be verified by SP∗ with

SP∗ /∈ A. A wins the game if

CreVer(params, IPK, IDR∗, PKR∗ , AAR∗ , TR∗ , CredR∗ , SKSP∗)→ True.

Definition 7.4 We say that a single sign-on scheme is (t, q1, q2, q3, ǫ(ℓ))-secure against

coalition credential forging attacks if no PPT adversary A making at most q1 regis-

tration queries, q2 credential generation queries and q3 credential verification queries

can win the game with the advantage

Pr [CreVer(params, IPK, IDR∗, PKR∗ , AAR∗ , TR∗ , CredR∗ , SKSP∗)→ True] ≥ ǫ(ℓ)

in the above model.

7.2.3 Dynamic Single Sign-on

The formal definition of DSSO is as follows.

A DSSO scheme consists of the following seven algorithms: Setup(·), Reg(·),

CreGen(·), CreVer(·), OProof(·), an addition algorithm Add(·) and a deletion algo-

rithm Del(·), where Setup(·), Reg(·), CreGen(·), CreVer(·) and OProof(·) are the same

as in section 7.2.1. The addition algorithm and the delete algorithm work as follows.

Add (params, IDSP) → A′
R. The addition algorithm takes as input the public

parameters params and an identifier IDSP of a service provider SP, and

outputs a new access right A′
R = AR

⋃
{IDSP} for R.

Del (params, IDSP)→ A′
R. The delete algorithm takes as input the public param-

eters params and an identifier IDSP of a service provider SP, and outputs a

new access right A′
R = AR − {IDSP} for R.

7.2.4 Security Model of Dynamic Single Sign-on

In multiple parties communication and dynamic schemes, two special attacks should

be addressed: forward security and backward security. Because, in these systems,
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participants can join or leave the systems frequently. Since a requester is permitted

to add or revoke services dynamically, a secure DSSO system should resist these

attacks. By forward security, we mean that the service provider SP cannot validate

the credentials which were issued before his identifier IDSP is added to R’s access

right AR. While, by backward security, we mean that the service provider SP

cannot validate the credentials which are issued after his identifier IDSP has been

removed from R’s access right AR. These models are defined by the following games

executed between a challenger C and an adversary A.

Game 4: Forward Security.

Setup. Suppose that A is a malicious service provider. C runs Setup(1ℓ) to generate

the public parameters params and a secret-public key pair (ISK, IPK). C

sends (params, IPK) to A.

Credential Verification Queries. A can adaptively query credential verification or-

acle. A submits {(IDR, PKR, Cred
1
R), (IDR, PKR, Cred

2
R), · · · , (IDR, PKR,

CredqR)}, where Cred
i
R is a credential issued after IDA is added to AR, for i =

1, 2, · · · , q. C runs CreVer(params, IPK, IDR, PKR, AA
i
R, T

i
R, Cred

i
R, SKSP ′)

where A 6= SP ′ and IDSP ′ ∈ AR, and responds A with True/False for

i = 1, 2, · · · , q.

Challenge. C runs CreGen(params, IDR, PKR, AA
O
R, T

O
R , ISK) to generate an older

credential CredOR which was issued before IDA is listed in AR. C randomly

generates Cred∗ which has the same distribution with CredOR. C flips an

unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. C sets Credb = CredOR

and Cred1−b = Cred∗. C responds A with (Credb, Cred1−b).

Output. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 7.5 We say that a dynamic single sign-on scheme is (t, q, ǫ(ℓ))-forward

secure if no PPT adversary A making at most q credential verification queries can

win the game with the advantage

AdvFA−DSSO =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.
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Game 5: Backward Security.

Setup. Suppose that A is a malicious service provider. C runs Setup(1ℓ) to generate

the public parameters params and a secret-public key pair (ISK, IPK). C

sends (params, IPK) to A.

Credential Verification Queries. A can adaptively query credential verification or-

acle. A submits {(IDR, PKR, Cred
1
R), (IDR, PKR, Cred

2
R), · · · , (IDR, PKR,

CredqR)}, where Cred
i
R is a credential issued before IDA is deleted from AR

for i = 1, 2, · · · , q. C runs CreVer(params, IPK, IDR, PKR, AA
i
R, T

i
R, Cred

i
R,

SKSP ′) where A 6= SP ′ and IDSP ′ ∈ AR, and responds A with True/False

for i = 1, 2, · · · , q.

Challenge. C runs CreGen(params, IDR, PKR, AA
N
R, T

N
R , ISK) to generate a new

credential CredNR which is issued after IDA has been deleted from AR. C

randomly generates Cred∗ which has the same distribution with CredNR. C

flips an unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. C sets

Credb = CredNR and Cred1−b = Cred∗. C responds A with (Credb, Cred1−b).

Output. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 7.6 We say that a dynamic single sign-on scheme is (t, q, ǫ(ℓ))-backward

secure if no PPT adversary A making at most q credential verification queries can

win the game with the advantage

AdvBA−DSSO =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above model.

7.3 Generic Construction for Dynamic Single Sign-

on

In this section, we give a generic construction of DSSO based on a broadcast en-

cryption scheme BroEnc(·), a signature scheme Sign(·) and a zero knowledge proof

scheme (P ↔ V)[·].
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Figure 7.1: The Model of Dynamic Single Sign-on

Overview. In our construction, a requester can change his choices dynamically,

while other participants (requester and service provider) in the system do not need

to change their credentials or secret keys. When a requester R logs in, the identity

provider (IP) creates a credential for him. Then, the requester can use this creden-

tial to access all the services managed by the designated service providers (SPs),

instead of submitting different credentials to different SPs. For each logging request,

the IP creates a new credential for R. At this point of time, R can also be revoked

due to the expiry of his membership, for instance. Our construction can prevent

illegal credential sharing, which is named as all-or-nothing non-transferability. By

all-or-nothing non-transferability, we mean that all the credentials of a requester are

shared, once he shares one of them with others [CL01]. The model of our construc-

tion is explained in Figure 7.1.

We describe our generic construction of DSSO in Figure 7.2.

7.4 Security Analysis

In this section, we prove that our generic construction of DSSO is secure against

the collusion credential forging attacks, collusion impersonate attacks and coalition

credential forging attacks, and provides forward security and backward security.

Theorem 7.1 Our generic construction of DSSO is (T, q1, q2, q3, ǫ(ℓ))-secure against
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System Set-up. This algorithm takes as input 1ℓ, and outputs the public
parameters params which includes all public parameters required in the
three underlying building blocks, and a secret-public key pair KG(1ℓ)→
(ISK, IPK) for the identity provider IP.

Registration.

1. Service Provider Registration. This algorithm takes as input the
necessary registration information RISPi

of a service provider
SPi, and outputs an identifier IDSPi

and a verification key
BKeyGen(params,N) → SKSPi

, where BkeyGen(·) is the key gen-
eration algorithm in the broadcast encryption scheme. It stores
(SPi, IDSPi

, SKSPi
) for SPi.

2. Requester Registration. A requester R generates his secret-public
key pair KG(1ℓ) → (SKR, PKR). This algorithm takes as input
the necessary registration information RIU , and outputs an identi-
fier IDU and an access right AR which is a set consisting of the
identifiers of the service providers that R can access. It stores
(IDR, PKR,AR) for R. Notably, AR is regarded as the receiver
set S in the broadcast encryption scheme.

Single Sign-on.

1. Log In. R logs in the system by his username and corresponding
password.

2. Credential Generation. IP runs BEnc(params, |AR|) → (HdrR,
KR), where BEnc(·) is the encryption algorithm in the broadcast
encryption, HdrR is the header and KR is the message encryption
key which can only be obtained by SPj with IDSPj

∈ AR.

IP generates a signature δR = Sign(params, IDR, PKR, AAR, TR,
ISK), where IDR is the identifier ofR, PKR is the public key ofR,
AAR is an authentication assertion, TR is tiemstamp and ISK is the
secret key of IP. Then, IP computes CTR = E(params,KR, δR)
where E(·) is a symmetric encryption algorithm. The credential for
R is CredR = (AR, HdrR, CTR).

3. Service Request. R sends a service request to SPi with IDSPi
∈ AR.

4. Verification Request. R is asked to show his credential to SPi. R
submits his credential CredR to SPi

5. Credential Verification. SPi runs BDec(param, SKSPi
, Hdr)→ KR,

decrypts CTR and obtains δR. SPi runs Ver(params, IDR, PKR,
AAR, TR, IPK, δR) → True/False. If Ver(params, IDR, PKR,
AAR, TR, IPK, δR) → True, SPi goes to the next step; otherwise
he aborts.



7.4. Security Analysis 134

6. Ownership Proof. R and SPi execute a zero-knowledge proof protocol
(R ↔ SPi)[SKR] to prove that R knows the secret key SKR corre-
sponding the public key PKR included in CredR. If the zero-knowledge
proof is successful, SPi goes to the next step; otherwise he aborts.

7. Service Grant. SPi grants the service requested by R to him.

If R wants to access other service providers SPj with IDSPj
∈ AR, he can

send CredR to him directly, without the need to obtain a new credential.

Dynamic Change. If R needs to change his access right, when logging in,
he must submit a request to the IP. After checking the request, IP
creates a new credential for R according to his current status. IP works
as follows.

1. Addition. IP adds an identifier IDSPc of the service provider
SPc to AR by setting A′

R = AR

⋃
{IDSPj

}, and runs
BEnc(params, |AR|′)→ (Hdr′R, K

′
R).

2. Delete. IP deletes an identifier IDSPc of the service provider
SPc from AR by setting A′

R = AR − {IDSPj
}, and runs

BEnc(params, |A′
R|)→ (Hdr′R, K

′
R).

3. New Credential Generation. IP generates a signature δ′R =
Sign(params, IDR, PKR, AA

′
R, T

′
R, ISK), and computes CT ′

R =
E(params,K ′

R, δ
′
R). The new credential for R is Cred′R =

(A′
R, Hdr

′
R, CT

′
R)

Figure 7.2: A Generic Construction of Dynamic Single Sign-on Schemes

the collusion credential forging attacks if the broadcast encryption scheme is (T ′, N, q2,

ǫ1(ℓ))-secure against the chosen ciphertext attacks (or IND-CCA2) and the signa-

ture scheme is (T ′′, q3, ǫ
′(ℓ))-strongly existentially unforgeable (or SEU-CMA), where

T ′′ = T + T ′ + Θ(T + T ′) and ǫ′(ℓ) = ǫ(ℓ) · (1− ǫ1(ℓ))q3.

Proof: If there exists a PPT adversary A who can (T, q1, q2, q3, ǫ(ℓ)) break the

collusion credential unforgeability of our generic construction of DSSO, we will show

that there exists an algorithm B that can (T ′′, q3, ǫ
′(ℓ)) breaks the strongly existential

unforgeability of the signature scheme.

Initialization. A submits a target requester R∗ for whom A wants to forge a cre-

dential. A works as malicious requesters.

Setup. B runs Setup(1ℓ) to generate the public parameters params and a secret-

public key pair (ISK, IPK). B responds A with (params, IPK).
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Registration Queries. A can adaptively query the registration oracle. A submits

{RIR1 , RIR2 , · · · , RIRq1
}. B randomly assigns an identifier IDRi

and selects a

set ARi
which consists of the identifiers of service providers, for i = 1, 2, · · · , q1.

B respondsA with {(IDRi
,ARi

)}q1i=1 and stores {(IDRi
, PKRi

,ARi
)}q1i=1, where

PKRi
is the public key of Ri for i = 1, 2, · · · , q1.

Credential Generation Queries. A can adaptively query the credential generation or-

acle. A submits {(IDR1, PKR1), (IDR2, PKR2), · · · , (IDRq2
, PKRq2

)}, where

the only constraint is (IDRi
, PKRi

) 6= (IDR∗ , PKR∗). B runs BEnc(params,

|ARi
|) → (HdrRi

, KRi
), Sign(params, IDRi

, PKRi
, AARi

, TRi
, ISK) → δRi

and E(params,KRi
, δRi

) → CTRi
, for i = 1, 2, · · · , q2. B responds A with

{CredRi
= (ARi

, HdrRi
, CTRi

)}q2i=1.

Credential Verification Queries. A can adaptively query the credential verification or-

acle. A submits {(IDR1, PKR1, CredR1), (IDR2 , PKR2, CredR2), · · · , (IDRq3
,

PKRq3
, CredRq3

)}. B runs BDec(params, SKSPj
, HdrRi

)→ KRi
where IDSPj

∈ ARi
, decrypts CTRi

and obtains δRi
. B runs Ver(params, IDRi

, PKRi
, AARi

,

TRi
, IPK, δRi

) → True/False, for i = 1, 2, · · · , q2. B responds A with

{(True/False)}.

Output. A outputs a credential CredR∗ = (AR∗ , HdrR∗ , CTR∗), where (IDR∗ ,

CredR∗) /∈ {(IDR1, CredR1), (IDR2 , CredR2), · · · , (IDRq2
, CredRq2

)}.

B runs BDec(param, SKSPj
, HdrR∗) where IDSPj

∈ AR∗ .

1. If BDec(param, SKSPj
, HdrR∗)→ ⊥, B aborts. The simulation fails.

2. If BDec(param, SKSPj
, HdrR∗) → KR∗ and B can decrypt CTR∗ to obtain

δR∗ , B aborts. B can use A to break IND-CCA2 security of the broadcast

encryption scheme. Due to the broadcast encryption is (T ′, N, q2, ǫ1(ℓ))-secure

against the chose ciphertext attacks, the advantage that δR∗ can be obtained

is at least ǫ1(ℓ).

3. If B does not abort, he can obtain a valid signature δR∗
on (params, IDR∗ ,

PKR∗ , AAR∗ , TR∗) with the advantage at least ǫ(ℓ).

Now we compute the advantage with which B does not abort. If the broadcast

encryption scheme is (T ′, N, q2, ǫ1(ℓ))-secure against chosen ciphertext attacks, B
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can abort with the probability at most ǫ1(ℓ). Therefore, the advantage with which

B does not abort during the q3 credential verification queries is at least (1− ǫ1(ℓ))q3.

Thus, the advantage with which B can break the strongly existential unforgeability

of the signature scheme is at least ǫ(ℓ)·(1−ǫ1(ℓ))q3. This contradicts the assumption

that the signature scheme is (T ′′, q3, ǫ
′(ℓ))-strongly existentially unforgeable.

�

Theorem 7.2 Our generic construction of DSSO is secure against collusion imper-

sonation attacks if the zero-knowledge proof scheme is secure.

Proof: If there exists a PPT adversary A to whom a requester R has showed creden-

tials and proved the ownership of them can impersonate R to prove the ownership

on the received credentials, we can construct an algorithm B (knowledge extractor)

that can use A to break the security of the underlying zero-knowledge proof scheme.

After receiving a response Resp for the proof that SKR is the corresponding

secret key of the public key PKR listed in the credential CredR, if A can imperson-

ate R to prove the ownership on CredR, he can execute the zero-knowledge proof

scheme with a service provider SP to prove that he knows SKR. If A can output a

new response Resp′ which correctly answers the challenge from SP, B ( knowledge

extractor) aborts. B can compute SKR from the two responses Resp and Resp′ us-

ing the rewinding technique. So, B can use A to break the zero-knowledge property

of the underlying zero-knowledge proof scheme.

�

In our generic construction, a requester R can not share his credentials with

others. Because, if he wants to share one credential with others, he must reveal his

secret key SKR to them. If it is, all credentials of R will be shared with others.

This is the so-called all-or-nothing non-transferability property [CL01].

Theorem 7.3 Our generic construction of DSSO is (T, q1, q2, q3, ǫ(ℓ))-secure against

the coalition credential forging attacks if the broadcast encryption scheme is (T ′, N, q2,

ǫ1(ℓ))-secure against the chosen ciphertext attacks (or IND-CCA2) and the signa-

ture scheme is (T ′′, q3, ǫ
′(ℓ))-strongly existentially unforgeable (or SEU-CMA), where

T ′′ = T + T ′ + Θ(T + T ′) and ǫ′(ℓ) = ǫ(ℓ) · (1− ǫ1(ℓ))q3.

Proof: If there exists a PPT adversary A who can (T, q1, q2, q3, ǫ(ℓ)) break the

coalition credential unforgeability, we will show that there exists an algorithm B

that can (T ′′, q3, ǫ
′(ℓ)) break the strongly existential unforgeability of the signature

scheme. A works as the coalition of malicious requesters and service providers.
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Initialization. A submits a target requester R∗ for whom he wants to forge a cre-

dential and a target service provider SP∗ whom he wants to access, where

R∗ /∈ A and SP∗ /∈ A.

Setup. B runs Setup(1ℓ) to generates the public parameters params and a secret-

public key pair (ISK, IPK). B responds A with (params, IPK).

Registration Queries. A can adaptively query the registration oracle. A sub-

mits {RIR1 , RIR2 , · · · , RIRt1
} and {RISP1 , RISP2 , · · · , RISPt2

}, where q1 =

t1 + t2, RISP∗ 6= RISPj
and j = 1, 2, · · · , t2. B randomly assigns an iden-

tifier IDRi
and selects a set ARi

which consists of the identifiers of service

providers, for i = 1, 2, · · · , t1. B randomly assigns an identifier IDSPj
and

runs BKeyGen(params,N) → SKSPj
, for j = 1, 2, · · · , t2. B responds A with

{(IDRi
,ARi

)}t1i=1 and {(IDSPj
, SKSPj

)}t2j=1 and stores {(IDRi
, PKRi

,ARi
)}q1i=1

and {(SPj , IDSPj
, SKSPj

)}t2j=1, where PKRi
is the public key of Ri for i =

1, 2, · · · , t1.

Credential Generation Queries. A can adaptively query the credential generation or-

acle. A submits {(IDR1, PKR1), (IDR2, PKR2), · · · , (IDRq2
, PKRq2

)}, where

the constraints are (IDRi
, PKRi

) 6= (IDR∗ , PKR∗) and IDSP∗ /∈ ARi
. B runs

BEnc(params, |ARi
|) → (HdrRi

, KRi
), Sign(params, IDRi

, PKRi
, AARi

, TRi
,

ISK) → δRi
and E(params,KRi

, δRi
) → CTRi

, for i = 1, 2, · · · , q2. B re-

sponds A with {CredRi
= (ARi

, HdrRi
, CTRi

)}q2i=1.

Credential verification queries. A can adaptively query the credential verification

oracle. A submits {(IDR1, PKR1, CredR1), (IDR2, PKR2, CredR2), · · · ,

(IDRq3
, PKRq3

, CredRq3
)}, where the only constraint is IDSP∗ /∈ ARi

. B

runs BDec(params, SKSPj
, HdrRi

)→ KRi
with IDSPj

∈ ARi
, decrypts CTRi

,

obtains δRi
and runs Ver(params, IDRi

, PKRi
, AARi

, TRi
, IPK, δRi

) →

True/False, for i = 1, 2, · · · , q3. B responds A with {True/False}.

Output. A outputs a credential CredR∗ = (AR∗ , HdrR∗ , CTR∗), where (IDR∗ ,

CredR∗) /∈ {(IDR1 , CredR1), (IDR2, CredR2), · · · , (IDRq2
, CredRq2

)} and

IDSP∗ ∈ AR∗ .

B runs BDec(param, SKSPj
, HdrR∗) with IDSP ∈ AR∗ .

1. If BDec(param, SKSPj
, HdrR∗)→ ⊥, B aborts. The simulation fails.
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2. If BDec(param, SKSPj
, HdrR∗)→ KR∗ and B can decrypt CTR∗ to obtain δR∗ ,

B aborts. B can use A to break the IND-CCA2 security of the broadcast en-

cryption scheme. Due to the broadcast encryption scheme is (T ′, N, q2, ǫ1(ℓ))-

secure against chosen ciphertext attacks, the advantage that δR∗ can be ob-

tained is at least ǫ1.

3. If B does not abort, he can obtain a valid signature δR∗ on (params, IDR∗ ,

PKR∗ , AAR∗ , TR∗) with the advantage at least ǫ(ℓ).

Now, we compute the advantage with which B does not abort. If the broadcast

encryption scheme is (T ′, N, q2, ǫ1(ℓ))-secure against the chosen ciphertext attacks,

B can abort with the probability at most ǫ1(ℓ). Therefore the advantage with which

B dose not abort at the q3 credential verification queries is at least (1 − ǫ1(ℓ))
q3.

So, the advantage with which B can break the strongly existential unforgeability of

the underlying signature scheme is at least ǫ(ℓ) · (1 − ǫ1(ℓ))q3. This contradicts the

assumption that the signature scheme is (T ′′, q3, ǫ
′(ℓ))-strongly existentially unforge-

able.

�

Theorem 7.4 Our generic construction of DSSO is (T, q, ǫ(ℓ))-forward secure if the

broadcast encryption scheme is (T ′, N, q, ǫ(ℓ))-secure against the chosen ciphertext

attacks (or IND-CCA2), where T ′ = T +Θ(T ).

Proof: If there exists a PPT adversary A who can (T, q, ǫ(ℓ)) break the forward

security of our generic construction of DSSO, we will show that there exists an

algorithm B that can (T ′, N, q, ǫ(ℓ)) break the IND-CCA2 security of the broadcast

encryption scheme. A works as a malicious service provider. By AO
R, we denote the

access right of R before A’s identifier IDA is listed in AR.

Setup. B runs Setup(1ℓ) to generate the public parameters params and a secret-

public key pair (ISK, IPK). B sends (params, IPK) to A.

Credential Verification Queries. A can adaptively query the credential verification or-

acle. A submits {(IDR, PKR, Cred
1
R), (IDR, PKR, Cred

2
R), · · · , (IDR, PKR,

CredqR)}, where Cred
i
R is issued after IDA has been added to AR. B runs

BDec(params, SKSPj
, HdriR) → Ki

R where IDSPj
∈ AO

R

⋃
{IDA}, decrypts

CT i
R and obtains δiR. B runs Ver(params, IDR, PKR, AA

i
R, T

i
R, IPK, δ

i
R) →

True/False, for i = 1, 2, · · · , q. B responds A with {True/False}.
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Challenge. B runs BEnc(params, |AO
R|) → (HdrOR, K

O
R), Sign(params, IDR, PKR,

AAO
R, T

O
R , ISK) → δOR and E(params,KO

R, δ
O
R) → CTO

R . Let CredOR = (AO
R,

HdrOR, CT
O
R ). B randomly creates a Cred∗R which has the same distribution

with CredOR. B flips an unbiased coin with {0, 1} and obtains one bit b ∈

{0, 1}. B sets Credb = CredOR and Cred1−b = Cred∗R. B responds A with

(Credb, Cred1−b).

Output. A outputs his guess b′ on b.

If
∣∣Pr[b′ = b]− 1

2

∣∣ ≥ ǫ(ℓ), A can distinguish δOR with the same advantage. Namely,

A is not a receiver in the broadcast encryption scheme, but can distinguish the

message encryption key KO
R from HdrOR with the advantage at least ǫ(ℓ). So, B can

use A to break the IND-CCA2 security of the broadcast encryption scheme with the

advantage at least ǫ(ℓ).

�

Theorem 7.5 Our generic construction of DSSO is (T, q, ǫ(ℓ))-backward secure if

the broadcast encryption scheme is (T ′, N, q, ǫ(ℓ))-secure against the chosen cipher-

text attacks (or IND-CCA2), where T ′ = T +Θ(T ).

Proof: If there exists a PPT adversary A who can (T, q, ǫ(ℓ)) break the backward

security of our generic construction of DSSO, we will show that there exists an

algorithm B that can (T ′, N, q, ǫ(ℓ)) break the IND-CCA2 security of the broadcast

encryption scheme. A works as a malicious service provider. By AN
R, we denote the

access right of R after A’s identifier IDA has been deleted from AR.

Setup. B runs Setup(1ℓ) to generate the public parameters params and a secret-

public key pair (ISK, IPK). B sends (params, IPK) to A.

Credential Verification Queries. A can adaptively query the credential verification or-

acle. A submits {(IDR, PKR, Cred
1
R), (IDR, PKR, Cred

2
R), · · · , (IDR, PKR,

CredqR)}, where Cred
i
R was issued before IDA was deleted from AR. B runs

BDec(params, SKSPj
, HdriR) → Ki

R where IDSPj
∈ AN

R

⋃
{IDA}, decrypts

CT i
R and obtains δiR. B runs Ver(params, IDR, PKR, AA

i
R, T

i
R, IPK, δ

i
R) →

True/False, for i = 1, 2, · · · , q. B responds A with {True/False}.

Challenge. B runs BEnc(params, |AN
R|) → (HdrNR , K

N
R ), Sign(params, IDR, PKR,

AAN
R, T

N
R , ISK) → δNR and E(params,KN

R , δ
N
R) → CTN

R . Let CredNR = (AN
R,
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HdrNR , CT
N
R ). B randomly creates a Cred∗R which has the same distribution

with CredNR. B flips an unbiased coin with {0, 1} and obtains one bit b ∈

{0, 1}. B sets Credb = CredNR and Cred1−b = Cred∗R. B responds A with

(Credb, Cred1−b).

Output. A outputs his guess b′ on b.

If
∣∣Pr[b′ = b]− 1

2

∣∣ ≥ ǫ(ℓ), A can distinguish δNR with the same advantage. Namely,

A is not a receiver in the broadcast encryption scheme, but can distinguish the

message encryption key KN
R from HdrNR with the advantage at least ǫ(ℓ). So, B can

use A to break the IND-CCA2 security of the broadcast encryption scheme with the

advantage at least ǫ(ℓ).

�

7.5 Chapter Summary

The existing SSO schemes suffer from various security issues such as illegally sharing

credentials and difficulties in user revocation. In this chapter, we proposed the

formal definitions and security models for SSO and DSSO, We proposed a generic

construction of DSSO and proved its security. Our generic construction provides a

sound solution to avoid the mentioned attacks.
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Chapter 8

Attribute-based Oblivious Access Control

In this chapter, we first construct a CP-ABE scheme with constant communica-

tion and computation cost, then propose an attribute-based oblivious access control

(ABOAC) scheme. Parts of this work appeared in [HSMY12a].

8.1 Introduction

In an attribute-based access control (ABAC) system, users are identified by their

distinct attributes. An access request is accepted or denied depending on whether

a requester’s attributes satisfy the specified access policies. The magic of an ABAC

system not only lies in its high flexibility and strong expressibility, but also its

anonymity. For example, Charlie associates a service with a set of attributes S =

{American, Student, Adult} such that only the users whose attributes include S

can access the service. Suppose that Alice and Bob hold sets of attribute SA =

{American,Married, Adult, Student} and SB = {American, Adult, V egetarian,

Student}, respectively. In the case that the service is accessed, Charlie cannot

determine who accessed the service as both of Alice and Bob are authorized to

access the service. What Charlie knows is S ⊆ SA and S ⊆ SB. Therefore, Charlie

cannot identify the real identity of the requester from the required attributes. This

implies that an ABAC system can provide anonymity to users.

Although attribute-based systems can provide some sound properties, both the

computation cost and communication cost are linear in the number of the required

attributes. Hence, existing ABAC schemes are not suitable to the systems with

limited communication and computation ability, such as wireless sensor and actor

networks (WSANs) [AK04] and mobile ad hoc networks (MANETs) [NN08]. In a

WSANs system, the sensors are lower price and lower power devices with limited

computation, communication and sensing ability [AK04]. Similarly, the nodes in a
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MANETs system have limited power, computation ability and small memory space

[NN08]. Thereafter, it is an interesting and challenging work to design an ABAC

scheme with constant computation and communication cost.

8.1.1 Related Work

The literature about ABE is referred to Section 5.1.1. In this section, we mainly

review ABE schemes with constant computation and communication cost.

One intrinsic flaw of ABE schemes is that the length of the ciphertexts is linear

in the number of the required attributes. Solutions towards reducing the length

of the ciphertexts have been proposed. In some of these schemes, the computa-

tion cost of the encryption algorithms is constant, but the exponential and pairing

operations executed in the decryption algorithm are linear in the number of the

required attributes. Therefore, these schemes are not an ideal primitive for the

systems with limited computing ability, such as WSANs, MANETS, etc. To name

a few, Emura et al. [EMN+09] proposed a CP-ABE scheme with constant sized

ciphertext, where for a set of attributes, only one secret key is generated. In this

scheme, a user can only decrypt the ciphertext which requires the exact attributes

which he holds. Especially, a user cannot decrypt the ciphertext where the required

attributes are included in his attributes as he cannot use his attributes separately.

So far as this property is concerned, this scheme is more like an IBE scheme, where

all the attributes held by a user can be mapped into his sole identity. Herranz,

Laguillaumie and Ràfols [HLR10] proposed a threshold ABE scheme with constant

sized ciphertext, which was derived from the threshold public-key encryption pro-

posed by Delerablée and Pointcheval [DP08]. Prior to executing the decryption

algorithm, a user must aggregate the required secret keys to one value using the

Aggregate algorithm proposed in [DPP07]. As pointed in [DPP07], the running time

of the Aggregate algorithm is about γ(γ−1)
2

Te, where γ denotes the number of the

required attributes. Zhou and Huang [ZH10] proposed a CP-ABE scheme with con-

stant sized ciphertext based on the q-DBDHE assumption. The computational cost

of the encryption algorithm is constant, but the number of the pairing operations

executed in the decryption algorithm are linear in the number of the required at-

tributes. Attrapadung, Libert and Panafieu [ALP11] proposed a KP-ABE scheme

with constant sized ciphertext, where the number of the exponential and the pair-

ing operations executed in the decryption algorithm are linear in the number of
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the required attributes. Subsequently, Chen, Zhang and Feng [CZF11] proposed a

non-monotonic CP-ABE scheme with constant sized ciphertext and computation

cost. Both [ALP11] and [CZF11] are based on non-standard assumption ( q-DBDHE

assumption).

In an ABE scheme, a user must obtain a secret key for each of his attributes from

the central authority. Therefore, it is hard to guarantee that the received secret keys

are generated correctly and not tampered if they cannot be verified. In the scenario

that a user cannot decrypt a ciphertext when his attributes satisfy the specified

access policies, he cannot determine which secret keys caused this. He also cannot

detect whether his secret keys or the cihpertext are not created correctly. Especially,

if the issuer and the encryptor are different entities, the user cannot detect who is

malicious. This will risk the user’s access right. While, most of the previous schemes

did not consider the verification of the issued secret keys.

To protect users’ privacy, anonymity should be addressed. We note that it is

unfortunately insufficient [IKOS06]. This is because anonymity can hide who the

user is, but it cannot hide what actions the user performed. For instance, suppose

that a user can access resources anonymously. Although we cannot identify who

he/she is, we can guess that it is Alice with high probability if it can access Alice’s

medical data, financial condition and insurance records. Hence, in terms of privacy,

we need a system where both the identity of the user and the actions performed by

him can be hidden.

Proposed by Rabin [Rab81], k-out-of-m oblivious transfer (OTm
k ) is a cryptosys-

tem where a sender and a receiver have a set of messagesM = {M1,M2, · · · ,Mm}

and a set of choices C = {σ1, σ2, · · · , σk} ⊆ {1, 2, · · · , m}, respectively. After an

interaction, the receiver can obtain the intended messages {Mσ1 ,Mσ2 , · · · ,Mσk
},

while the sender knows nothing about the receiver’s choices. Adaptive k-out-of-m

oblivious transfer (OTm
k×1) is a strongly secure OT scheme, where a receiver can ob-

tain messages from the sender adaptively [NP99a, NP99b]. OT schemes have been

used as an efficient primitive to hide users’ actions [AIR01, CGH09, CDN09].

Friken, Atallah and Li [FAL06] proposed three ABAC schemes, where both the

access policies and the receivers’ attributes can be hidden. In the first scheme, a re-

ceiver knows a superset of the attributes required by the access policy. In the second

scheme, a receiver knows the number of the attributes which he satisfies. While, in

the third scheme, a receiver only knows the upper bound of the attributes which he

can use to access the system. The sender only knows the number of attributes which
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a receiver must use to access the system. Their schemes were based on homomor-

phic encryption [RAD77], 1-out-of-2 oblivious transfer [Rab81] and set intersection

[KS92]. These schemes provided sound solutions to protect users’ privacy. One dis-

advantage of these schemes is its efficiency. The communication complexity in these

three schemes are Θ(n), Θ(γn) and Θ(γn), respectively, where n is the number of

the attributes required by the access policies, and γ is the number of the attributes

held by a user. For each required attribute in the access policy, the encryption

operations executed in these schemes are Θ(1), Θ(γ) and Θ(γ), respectively. The

interactions for each required attribute are 3 rounds, 5 rounds and 5 rounds, re-

spectively. Furthermore, the computation cost depends on the exploited encryption

scheme and OT scheme.

Coull, Green and Hohenberger [CGH09] proposed an oblivious transfer with

access control (AC-OT) scheme by introducing an anonymous credential scheme to

an OT scheme, where the access policy is determined by a state graph. Each node in

the graph represents a state, and each edge represents a transaction from one state

to another. In order to access the database, a user must prove that he has obtained

the required credentials (attributes) in zero-knowledge. Camenisch, Dubovitskaya

and Neven [CDN09] proposed another AC-OT scheme which improved the scheme

[CGH09]. This scheme avoids to re-issue credentials to users at each transfer by the

following two approaches. In the first approach, they assigned a state to a subset

of attributes which a user holds, with a self-loop which can be accessed using this

subset of attributes. In the second approach, they assigned a state to a subset of

attributes which are published as the access policy, with a self-loop for each data

which is associated with this subset of attributes. Let |ACi
| denotes the number

of the attributes required by the ith record (data), for i = 1, 2, · · · , m. For a set

of choices C = {σ1, σ2, · · · , σk}, the computation cost and communication cost in

these two schemes are Θ(
∑k

i=1 |ACσi
|) and Θ(m), respectively.

Zhang et al. [ZAW+10] proposed a new AC-OT scheme which is based on the

CP-ABE scheme [LOS+10] and OTm
k×1 scheme [CNS07]. As mentioned in [Wat11],

the CP-ABE scheme [LOS+10] designed in the composite order (N = p1p2p3) bi-

linear groups is not efficient, where p1, p2 and p3 are different prime numbers. The

length of the ciphertexts in this scheme is linear in the number of the required at-

tributes. Additionally, both the exponential and the pairing operations executed in

the decryption algorithm are linear in the number of the required attributes. Fur-

thermore, in order to introduce the CP-ABE scheme [LOS+10] to OTm
k×1 scheme
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[CNS07], a data encapsulation mechanism (DEM) must be exploited to encrypt the

messages from different message spaces. Consequently, the computational cost and

communication cost in this scheme are Θ(
∑k

i=1 |ACσi
|) and Θ(

∑m
i=1 |ACi

|), respec-

tively.

Rial and Preneel [RP10] proposed a blind ABE and an AC-OT scheme by pro-

viding a blind key extract protocol for the CP-ABE scheme [BSW07]. While, the

CP-ABE scheme [BSW07] was proven to be secure in the generic group model, in-

stead of being reduced to a complexity assumption. The length of the ciphertexts

and the computation cost of the decryption algorithm in [BSW07] are linear in the

number of the required attributes. Furthermore, the computational cost and com-

munication cost in this scheme are Θ(
∑k

i=1 |ACσi
|) and Θ(

∑m
i=1 |ACi

|), respectively.

8.1.2 Our Contribution

In ABE schemes, complex and fine-gained access structures can be expressed. Mean-

while, OT schemes have been used to hide the actions performed by a user. Hence,

the combination of ABE and OT schemes provide an elegant solution to protect

users’ privacy in privacy-sensitive systems, such as medical records, patent searches,

etc. However, the computational and communication costs in existing schemes are

linear in the number of the required attributes. It is an interesting and challenging

work to design an attribute-based oblivious access control (ABOAC) scheme with

constant computation and communication costs. This is necessary in the systems

with limited computing and communication ability, such as WSANs, MANETs, etc.

In this chapter, we first propose an ABE scheme with constant sized ciphertext.

We observe that both the encryption and decryption algorithms in our scheme are

efficient. For an encryption and decryption procedure, only 3 exponentiations and

2 pairing operations are executed, respectively. This is in contrast to the previous

ABE schemes where the numbers of exponentiation and pairing operations executed

in the encryption and decryption algorithms are linear in the number of the required

attributes. Furthermore, the secret key for each attribute can be efficiently verified.

Then, we propose an ABOAC scheme by introducing the proposed ABE scheme

to an OT scheme. In our ABOAC scheme, a requester can obtain services obliviously

if his attributes satisfy the specified access policies. As a result, the requester does

not release anything about his attributes and the selected services to the service

provider. The service provider only knows the number of the services accessed by
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the requester. Hence, both the attributes of the requester and the actions performed

by him can be hidden. Notably, in our ABOAC scheme, for each service encrypted

under the required attributes, only one-round interaction is executed between the

service provider and the requester. The service provider needs to execute 3 expo-

nential operations, and the requester needs to execute 2 pairing and 2 exponential

operations.

8.1.3 Chapter Organization

This chapter is organized as follows. In Section 8.2, we propose the formal defini-

tions and security models of the CP-ABE and ABOAC schemes. A new ABE with

constant computation and communication cost is proposed, and proven in Section

8.3. In Section 8.4, an ABOAC scheme is proposed and proven. Finally, Section 8.5

summarizes this chapter.

8.2 Formal Definitions and Security Models

In this section, we introduce the formal definitions and security models of CP-ABE

and ABOAC schemes.

8.2.1 Cipher-Policy Attribute-based Encryption

A CP-ABE scheme consists of the following algorithms [BSW07]:

Setup(1ℓ)→ (params,MSK). The setup algorithm takes as input 1ℓ, and outputs

the public parameters params and a master secret key MSK.

KeyGen(params,AU ,MSK)→ SKU . The key generation algorithm takes as input

the public parameters params, a set of attributes AU and the master secret

key MSK, and outputs a secret key SKU for a user U with a set of attributes

AU .

Enc(params,AC ,M) → CT . The encryption algorithm takes as input the the

public parameters params, an access structure AC and a message M , and

outputs a ciphertext CT which can be decrypted by the user who holds a set

of attributes AU if AU ∈ AC .
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Dec(params, SKU , CT )→ M . The decryption algorithm takes as input the public

parameters params, the secret key SKU and the ciphertext CT , and outputs

the message M .

Definition 8.1 We say that a cipher-policy attribute-based encryption scheme is

correct if

Pr




Setup(1ℓ)→ (params,MSK);

Dec(params, SKU , CT ) KeyGen(params,AU ,MSK)→ SKU ;

→ M Enc(params,AC ,M)→ CT ;

AU ∈ AC



= 1

where the probability is taken over the random coins which are consumed by the

algorithms in the scheme.

8.2.2 Selective-Attributes Model

We propose a selective-attribute model which is slightly stronger than the selective-

set model introduced in [GPSW06]. This model is analogous to the selective-ID

model in the IBE scheme [BF01]. This model is defined by the following game

executed between a challenger C and an adversary A:

Initiation. A submits a set of attributesA∗ = {a∗} which she wants to be challenged

with.

Setup. C runs the Setup(1ℓ) algorithm to generate the public parameters params

and a master secret key MSK. C responds A with params.

Phase 1. A can adaptively query secret keys for sets of attributes A1,A2, · · · ,Aq1,

where the only restrict is A∗ 6⊆ Ai for i = 1, 2, · · · , q1. C responds A with

KeyGen(params,Ai,MSK) for i = 1, 2, · · · , q1.

Challenge. A submits two messages M0 and M1 with equal length. C flips an

unbiased coin with {0, 1} and obtains one bit b ∈ {0, 1}. It selects an access

structure A and computes CT ∗ = Enc(params,A,Mb), where A∗ ∈ A. C

responds A with CT ∗.

Phase 2. A can adaptively query secret keys for sets of attributes Aq1+1,Aq1+2, · · · ,

Aq, where the only constraint is A∗ 6⊆ Aj, for j = q1 + 1, q1 + 2, · · · , q. Phase

1 is repeated.
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Guess. A outputs his guess b′ on b. A wins the game if b′ = b.

Definition 8.2 An cipher-policy attribute-based encryption is (T, q, ǫ)-secure against

chosen plaintext attacks (or IND-CPA) if no PPT adversary A making at most q

secret key queries can win the game with the advantage

AdvIND−sa−CPA
A−ABE (ℓ) =

∣∣∣∣Pr[b
′ = b]−

1

2

∣∣∣∣ ≥ ǫ(ℓ)

in the above selective-attribute model.

8.2.3 Attribute-based Oblivious Access Control

An ABOAC scheme consists of the following four algorithms:

Setup(1ℓ) → (params,MSK, (SSK, SPK)). The setup algorithm takes as input

1ℓ, and outputs the public parameters params, a master key MSK and a

secret-public key pair KG(1ℓ)→ (SSK, SPK) for the service provider SP.

KeyGen(params,AR,MSK) → SKR. The key generation algorithm takes as in-

puts the public parameters params, a set of attributes AR and the master key

MSK, and outputs a secret key SKR for a requester R with a set of attributes

AR.

Commit(params, SSK,Ai,Mi) → CTi. Suppose that SP manages m messages

M1,M2, · · · ,Mm. To commit a message Mi, the commitment algorithm takes

as input the public parameters params, the secret key SSK, an access struc-

ture Ai and the message Mi, and outputs a ciphertext CTi which can be

decrypted by a requester R who holds a set of attributes AR with AR ∈ Ai,

for i = 1, 2, · · · , m.

Transf(SP(params, SSK)↔R(params, SPK,C, SKR))→ (⊥,M). The transfer

algorithm is an interactive algorithm executed between SP and R. SP takes

as input the public parameters params and his secret key SSK, and outputs

nothing. R takes as input the public parameters params, a set of choices

C = {σ1, σ2, · · · , σk} ⊆ {1, 2, · · · , m} and his secret key SKR, and outputs

messages M = {Mσ1 ,Mσ2 , · · · ,Mσk
}.
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Definition 8.3 We say that an attribute-based oblivious access control scheme is

correct if

Pr




Setup(1ℓ)→ (params,MSK, (SSK, SPK));

Transf(SP(⊠)↔ R(⊞)) KeyGen(params,AR,MSK)→ SKR

→ (⊥,M) Commit(params, SSK,Ai,Mi)→ CTi;

AR ∈ Aσj
for j = 1, 2, · · · , k



= 1

where the probability is taken over the random coins consumed by the algorithms in

the scheme, ⊠ = (params, SSK), ⊞ = (params, SPK,C, SKR), C = {σ1, σ2, · · · ,

σk} and M = {Mσ1 ,Mσ2 , · · · ,Mσk
}.

8.2.4 Security Model for Attribute-based Oblivious Access

Control

The security model of ABOAC schemes is defined as follows. For the privacy of

the requester R, his choices should be unconditionally secure and his attributes

are not released to the service providers SPs, even the number and a superset of

his attributes. For the security of SP, a real world paradigm and an ideal world

paradigm are exploited. If there exists an adversary in the real world, there will exist

an adversary in the ideal world such that the outputs of these two adversaries are

indistinguishable. We name this model as half-simulation model, which is similar to

the models in [NP99a, NP99b].

Privacy of Requester. An ABOAC scheme can protect the privacy of R if it can

provide the following properties:

1. R releases nothing about his attributes to SPs.

2. For any two different choice sets {σ1, σ2, · · · , σk} and {σ′
1, σ

′
2, · · · , σ

′
k}, the

transcripts received by SP corresponding to {Mσ1 ,Mσ2 , · · · ,Mσk
} and {Mσ′

1
,

Mσ′
2
, · · · ,Mσ′

k
} are indistinguishable. Especially, the choices of R are uncon-

ditionally requester-secure if {Mσ1 , Mσ2 , · · · ,Mσk
} and {Mσ′

1
,Mσ′

2
, · · · ,Mσ′

k
}

are identically distributed.

Security of Service Provider. Suppose that R has obtained the required secret

keys. To define the security of SP, we compare a real world experiment and

an ideal world experiment. In the real world experiment, R and SP execute
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the protocol. Meanwhile, in the ideal world expriment, the functionality of the

protocol is replaced by a trusted third party (TTP). SP sends all his messages

{M1,M2, · · · ,Mm} to the TTP. R adaptively submits his choices {σ1, σ2, · · · , σk} to

the TTP. If σ1, σ2, · · · , σk ∈ {1, 2, · · · , m}, the TTP respondsR with {Mσ1 ,Mσ2 , · · · ,

Mσk
}. An ABOAC scheme is service provider secure, if for any malicious requester

R∗ in the real world, there exists a requester R̂∗ in the ideal world such that the

outputs of R∗ and R̂∗ are indistinguishable.

Semantic security. Let A∗ be a set of the attributes which an adversary holds. If

A∗ 6∈ Ai, the adversary cannot obtain anything about the protected message Mi,

for i = 1, 2, · · · , m.

Definition 8.4 We say that an attribute-based oblivious access control scheme is

secure if it can protect the requester’s privacy, and is service provider secure and

semantically secure.

8.3 Efficient Attribute-Based Encryption with Con-

stant Cost

In this section, we propose a new ABE scheme where the length of the ciphertexts

is constant. Furthermore, the encryption and decryption algorithms in our scheme

is very efficient. For each encryption requiring t attributes, only 3 exponentiation

operations and 2 pairing operations are executed in the encryption algorithm and

decryption algorithm, respectively. Our idea is derived from the schemes [Wat05,

Wat11, BW06]. We describe our ABE scheme in Figure 8.1.

Correctness. The correctness of the scheme is shown as follows.

Y = DU ,2 ·
∏

acj∈AC

Ycj

= gα2 h
ru ·

∏

acj∈AC

T ru
cj
,

(8.1)

e(DU ,1, C2) = e(gru , (h ·
∏

acj∈AC

Tcj )
s)

= e(g, h)rus ·
∏

acj∈AC

e(g, Tcj)
rus,

(8.2)
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ) → (e, p,G,Gτ ), where e : G × G → Gτ and p is a prime
number. Let g, g2, h be the generators of G. Suppose that the set of
universal attributes U = {a1, a2, · · · , an} ⊆ {0, 1}n. For each aj ∈ U,

it chooses Tj
R
← G. It generates a master secret-public key pair

KG(1ℓ) → (α, g1), where α
R
← Zp and g1 = gα. The public parame-

ters are (e, p,G,Gτ , g, g1, g2, h, T1, T2, · · · , Tn).

KeyGen. To generate a secret key for a user U with a set of attributes AU ,

this algorithm chooses ru
R
← Zp, and computes

DU ,1 = grU , DU ,2 = gα2 h
ru and {Yij = T ru

ij
}aij∈AU

.

The secret key for U is SKU = (DU ,1, DU ,2, {Yij}aij∈AU
). It can be verified

as follows:

e(g,DU ,2)
?
= e(g1, g2) · e(DU ,1, h) and e(g, Yij)

?
= e(DU ,1, Tij) for aij∈AU

.

Encryption. Let A be a monotonic access structure and AC ∈ A be the
minimal set in A [DT07]a. To encrypt a message M ∈ Gτ under AC ,

this algorithm chooses s
R
← Zp, and computes

C0 = e(g1, g2)
s ·M, C1 = gs and C2 = (h ·

∏

acj∈AC

Tcj )
s.

The ciphertext is CT = (C0, C1, C2).

Decryption. To decrypt the ciphertext CT = (C0, C1, C2), U performs as
follows.

1. Compute Y = DU ,2 ·
∏

acj∈AC
Ycj , where Ycj ∈ SKU andAC ⊆ AU ∈

A.

2. Compute

C0 ·
e(DU ,1, C2)

e(C1, Y )
=M

aBy AC ∈ A is the minimal set of A, we mean that AC ⊆ B if B ∈ A.

Figure 8.1: Attribute-based Encryption with Constant Cost
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e(C1, Y ) =e(g
s, gα2 h

ru ·
∏

acj∈AC

T ru
cj
)

=e(gα, g2)
s · e(g, h)rus ·

∏

acj∈AC

e(g, Tcj)
rus

=e(g1, g2)
s · e(DU ,1, C2)

(8.3)

and

C0 ·
e(DU ,1, C2)

e(C1, Y )
=M · e(g1, g2)

s ·
e(DU ,1, C2)

e(g1, g2)se(DU ,1, C2)

=M · e(g1, g2)
s ·

1

e(g1, g2)s

=M

(8.4)

Theorem 8.1 Our attribute-based encryption scheme is (T, q, ǫ(ℓ))-secure against

chosen plaintext attacks (or IND-CPA) in the selective-attribute model if the (T ′, ǫ′(ℓ))

decisional bilinear Diffie-Hellman assumption holds in (e, p,G,Gτ ), where

T ′ = T + (n+ 4(q + 1) + 3(|A1|+ |A2|+ · · ·+ |Aq|))Te, ǫ
′(ℓ) =

ǫ(ℓ)

2

and Aj is the set of attributes queried by an adversary, for j = 1, 2, · · · , q.

Proof: Suppose that there exists a PPT adversary A who can (T, q, ǫ(ℓ)) break

the IND-CPA security of our CP-ABE scheme in the selective-attribute model, we

can construct an algorithm B that can (T ′, ǫ′(ℓ)) break the DBDH assumption as

follows.

The challenger C generates a bilinear group GG(1ℓ) → (e, p,G,Gτ ). Let g be a

generator of the group G. He flips an unbiased coin with {0, 1} and obtains one bit

µ ∈ {0, 1}. If µ = 0, he sends (A,B,C, Z) = (ga, gb, gc, e(g, g)abc) to B; otherwise,

he sends (A,B,C, Z) = (ga, gb, gc, e(g, g)z) to B, where z
R
← Zp. B will output his

guess µ′ on µ.

Initialization. A submits an attributes A∗ = {ai}.

Setup. B sets g1 = ga and g2 = gb. It selects n random integers e1, e2, · · · , en
R
← Zp,

and computes Ti = gei1 and Tj = gej , for j ∈ {1, 2, · · · , n}−{i}. B chooses γ
R
←

Zp, and sets h = g−ei
1 gγ. The public parameters are (e,G,Gτ , g, g1, g2, h, T1, T2,

· · · , Tn), while the master secret key is ab. B respondsA with (e,G,Gτ , g, g1, g2,

h, T1, T2, · · · , Tn).
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Phase 1. For a secret key query on a set of attributes A where the only restrict is

A∗ 6⊆ A, B chooses r
R
← Zp, and computes

D1 = g−rg
1
ei
2 , D2 = g

γ
ei
2 h

−r and {Yvj = (g−rg
1
ei
2 )eij }avj∈A.

We claim that (D1, D2, {Yvj}avj∈A
) are correctly computed. Because, we have

g
γ
ei
2 h

−r = g
bγ
aei
1 (g

−ei+
γ
a

1 )−r

= (g
−ei+

γ
a

1 )
b
ei gb1(g

−ei+
γ
a

1 )−r

= gb1(g
−ei+

γ
a

1 )
−r+ b

ei

= ga2(g
−ei
1 gγ)

−r+ b
ei

= ga2h
−r+ b

ei .

Let r′ = −r + b
ei
, we have

g
γ
ei
2 h

−r = ga2h
r′,

g−rg
1
ei
2 = g

−r+ b
ei = gr

′

and

(g−rg
1
ei
2 )evj = (g

−r+ b
ei )evj = (gr

′

)evj = T r′

vj
.

Challenge. A submits two messages M0 and M1 with equal length. B flips an

unbiased coin with {0, 1} and obtains one bit ω ∈ {0, 1}. B chooses a set of

attributes AC with A∗ ⊆ AC, and computes

C0 = Z ·Mω, C1 = C and C2 = Cγ · C
∑

aλj∈AC−A∗
eλj .

B respondsA with the challenged ciphertext CT ∗ = (C0, C1, C2). So, whenever

Z = e(g, g)abc, CT ∗ = (Z ·Mω, g
c, (hTi

∏π
j=1 Tλj

)c) is a valid ciphertext of

Mω.

Phase 2. Phase 1 is repeated.



8.4. Attribute-Based Oblivious Access Control 155

Guess. A outputs his guess ω′ on ω. If ω′ = ω, B outputs µ′ = 0. Otherwise, B

outputs µ′ = 1.

As shown above, the public parameters and secret keys generated in the simu-

lation paradigm are identical to those in the real protocol. Now, we compute the

advantage with which B can break the DBDH assumption.

If µ = 0, CT ∗ = (C0, C1, C2) is a valid ciphertext of Mω. Therefore, A can

output ω′ = ω with advantage at least ǫ(ℓ), namely Pr[ω′ = ω|µ = 0] ≥ 1
2
+ ǫ(ℓ).

Since B guesses µ′ = 0 when ω′ = ω, we have Pr[µ′ = µ|µ = 0] ≥ 1
2
+ ǫ(ℓ).

If µ = 1, A cannot obtain any information about ω′. Therefore, A can output

ω′ 6= ω with no advantage, namely Pr[ω′ 6= ω|µ = 1] = 1
2
. Since B guesses µ′ = 1

when ω′ 6= ω, we have Pr[µ′ = µ|µ = 1] = 1
2
.

Thereafter, the advantage with which B can break the DBDH assumption is∣∣1
2
Pr[µ′ = µ|µ = 0] + 1

2
Pr[µ′ = µ|µ = 1]− 1

2

∣∣ ≥ 1
2
× (1

2
+ ǫ(ℓ)) + 1

2
× 1

2
− 1

2
= ǫ(ℓ)

2
.

�

Comparison. We compare the computation cost of our scheme with that of previous

schemes in Table 8.3. By |U|, |AU | and AC , we denote the number of the universal

attributes, the number of the attributes held by a user U and the number listed

in the ciphertext, respectively. In ABE schemes, some important properties should

be considered, including types, access structure, security model and the length of

ciphertext. In a CP-ABE scheme, the encryptor can determine the access policy;

while, in a KP-ABE scheme, the access policy is determined by the CA. Gener-

ally, non-monotonic access structures can express more complex access policy than

monotonic access structures. ABE scheme which can be proven in the full security

model are more secure than those which can be prove in selective-set model. ABE

schemes with constant sized ciphertext are efficient than those with ciphertext size

linear in the number of required attributes. We compare these properties in our

scheme with those in previous schemes in Table 8.4.

8.4 Attribute-Based Oblivious Access Control

In this section, we propose an ABOAC scheme based on the CP-ABE with constant

cost in Figure 8.1. In our ABOAC scheme, both the actions performed by a requester

and the attributes of him can be protected, namely the requester does not release

anything about the content of the selected services and his attributes to the service



8.4. Attribute-Based Oblivious Access Control 156

provider, even the number and supersets of his attributes. The service provider only

knows the number of services accessed by an authorized requester. We describe our

ABOAC scheme in Figure 8.2.

Overview. Our idea is that we introduce the proposed ABAC scheme to an OT

scheme. At the beginning, the requester authenticates himself to the issuer, and

obtains the secret keys for his attributes. Then, the service provider commits all

messages under different attributes using the OT technique. Finally, the requester

interacts with the service provider adaptively and obtains the intended services. We

claim that the requester does not release anything about the selected services and his

attributes to the service provider, even the number and a superset of his attributes.

This is because all services are encrypted under different attributes by the service

provider, but he cannot know which services the requester selected. So, he cannot

conclude anything about the requester’s attributes from the selected services.

Correctness. From equations (8.1), (8.2) and (8.3) in section 8.3, we have

Γz =
e(Cσz1

, Yz)

e(DR,1, Cσz2
)

=
e(g1, g2)

ωσz · e(gωσz , (h
∏

aci∈ACσz
)sr)

e(gsr , (h
∏

aci∈ACσz
)ωσz )

=e(g1, g2)
ωσz ,

(8.5)

Υz = Γxz
z = e(g1, g2)

ωσzxz , (8.6)

Φz = Υϑ
z = e(g1, g2)

ϑωσzxz , (8.7)

Ψz = Φx−1
z

z = e(g1, g2)
ϑωσz , (8.8)

and

Cσz0

Ψz

=
e(g1, g2)

ϑωσz ·Mσz

e(g1, g2)ϑωσz
=Mσz (8.9)

Theorem 8.2 Our attribute-based oblivious access control scheme is uncondition-

ally requester-secure.

Proof: For any Υj received by SP from R, there exists an xi such that

Υj = e(g1, g2)
ωσjxj = e(g1, g2)

ωσixi = Υi,
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ)→ (e, p,G,Gτ ), where e : G×G→ Gτ and p is a prime number.
Let g, g2, h be the generators of the group G. Suppose that the set of
universal attributes is U = {a1, a2, · · · , an} ⊆ {0, 1}

n.

The issuer I generates his master secret-public key pair KG(1ℓ) →

(α, g1), where α
R
← Zp and g1 = gα. For each aj ∈ U, I chooses Tj

R
← G.

The public parameters are (e, p,G,Gτ , g, g1, g2, h, T1, T2, · · · , Tn).

The service provider SP generates his secret-public pairKG(1ℓ)→ (ϑ, g),

where ϑ
R
← Zp and g = e(g1, g2)

ϑ.

KeyGen. To generate a secret key for a requester R with a set of attributes

AR, I chooses sr
R
← Zp, and computes

DR,1 = gsr , DR,2 = gα2 h
sr and {Yij = T sr

ij
}aij∈AU

.

The secret key for R is SKR = (DR,1, DR,2, {Yij}aij∈AR
). It can be

verified as follows:

e(g,DR,2)
?
= e(g1, g2)·e(DR,1, h) and e(g, Yij) = e(DR,1, Tij ) for aij ∈ AR.

Commitment. Suppose that SP manages m messages M = {M1,M2, · · · ,
Mm} ∈ Gm

τ . Let Aj be a monotonic access structure and ACj
∈ Aj be

the minimal set in Aj [DT07]a. To commit a message Mj under the set

of attributes ACj
, SP chooses ωj

R
← Zp, and computes

Cj0 = e(g1, g2)
ϑωj ·Mj , Cj1 = gωj and Cj2 = (h

∏

act∈ACj

Tct)
ωj .

SP publishes the ciphertext {CT1, CT2, · · · , CTm}, where CTj = (Cj0,
Cj1, Cj2) for j = 1, 2, · · · , m.

Transfer. A requester R adaptively chooses σz ∈ {1, 2, · · · , m}, and computes
Yz = DR,2 ·

∏
aci∈ACσz

Yci, where Yci ∈ SKR and ACσz
⊆ AR ∈ Aσz . He

computes Γz =
e(Cσz1

,Yz)

e(DR,1,Cσz2
)
. R chooses xz

R
← Zp, and computes Υz = Γxz

z ,

for z = 1, 2, · · · , k.

1. R
Υz−→ SP. R sends Υz to S.

2. R
Φz←− SP. SP computes Φz = Υϑ

z , and responds R with Φz.

3. R computes Ψz = Φx−1
z

z and Mσz =
Cσz0

Ψz
, for z = 1, 2, · · · , k.

aBy ACj
∈ Aj be the minimal set of Aj , we mean that ACj

⊆ S if S ∈ Aj .

Figure 8.2: ABOAC: Attribute-based Oblivious Access Control
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namely xi =
ωσjxj

ωσi
(mod p). Therefore, from the view of SP, whether Υj is computed

from Cσj
or Cσi

is identically distributed. So, our ABOAC scheme is unconditionally

requester-secure.

�

Theorem 8.3 Our attribute-based oblivious access control scheme is service provider

secure if the extended chosen-target computational Diffie-Hellman assumption holds

in the group Gτ .

Proof: For any PPT adversary R∗ in the real world, we will show that there

exists a PPT adversary R̂∗ in the ideal world such that the outputs of R∗ and R̂∗

are indistinguishable. The real world and ideal world paradigms are processed as

follows:

1. SP sends all his messages {M1,M2, · · · ,Mm} to a trusted third party TTP.

2. R̂∗ sends {CT ∗
1 , CT

∗
2 , · · · , CT

∗
m} to TTP, where CT ∗

i
R
← Gτ ×G2.

3. R̂∗ monitors the outputs ofR∗. IfR∗ can output (Γ1,Υ1), (Γ2,Υ2), · · · , (Γk,Υk),

R̂∗ outputs (Γ∗
1,Υ

∗
1), (Γ

∗
2,Υ

∗
2), · · · , (Γ

∗
k,Υ

∗
k), where (Γ∗

j ,Υ
∗
j)

R
← G2, for j =

1, 2, · · · , k.

4. WhenR∗ submits {Υ1,Υ2, · · · ,Υk} to obtain {Φ1,Φ2, · · · ,Φk}, R̂∗ queries the

help oracle HGτ (·) on {Υ
∗
1,Υ

∗
2, · · · ,Υ

∗
k}, and gets back with {Φ∗

1,Φ
∗
2, · · · ,Φ

∗
k},

where Φ∗
j = (Υ∗

j)
ϑ∗

, for j = 1, 2, · · · , k.

5. If R∗ can output Ψj , R̂∗ sends σj to the TTP. TTP responds R̂∗ with
C∗

σj0

Mσj
.

6. R̂∗ outputs {Γ∗
1, Γ

∗
2, · · · , Γ

∗
k, Υ

∗
1, Υ

∗
2, · · · , Υ

∗
k, Φ

∗
1, Φ

∗
2, · · · , Φ

∗
k, CT

∗
1 , CT

∗
2 ,

· · · , CT ∗
m}.

If R obtains k + 1 messages and R̂∗ does not know which k indices have been

selected by R∗, the simulation fails. Otherwise, we will show that R∗ can obtain

no more than k messages under the XCT-CDH assumption. If R can obtain k + 1

messages, he can compute Ψj , for j = 1, 2, · · · , k + 1. Therefore, after receiving

(e(g1, g)
ωσ1 )ϑ, (e(g1, g)

ωσ2)ϑ, · · · , (e(g1, g)ωσk )ϑ, R can compute (e(g1, g)
ωσk+1)ϑ. This

contradicts the XCT-CDH assumption. So, R can obtain at most k messages.

{Γ1,Γ2, · · · ,Γk} and {Υ1,Υ2, · · · ,Υk} are random elements in Gτ . {CT1, CT2,

· · · , CTm} are random elements in Gτ ×G2. {Φ1,Φ2, · · · ,Φk} and {Φ
∗
1,Φ

∗
2, · · · ,Φ

∗
k}

are identically distributed.
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Hence, the outputs of R∗ and R̂∗ are indistinguishable.

�

Theorem 8.4 Our attribute-based oblivious access control scheme is semantically

secure if the extended chosen-target Diffie-Hellman assumption holds in the group

Gτ .

Proof: There are two kinds of adversaries:

• Type-I. The adversary can compute Γj from (Cj1, Cj2), then acts as a legal

requester to interact with the service provider.

• Type-II. The adversary can compute Mj from CTj = (Cj0, Cj1, Cj2).

We will show that Type-I adversary can be used to break the IND-CPA security

of the CP-ABE scheme proposed in Figure 8.1, and Type-II adversary can be used

to break the XCT-CDH assumption.

Type-I. Suppose that A is a Type-I adversary who can compute Γj from (Cj1, Cj2).

We can construct an algorithm B that can use A to break the IND-CPA

security of the CP-ABE in Figure 8.1. Suppose thatMj is encrypted under the

same set of attributesACj
in the proposed CP-ABE scheme and the ciphertext

is CT ′
j = (C ′

j0
, C ′

j1
, C ′

j2
), where C ′

ji
= Cji, for i = 1, 2. B sends (C ′

j1
, C ′

j2
) to A.

If A can compute Γj, B can compute Mj =
C′

j0

Γj
. This contradicts Theorem

8.1.

Type-II. Suppose that A is a Type-II adversary who can compute the Mj from the

commitment CTj = (Cj0, Cj1, Cj2). We can construct an algorithm B that

can use A to break the XCT-CDH assumption as follows. Given e(g1, g2)
ϑ,

e(g1, g)
ωj , e(g1, h ·

∏
aci∈ACj

Tci)
ωj , the aim of B is to compute (e(g1, g2)

ϑ)ωj .

B sends CTj = (Cj0, Cj1, Cj2) to A. If A can output Mj , B can compute

(e(g1, g2)
ϑ)ωj =

Cj0

Mj
. So B can use A to break the XCT-CDH assumption.

�

Complexity. We list the computation cost and communication cost of our ABOAC

scheme in Table 8.3 and Table 8.4, respectively. By |AU |, we denote the number of

attributes held by a user U .
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8.5 Chapter Summary

In this chapter, we first proposed a CP-ABE scheme where both the computation

cost and the communication cost are constant. Both the encryption and the de-

cryption algorithms in our ABE scheme are very efficient. Then, we proposed an

ABOAC scheme by introducing the proposed CP-ABE scheme to an OT scheme. In

our ABOAC scheme, both the attributes of the requester and the actions performed

by him can be hidden. The requester does not release anything about the selected

services and his attributes to the service provider, even the number and a superset of

his attributes. The service provider only knows the number of the services accessed

by an authorized requester. Hence, our ABOAC scheme provides an intuitive and

novel solution to privacy-preserving ABAC schemes. Note that the computing cost

and communication cost in our ABOAC scheme are constant and independent of the

required attributes. So, our ABOAC can be exploited in the systems with limited

computing and communication ability, such as WSANs, MANETS, etc.
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Table 8.1: The Comparison of Computation Cost
Schemes Setup Key Generation Encryption Decryption

SW [SW05] (|U|+ 1)Te |AU |Te |AC |Te |AC|Te + |bAC |Tp
GPSW [GPSW06] (|U|+ 1)Te |AU |Te |AC |Te |AC|Te + |bAC |Tp
OSW [OSW07] 2(|U|+ 1)Te 3|AU |Te 2(|AC |+ 1)Te |AC|Te + |AC |Tp
BSW [BSW07] 3Te 2(|AU + 1|)Te 2(|(AC|+ 1)|Te |AC |Te + |AC|TP
CN [CN07] (3|U|+ 1)Te (|U|+ |AU |)Te (|U|+ 2)Te |U|Tp

EMONS [EMN+09] (|U|+ 1)Te 4Te 3Te 2Tp
ZH [ZH10] 6|U|E (|AU |+ 1)Te 3Te (2|AC|+ 1)Tp

HLR [HLR10] 2(|U+ 1|)Te (|U|+ |AU |)Te 3Te ( |AC |(|AC |−1)
2

+ 2)Te + 3Tp
LOSTW [LOS+10] (|U|+ 2)Te (|AU |+ 2)Te (3|AC |+ 2)Te |AC|Te + (2|AC |+ 1)Tp
Waters [Wat11] 3Te (|AU |+ 2)Te 2(|AC |+ 1)Te |AC|Te + (2|AC |+ 1)Tp
ALP [ALP11] (2|U|+ 1)Te (5|AU | − 2)Te 4Te (2|U| − 1)Te + 2|AC |Tp
CZF [CZF11] 2|U|(Te + Tp) |AU |Te 3Te 2Tp
Our scheme 2Te (|AU |+ 2)Te 3Te 2Tp

Table 8.2: The Comparison of Type, Access Structure, security Model and The Length of Ciphertext
Schemes KP/CP-ABE Access Structure Security Model Length of Ciphertext

SW [SW05] KP-ABE monotonic selective-set |AC|EG + EGτ

GPSW [GPSW06] KP-ABE monotonic selective-set |AC|EG + EGτ

OSW [OSW07] KP-ABE non-monotonic selective-set (|AC |+ 1)EG + EGτ

BSW [BSW07] CP-ABE monotonic full security (|AC |+ 2)EG + EGτ

CN [CN07] CP-ABE non-monotonic selective-set (|AC |+ 1)EG + EGτ

EMONS [EMN+09] CP-ABE monotonic selective-set 2EG + EGτ

ZH [ZH10] CP-ABE non-monotonic selective-set 2EG + EGτ

HLR [HLR10] CP-ABE monotonic selective-set 2EG + 2EGτ

LOSTW [LOS+10] CP-ABE monotonic full security (2|AC|+ 1)EG + EGτ

Waters [Wat11] CP-ABE monotonic selective-set (2|AC|+ 1)EG + EGτ

ALP [ALP11] KP-ABE non-monotonic selective-set 3EG + EGτ

CZF [CZF11] KP-ABE non-monotonic selective-set 2EG + EGτ

Our scheme CP-ABE monotonic selective-attribute 2EG + EGτ
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Table 8.3: The Computation Cost of Our ABOAC Scheme

Scheme
Computation Cost

Setup KeyGen Commitment Transfer
I I R SP R SP

ABOAC 2Te (|AU |+ 2)Te (2(|AU |+ 1)Tp 3mTe 2kTe + 2 + kTp kTe

Table 8.4: The Communication Cost of Our ABOAC Scheme

Scheme
Communication cost

Key Generation Commitment Transfer
I → R SP → R R→ SP R ← SP

ABOAC (|AU |+ 2)EG 2mEG +mEGτ kEGτ kEGτ



Chapter 9

Efficient Oblivious Transfer with Access
Control

In this chapter, we proposed two efficient oblivious transfer with access control (AC-

OT) schemes by introducing the oblivious signature-based envelope (OSBE) tech-

nique to an oblivious transfer scheme. Parts of this work appeared in [HSMY12b].

9.1 Introduction

Security and privacy problems have been major concerns to Internet users. For

example, users might be worried about whether their personally identifiable infor-

mation (PII) are illegally collected, pilfered and disseminated. A small part of PII

is insufficient for identifying the real identity of a user, but the malicious attackers

can aggregate the collected partial PII, such as health condition, financial data and

hobbies, to analyse and trace the real user. Lessons from identity fraud, identity

theft, fictitious identity, etc. [KL06] suggest that PII should be released under the

user’s control.

Obviously, there is a trade-off between the accountability and privacy. Solu-

tion towards to balance the trade-off have been proposed, such as identity man-

agement [CGS06, CP07], user-centric system [BSCGS06], privacy-preserving sys-

tems [AGK03], anonymous credential [Cha85], hidden credentials [HBSO03], k-time

anonymous authentication [TFS04, ASM06]. In these systems, the security of users’

PII are considered. However, in practice, adversaries can trace and identify a user

not only by his PII, but also by the actions performed by him, such as the websites

he visited frequently, the goods he purchased online. Therefore, in order to protect

users’ privacy, a new system should be proposed to secure their PII and the actions

performed by them. Suppose that there exists a trusted third party (TTP) called

the issuer, who is trusted by all participants in the system. Prior to accessing the

163
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services, a user needs to authenticate himself to the issuer and obtain the required

credentials from him. Then, the user can use the received credentials to access the

protected services, without revealing any information about his choices and PII to

the service providers.

9.1.1 Related Work

The introduction of oblivious transfer (OT) and oblivious transfer with access control

(AC-OT) can be found in Section 8.1.1.

Proposed by Li, Du and Boneh [LDB03], oblivious signature-based envelope

(OSBE) is a cryptographic protocol, where a receiver can obtain the secret encapsu-

lated in an envelope by the sender if and only if he has possessed a signature from the

issuer on a public message, such as the address on the envelope. Furthermore, the

receiver is not required to authenticate himself to the sender. As a result, the sender

cannot distinguish a receiver who has possessed a credential from the receiver who

has not possessed a credential. Therefore, the signature works as a hidden credential

[HBSO03]. Notably, the sender in an OSBE scheme cannot control the interaction

as he must encrypt the secret under the parameters obtained from the issuer, instead

of using his secret key.

Nasserian and Tsudik [NT06] revisited OSBE schemes and pointed some appli-

cations.

9.1.2 Our Contribution

In this chapter, we propose two novel and efficient AC-OT schemes. In our schemes,

only the authorized requester can obtain services from the service provider oblivi-

ously. The service provider knows the number of the services accessed by an autho-

rized user and nothing about the content of the accessed services. Furthermore, a

requester is not required to authenticate himself to the service provider. Therefore,

the requester releases nothing about his PII to the service provider. Notably, our

schemes do not require any zero knowledge proof, and hence, our scheme is more

efficient than the previous schemes.
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9.1.3 Chapter Organization

The remainder of this chapter is organized as follows. In Section 9.2, the formal

definition and security model of AC-OT schemes are described. We propose two

efficient AC-OT schemes in Section 9.3. Section 9.4 summarizes the chapter.

9.2 Formal Definition and Security Model

In this section, we introduce the formal definition and security model of AC-OT

schemes.

9.2.1 Formal Definition

There are three entities in an AC-OT scheme: issuer I, service provider SP and

requester R. I authenticates the requesters, and issues credentials to them. SP

interacts with R, and sends the selected services to him. R obtains credentials

from I, and interacts with SP to obtain the intended services. An AC-OT scheme

consists of the following algorithms:

Setup(1ℓ) → (params, (ISK, IPK), (SSK, SPK)). The setup algorithm takes as

input 1ℓ, and outputs the public parameters params and secret-public key

pairs KG(1ℓ) → (ISK, IPK) and KG(1ℓ) → (SSK, SPK) for I and SP,

respectively.

Issue(params, SI, RI, ISK) → δU . The issue algorithm takes as input the public

parameters params, SP’s identifier SI, R’s identifier RI and the secret key

ISK, and outputs a credential σU for U .

Commit(params, IPK, SSK,Mi) → CTi. Suppose that SP manages m messages

M1,M2, · · · ,Mm. To commit a message Mi, the commitment algorithm takes

as input the public parameters params, the public key ISK, the secret key

SSK and the message Mi, and outputs a ciphertext CTi which can be de-

crypted by a requester R who obtains a signature δR on the identifier of SP,

for i = 1, 2, · · · , m.

Transf(SP(params, SSK) ↔ R(params, SPK,CR, δR)) → (⊥,MR). The trans-

fer algorithm is an interactive algorithm executed between SP and R. SP

takes as input the public parameters params and his secret key SSK, and
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outputs nothing. R takes as input the public parameters params, the public

key SPK, a set of choices CR = {σ1, σ2, · · · , σk} and his credential δR, and

outputs messages MR = {Mσ1 ,Mσ2 , · · · ,Mσk
}.

Definition 9.1 We say that an oblivious transfer with access control scheme is

correct if

Pr




Setup(1ℓ)→ (params, (ISK, IPK), (SSK, SPK));

Transf(SP(⊠)↔ Issue(params, SI, RI, ISK)→ δR;

R(⊞))→ (⊥,M) Commit(params, IPK, SSK,Mi)→ CTi;

for j = 1, 2, · · · , k



= 1

where the probability is taken over the random coins consumed by the algorithms in

the scheme, ⊠ = (params, SSK), ⊞ = (params, SPK,CR, δR), CR = {σ1, σ2, · · · ,

σk} and MR = {Mσ1 ,Mσ2 , · · · ,Mσk
}.

9.2.2 Security Model

The security model of AC-OT schemes is similar to that for ABOAC schemes in

Section 8.2.4. It is defined as follows.

For the privacy of R, his choices should be unconditionally secure and his cre-

dentials are not exposed to SP. For the security of SP, a real world paradigm

and an ideal world paradigm are exploited. If there exists an adversary in the real

world, there will exist an adversary in the ideal world such that the outputs of these

two adversaries are indistinguishable. We call this model as half-simulation model,

which is similar to that in [NP99a, NP99b].

Privacy of Requester. An AC-OT scheme can protect the privacy of R if it can

provide the following properties:

1. R does not release anything about his PII to SP.

2. For any two different choice sets {σ1, σ2, · · · , σk} and {σ′
1, σ

′
2, · · · , σ

′
k}, the

transcripts received by SP corresponding to {Mσ1 ,Mσ2 , · · · ,Mσk
} and {Mσ′

1
,

Mσ′
2
, · · · ,Mσ′

k
} are indistinguishable. Especially, the choices of R are uncon-

ditionally requester secure if {Mσ1 , Mσ2 , · · · ,Mσk
} and {Mσ′

1
,Mσ′

2
, · · · ,Mσ′

k
}

are identically distributed.
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Security of Service Provider. Suppose that R has obtained the required creden-

tials. To define the security of SP, we compare a real world experiment and

an ideal world experiment. In the real world experiment, R and SP execute

the protocol. Meanwhile, in the ideal world experiment, the functionality of the

protocol is replaced by a trusted third party (TTP). SP sends all his messages

{M1,M2, · · · ,Mm} to the TTP. R adaptively submits his choices {σ1, σ2, · · · , σk} to

the TTP. If σ1, σ2, · · · , σk ∈ {1, 2, · · · , m}, the TTP respondsR with {Mσ1 ,Mσ2 , · · · ,

Mσk
}. An AC-OT scheme is service provider secure, if for any malicious requester

R∗ in the real world, there exists a requester R̂∗ in the ideal world such that the

outputs of R∗ and R̂∗ are indistinguishable.

Semantic security. An adversary cannot obtain anything about the messages man-

aged by the service provider if he has not obtained a credential on the identifier of

the service provider from the issuer.

Definition 9.2 We say an oblivious transfer with access control scheme is secure if

it can protect the requester’s privacy, and is service provider secure and semantically

secure.

9.3 Oblivious Transfer with Access Control

In this section, we propose two efficient AC-OT schemes. The first one is very

simple, while the credentials of the requester are transferable. Being different from

the first scheme, the second scheme sacrifices a little efficiency, while the credentials

of the requester are all-or-nothing nontransferable, namely all the credentials of the

requester are shared if he shares one with others [CL01].

Overview. Our idea is as follows. At first, the requester interacts with the issuer

to obtain a credential which is a signature on a public message, for example the

identifier of the service provider in the trusted circle1. Then, the service provider

encrypts his messages using the OSBE technique under the public message and

his secret key. Finally, the requester interacts with the service provider, decrypts

the ciphertexts using his credential, and obtains the intended messages. In our

schemes, only the authorized requester can obtain services from the service provider

obliviously, while he is not required to authenticate (proof) himself to the service

provider in zero-knowledge.

1Trusted circle is a domain where all participants trust the issuer.
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9.3.1 Oblivious Transfer with Access Control I

In this section, we proposed an efficient AC-OT scheme (AC-OTm
k×1-I) based on

the short signature [BB04b] and the oblivious transfer [CT05]. In our AC-OTm
k×1-I,

only the requester who has possessed the required credential can obtain services

from the service provider adaptively, without releasing anything about his PII and

the content of the selected services to the service provider. Meanwhile, the service

provider only knows the number of the services selected by the authorized requester.

Our AC-OTn
k×1-I is described in Figure 9.1.

Correctness. The correctness of our AC-OTm
k×1-I is shown as follows. We have

Γ̺ = e(δR, Cσ̺1
)

= e(g
1

x+r , (yhr)tσ̺ )

= e(g
1

x+r , hx+r)tσ̺

= e(g, h)tσ̺ ,

and

Cσ̺0

Ψ̺

=
e(g, h)ztσ̺ ·Mσ̺

Φυ−1
̺

=
e(g, h)ztσ̺ ·Mσ̺

Υ
zυ−1

̺
̺

=
e(g, h)ztσ̺ ·Mσ̺

Γz
̺

=
e(g, h)ztσ̺ ·Mσ̺

e(g, h)ztσ̺

= Mσ̺ .

Theorem 9.1 Our oblivious transfer with access control I (AC-OTm
k×1-I) is uncon-

ditionally requester-secure.

Proof: For any Υ̺ received by SP from R, there exists a υϕ ∈ Zp (ϕ 6= ̺) such

that Υ̺ = e(g, h)tσ̺υ̺ = e(g, h)tσϕυϕ = Υϕ, namely υϕ =
tσ̺υ̺
tσϕ

(mod p).

Hence, from the view of SP, Υ̺ is computed from Cσ̺1
or Cσυ1

is identically

distributed. Therefore, AC-OTm
k×1-I is unconditionally requester-secure.

�
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ) → (e, p,G1,G2,Gτ ), where e : G1 × G2 → Gτ and p is a prime
number. Let g and h be the generators of G1 and G2, respectively.

The issuer I generates his secret-public key pair KG(1ℓ)→ (x, y), where

x
R
← Z∗

p and y = hx.

The service provider SP generates his secret-public key pair KG(1ℓ) →

(z, Z), where z
R
← Z∗

p and Z = e(g, h)z.

I selects r
R
← Z∗

p with z 6≡ x+ r (mod p) and r + x 6≡ 0, 1 (mod p), and
assigns r as the identifier of SP in the trusted circle.

Issue. To issue a credential on the identifer of SP to a requesterR, I computes

δR = g
1

x+r . The credential for R is (δR, r). It can be verified by checking

e(δR, yh
r)

?
= e(g, h).

Commitment. Suppose that SP manages messages M = {M1,M2, · · · ,Mm}

∈ Gm
τ . To commit a message Mj, SP selects tj

R
← Z∗

p, and computes

Cj0 = e(g, h)ztj ·Mj and Cj1 = (yhr)tj .

SP publishes the ciphertexts {CT1, CT2, · · · , CTm}, where CTj =
{Cj1, Cj2} for j = 1, 2, · · · , m.

Transfer. R adaptively selects σ̺ ∈ {1, 2, · · · , m}, and computes Γ̺ =

e(δR, Cσ̺1
). R chooses υ̺

R
← Zp, and computes Υ̺ = Γ

υ̺
̺ .

1. R
Υ̺
−→ SP. R sends Υ̺ to SP.

2. R
Φ̺
←− SP. SP computes Φ̺ = Υz

̺, and responds R with Φ̺.

3. R computes Ψ̺ = Φ
υ−1
̺

̺ and Mσ̺ =
Cσρ0

Ψ̺
.

Figure 9.1: AC-OTm
k×1-I: Oblivious Transfer with Access Control I
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Theorem 9.2 Our oblivious transfer with access control I (AC-OTM
k×1-I) is service

provider secure if the extended chosen-target computational Diffie-Hellman assump-

tion holds in Gτ .

Proof: For any PPT adversary R∗ in the real world, we will show that there exists

a PPT adversary R̂∗ in the ideal world such that the outputs of R∗ and R̂∗ are

indistinguishable. The real world and the ideal world are processed as follows:

1. SP sends all his messages {M1,M2, · · · ,Mm} to a trusted third party TTP.

2. R̂∗ sends {CT ∗
1 , CT

∗
2 , · · · , CT

∗
m} to the TTP, where CT ∗

i = (C∗
i0 , C

∗
i1)

R
← Gτ ×

G2, for i = 1, 2, · · · , m.

3. R̂∗ monitors the outputs ofR∗. IfR∗ can output (Γ1,Υ1), (Γ2,Υ2), · · · , (Γk,Υk),

R̂∗ outputs (Γ∗
1,Υ

∗
1), (Γ

∗
2,Υ

∗
2), · · · , (Γ

∗
k,Υ

∗
k), where (Γi,Υi)

R
← G2

τ , for i =

1, 2, · · · , k.

4. When R∗ submits (Υ1,Υ2, · · · ,Υk) to obtain (Φ1,Φ2, · · · ,Φk), R̂∗ queries the

help oracle HGτ (·) on (Υ∗
1,Υ

∗
2, · · · ,Υ

∗
k), and gets back with (Φ∗

1,Φ
∗
2, · · · ,Φ

∗
k),

where Φi = (Υ∗
i )

z∗ , for i = 1, 2, · · · , k.

5. If R can compute Ψ̺, R̂∗ sends σ̺ to the TTP. TTP responds R̂∗ with
C∗

σ̺0

Mσ̺
.

6. R̂∗ outputs (Γ∗
1, Γ

∗
2, · · · , Γ

∗
k, Υ

∗
1, Υ

∗
2, · · · , Υ

∗
k, Φ

∗
1, Φ

∗
2, · · · , Φ

∗
k, CT

∗
1 , CT

∗
2 ,

· · · , CT ∗
m).

If R∗ gets k + 1 messages and R̂∗ does not know which k indices are really

selected by R∗, the simulation fails. Otherwise, we will show that R∗ can ob-

tain at most k messages under the XCT-CDH assumption. If R∗ can get k + 1

messages, he can compute Ψj , for j = 1, 2, · · · , k + 1. Namely, after receiving

(e(g, h)tσ1 )z, (e(g, h)tσ2 )z, · · · , (e(g, h)tσk )z,R∗ can compute (e(g, h)tσk+1 )z. This con-

tradicts to the XCT-CDH assumption. Hence, R∗ can obtain at most k messages

from SP.

{Γ1,Γ2, · · · ,Γk} and {Υ1,Υ2, · · · ,Υk} are random elements inGτ . CT1, CT2, · · · ,

CTm are random elements in Gτ × G2. {Φ1,Φ2, · · · ,Φk} and {Φ∗
1,Φ

∗
2, · · · ,Φ

∗
k} are

identically distributed. Therefore, the outputs of R∗ and R̂∗ are indistinguishable.

�
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Theorem 9.3 Our oblivious transfer with access control I (AC-OTm
k×1-I) is seman-

tically secure under the q-strong Diffie-Hellman assumption and extended chosen-

target computational Deffie-Hellman assumption.

Proof: There are two types adversaries:

• Type-I: The adversary can compute Γ̺ from Cσ̺1
, then acts as an authorized

requester to interact with the service provider.

• Type-II: The adversary can compute Mσ̺ from CTσ̺ = (Cσ̺0
, Cσ̺1

).

We will show that a Type-I adversary can be used to break the q-SDH assumption

or XCT-CDH assumption and a Type-II adversary can be used to break the XCT-

CDH assumption.

Type-I: Suppose that A is a Type-I adversary who can compute Γ̺ from Cσ̺1
. We

can construct an algorithm B that can use A to break the q-SDH assumption

or XCT-CDH assumption as follows.

1. IfA can compute the signature (δ, r) with δ = g
1

x+r , then obtain Γ̺,Υ̺,Φ̺

and Ψ̺, B can use A to break the q-SDH assumption2.

2. If A can not compute the signature (δ, r), he can compute Γ̺ from Cσ̺1
=

(yhr)tσ̺ . If it is, B can use A to break the XCT-CDH assumption as

follows: given e(g, Cσ̺1
) = (e(g, h)x+r)tσ̺ and e(g, h), the aim of B is to

compute e(g, h)tσ̺ . B sends Cσ̺1
to A, if A can outputs Γj, B aborts. B

can use A to break the XCT-CDH assumption as Γ̺ = e(g, h)tσ̺ .

Type-II: Suppose that A is a Type-II adversary who can compute Mσ̺ from the

ciphertext CTσ̺ = (Cσ̺0
, Cσ̺1

). If it is, B can use A to break the XCT-CDH

assumption as follows: given (e(g, h)x+r)tσ̺ and e(g, h)z, the aim of B is to

compute (e(g, h)z)tσ̺ . B sends CTσ̺ = (Cσ̺0
, Cσ̺1

) to A. If A can output

Mσ̺ , B aborts. B can compute e(g, h)ztσ̺ =
Cσ̺0

Mσ̺
. Hence B can use A to break

the XCT-CDH assumption.

Therefore, AC-OTm
k×1-I is semantically secure.

�

2The short signature is existentially unforgeable against the weakly chosen message attacks
under the q-SDH assumption [BB04b].
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9.3.2 Oblivious Transfer with Access Control II

In this section, we propose an AC-OT scheme (AC-OTm
k×1-II) based on the signature

scheme [ASM06]3 and the oblivious transfer scheme [CT05]. As a result, our AC-

OTm
k×1-II scheme captures the following properties:

1. Zero-knowledge proof is not required.

2. The requester is not required to authenticate himself to the service provider.

3. The service provider knows the number of the services selected by an autho-

rized requester, and nothing about the contents of the selected services.

4. The requester cannot share his credentials with others.

Our AC-OTm
k×1-II is described in Figure 9.2.

Correctness. The correctness of AC-OTm
k×1-II is shown as follows. We have

Γ̺ = e(δR, Cσ̺1
)

= e((g0g
s
1g

xr
2 )

1
x+r , (yhr)tσ̺ )

= e((g0g
s
1g

xr
2 )

1
x+r , hx+r)tσ̺

= e(g0g
s
1g

xr
2 , h)

tσ̺

= e(g0, h)
tσ̺ · e(g1, h)

stσ̺ · e(g2, h)
xrtσ̺ ,

Υ̺ = (
Γ̺

Cs
σ̺2
Cxr

σ̺3

)υ̺

= (
e(g0, h)

tσ̺ · e(g1, h)
stσ̺ · e(g2, h)

xrtσ̺

e(g1, h)
stσ̺ · e(g2, h)

xrtσ̺
)υ̺

= e(g0, h)
tσ̺υ̺ ,

Ψ̺ = Φυ−1
̺

̺ = Υzυ−1
̺

̺ = e(g0, h)
ztσ̺ ,

and

Cσ̺0

Ψ̺
=

e(g0, h)
ztσ̺ ·Mσ̺

e(g0, h)
ztσ̺

= Mσ̺ .

3 This signature scheme was proposed by Boneh, Boyen and Shacham [BBS04], and modified
by Au, Susilo, and Mu [ASM06].
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Setup. This algorithm takes as input 1ℓ, and outputs a bilinear group
GG(1ℓ) → (e, p,G1,G2,Gτ ), where e : G1 × G2 → Gτ and p is a prime
number. Let g0, g1, g2, g3 be the generators of G1, and h be the generator
of G2, respectively.

The issuer I generates his secret-public key pair KG(1ℓ)→ (x, y), where

x
R
← Z∗

p and y = hx.

The service provider SP generates his secret-public key pair KG(1ℓ) →

(z, Z), where z
R
← Z∗

p and Z = e(g0, h)
z.

The requester R generates his secret-public key pair KG(1ℓ) → (xr, yr),

where xr
R
← Z∗

p and yr = gxr
2 .

I selects r
R
← Z∗

p with z 6≡ x+ r (mod p) and x+ r 6≡ 0, 1 (mod p), and
assigns r as the identifier of SP in the trusted circle.

Issue. To issue a credential on the identifer of SP to R, I selects s
R
← Z∗

p,

and computes δR = (g0g
s
1g

xr
2 )

1
x+r . The credential for R is (δR, s, r). It

can be verified by checking e(δR, yh
r)

?
= e(g0g

s
1g

xr
2 , h).

Commitment. Suppose that SP manages messages M = {M1,M2, · · · ,Mm}

∈ Gm
τ . To commit a message Mj, SP selects tj

R
← Z∗

p, and computes

Cj0 = e(g0, h)
ztj ·Mj , Cj1 = (yhr)tj , Cj2 = e(g1, h)

tj , Cj3 = e(g2, h)
tj .

SP publishes the ciphertexts {CT1, CT2, · · · , CTm}, where CTj =
(Cj0, Cj1, Cj2, Cj3) for j = 1, 2, · · · , m.

Transfer. R adaptively selects σ̺
R
← {1, 2, · · ·m}, and computes Γ̺ =

e(δR, Cσ̺1
). R chooses υ̺

R
← Zp and computes Υ̺ = ( Γ̺

Cs
σ̺2

Cxr
σ̺3

)υ̺ where

ij ∈ {1, 2, · · · , n} and j ∈ {1, 2, · · · , k}.

1. R
Υ̺
−→ SP. R sends Υ̺ to SP.

2. R
Φ̺
←− S. SP computes Φ̺ = (Υ̺)

z, and sends Φ̺ to R.

3. R computes Ψ̺ = Φ
υ−1
̺

̺ and Mσ̺ =
Cσ̺0

Ψ̺
.

Figure 9.2: AC-OTm
k×1-II: Oblivious Transfer with Access Control II
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Theorem 9.4 Our oblivious transfer with access control II (AC-OTm
k×1-II) is un-

conditionally requester-secure.

Proof: For any Υ̺ received by SP from R, there exists an υϕ ∈ Zp (ϕ 6= ̺) such

that Υ̺ = e(g, h)tσ̺υ̺ = e(g, h)tσϕυϕ = Υϕ, namely υϕ =
tσ̺υ̺
tσϕ

(mod p).

Hence, from the view of SP, Υ̺ is computed from Cσ̺1
or Cσϕ1

is identically

distributed. Therefore, AC-OTm
k×1-II is unconditionally requester-secure.

�

Theorem 9.5 Our oblivious transfer with access control II (AC-OTm
k×1-II) is ser-

vice provider secure if the extended chosen-target computational Deffie-Hellman as-

sumption holds in Gτ .

Proof: For any PPT adversary R∗ in the real world, we will show that there exists

a PPT adversary R̂∗ in the ideal world such that the outputs of R∗ and R̂∗ are

indistinguishable.

1. SP sends all his messages {M1,M2, · · · ,Mm} to a trusted third party TTP.

2. R̂∗ sends {CT ∗
1 , CT

∗
2 , · · · , CT

∗
m} to the TTP, where CT ∗

j = (C∗
j0, C

∗
j1, C

∗
j2, C

∗
j3)

R
← Gτ ×G2 ×G2

τ , for i = 1, 2, · · · , m.

3. R̂∗ monitors the outputs of R∗. If R∗ can compute (Γ1,Υ1), (Γ2,Υ2), · · · , (Γk,

Υk), R̂∗ chooses (Γ∗
1,Υ

∗
1), (Γ

∗
2,Υ

∗
2), · · · , (Γ

∗
k,Υ

∗
k), where (Γ∗

j ,Υ
∗
j)

R
← G2

τ , for

j = 1, 2, · · · , k.

4. When R∗ submits (Υ1,Υ2, · · · ,Υk) to obtain (Φ1,Φ2, · · · ,Φk), R̂∗ queries the

help oracle HGτ (·) on (Υ∗
1,Υ

∗
2, · · · ,Υ

∗
k), and gets back with (Φ∗

1,Φ
∗
2, · · · ,Φ

∗
k),

where Φ∗
j = Υz∗

j , for j = 1, 2, · · · , k.

5. If R∗ can compute Ψ̺, R̂∗ sends σ̺ to the TTP. TTP responds R with
C∗

σ̺0

Mσ̺
.

6. R̂∗ outputs (Γ∗
1, Γ

∗
2, · · · , Γ

∗
k, Υ

∗
1, Υ

∗
2, · · · , Υ

∗
k, Φ

∗
1, Φ

∗
2, · · · , Φ

∗
k, CT

∗
1 , CT

∗
2 ,

· · · , CT ∗
m).

IfR∗ obtains k+1 messages and R̂∗ does not know which k indices are really selected

by R∗, the simulation fails. Otherwise, we will show that R∗ can get at most k mes-

sages under the XCT-CDH assumption. IfR∗ can get k+1messages, he can compute

Ψj, for j = 1, 2, · · · , k + 1. Namely, after obtaining (e(g0, h)
tσ1 )z, (e(g0, h)

tσ2 )z, · · · ,
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(e(g0, h)
tσk )z, R∗ can compute (e(g0, h)

tσk+1 )z. This contradicts to the XCT-CDH

assumption. Hence, R∗ can obtain at most k messages.

{Γ1,Γ2, · · · ,Γk} and {Υ1,Υ2, · · · ,Υk} are random elements in Gτ . {CT1, CT2,

· · · , CTm} are random elements in Gτ×G2×G2. {Φ1,Φ2, · · · ,Φk} and {Φ∗
1,Φ

∗
2, · · · ,

Φ∗
k} are identically distributed.

Therefore, the outputs of R∗ and R̂∗ are indistinguishable.

�

Theorem 9.6 Our oblivious transfer with access control II (AC-OTm
k×1-II) is se-

mantically secure under the q-strong Diffie-Hellman assumption and extended chosen-

target computational Deffie-Hellman assumption.

Proof: There are two types adversaries:

• Type-I: The adversary can compute Γ̺ from (Cσ̺1
, Cσ̺2

, Cσ̺3
), then he can act

as an authorized requester to interact with the service provider.

• Type-II:The adversary can computeMσ̺ from the ciphertext CTσ̺ = (Cσ̺0
, Cσ̺1

,

Cσ̺2
, Cσ̺3

).

We will show that a Type-I adversary can be used to break the q-SDH assumption

or XCT-CDH assumption and a Type-II adversary can be used to break the XCT-

CDH assumption.

Type-I: Suppose that A is a Type-I adversary.

1. If A can forge a signature (σ∗, s∗, r) for a requester with secure-public

key pair (x∗r , y
∗
r), then obtain Γ̺,Υ̺,Φ̺ and Ψ̺, B can use A to break

the q-SDH assumption4.

2. IfA cannot compute (σ∗, s∗, r), he can compute Γ̺ from (Cσ̺1
, Cσ̺2

, Cσ̺3
).

If it is, B can use A to break the XCT-CDH assumption as follows: given

e(g, Cσ̺1
) = (e(g, h)x+r)tσ̺ , e(g1, h)

tσ̺ , e(g2, h)
tσ̺ and e(g0g

s
1g

xr
2 , h), the

aim of B is to compute e(g0g
s
1g

xr
2 , h)

tσ̺ . B sends (Cσ̺1
, Cσ̺2

, Cσ̺3
) to A,

if A can compute Γ̺, B aborts. B can use A to break the XCT-CDH

assumption as Γ̺ = e(g0g
s
1g

xr
2 , h)

tσ̺ .

4The signature is existentially unforgeable against the adaptively chosen messages attack under
q-SDH assumption [ASM06].
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Type-II: Suppose that A is a Type-II adversary. If A can compute Mσ̺ from

CTσ̺ = (Cσ̺0
, Cσ̺1

, Cσ̺2
, Cσ̺3

), B can uses A to break the XCT-CDH as-

sumption as follows: given e(g, Cσ̺1
) = (e(g, h)x+r)tσ̺ , e(g1, h)

tσ̺ , e(g2, h)
tσ̺

and Z = e(g0, h)
z, the aim of B is to compute (e(g0, h)

z)tσ̺ . B sends CTσ̺ =

(Cσ̺0
, Cσ̺1

, Cσ̺2
, Cσ̺3

) to A. If A can compute Mσ̺ , B aborts. B can compute

e(g0, h)
ztσ̺ =

Cσ̺0

Mσ̺
. So, B can use A to break the XCT-CDH assumption.

Therefore, our AC-OTm
k×1-II is semantically secure.

�

Complexity. We compare the computation cost and communication cost of our

schemes with those of [CDN09] in Table 9.1 and Table 9.2, respectively. By m and

γ, we denote the number of the messages managed by the service provider and the

number of the categories included in the access control lists in [CDN09].

9.4 Chapter Summary

One of the fundamental challenges in an open communication channel is to protect

users’ privacy, including both PII and the selected services. In this chapter, we pro-

posed two efficient AC-OT schemes. In our schemes, a requester can obtain services

from the service provider obliviously if he has obtained a credential from the issuer.

The service provider knows the number of the services selected by an authorized

requester, but nothing about the content of the selected services and the PII of the

requester. The requester is required to obtained a credential from the issuer, and

is not required to authenticate himself to the service provider. Furthermore, there

is no need of zero-knowledge proof. Notably, the credentials in the first scheme are

transferable, and all-or-nothing non-transferable in the second scheme.
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Table 9.1: The Computation Cost of AC-OTm
k×1-I and AC-OTm

k×1-II Schemes

Schem
Computation Cost

Setup Issue Commitment Phase Transfer Phase
I R SP I R SP SP R

[CDN09] Te 0 (γ + 1)Te + Tp (γ + 5)Te 5γTe + 2γTp m(Te + Tp) (6 + 14γ)Te (10 + 24γ)Te
+(6 + 9γ)Tp +(6 + 9γ)Tp

AC-OTm
k×1-I Te 0 Te Te Te + Tp 2mTe kTe 2kTe + kTp

AC-OTm
k×1-II Te Te Te 2Te 2(Te + Tp) 4mTe kTe 4kTe + kTp

Table 9.2: The Communication Cost of AC-OTm
k×1-I and AC-OTm

k×1-II Schemes

Scheme
Communication Cost

Setup Issue Commitment Phase Transfer Phase
I → SP I → R SP → R SP → R R→ SP

[CDN09] 0 2γEZp + γEG m(EG + EGτ ) 3EG + 3EGτ + EZp (2γ + 1)EG + (3γ + 1)EGτ + (11γ + 4)EZp

AC-OTm
k×1-I EZp EG1 + EZp m(EG2 + EGτ ) kEGτ kEGτ

AC-OTm
k×1-II EZp EG1 + 2EZp mEG2 + 3mEGτ kEGτ kEGτ
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Chapter 10

Conclusion and Future Work

10.1 Conclusion

Preserving privacy has been a primary concern of users in open communication en-

vironments. In this thesis, we proposed some secure and provable privacy-preserving

access control schemes which were derived from cryptographic primitives. Our con-

tributions to access control schemes lie in not only the theoretical research but

also practical applications. The contributions in this work can be summarized in

the following three aspects: protection of accessed contents, protection of personal

information and protection of both access contents and personal information.

10.1.1 Protection of Accessed Contents

Access control schemes with accessed contents protection allow users access the

intended services without the service providers seeing the contents of the selected

services. In this thesis, we proposed two identity-based data storage schemes where

a requester can obtain services from proxy servers without releasing the contents

of the selected services to them. The first scheme aimed to provide a file-based

and distributed data storage scheme in the intra-domain, while the second scheme

considered the inter-domain scenario. We formalized the definitions and security

models of file-based data storage schemes.

10.1.2 Protection of Personal Information

Access control schemes with personal information protection can enable users to

obtain the selected services without being identified. This is especially necessary

180
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in the complex communication environments, such as cloud computing, distributed

systems. We proposed a privacy-preserving decentralized KP-ABE scheme where a

user can obtain secret keys from multiple authorities without being traced by his

attributes. Furthermore, multiple authorities can work independently without any

cooperation. Notably, authorities can join or leave the system dynamically without

re-initializing the systems and re-issuing secret keys to users.

Considering distributed systems are subject to DoS attacks, we constructed an

attribute-based data transfer with filtering scheme where both the sender and the

receiver can specify an access structure such that only the qualified receivers can

access the protected services and only the qualified senders can send messages to

him, respectively. Especially, an efficient filtering algorithm was proposed to help

receivers filter out false messages prior to executing the expensive decryption algo-

rithm.

Although SSO schemes have been proposed to reduce the burden of managing

numerous usernames and passwords, they were not formally proven. We proposed

formal definitions and security models for SSO and DSSO, and gave a generic con-

struction of DSSO. Additionally, we proved the security of our generic construction

of DSSO in the proposed security model.

10.1.3 Protection of Access Contents and Personal Infor-

mation

In the schemes with accessed contents protection, a user can be traced by his personal

information, such as identity and identifier. Meanwhile, in the schemes with personal

information protection, a user can be traced and identified by the actions performed

by him. Therefore, a sound privacy-preserving scheme should provide protections

of both the accessed contents and the personal information.

We proposed two oblivious access control schemes. In these schemes, a user can

access services obliviously if he has been authorized by the authority. A service

provider knows the number of the services accessed by an authorized user and does

not know anything about the contents of the user selected services and the user’s

personal information, such as attributes and private credentials. The first scheme

was constructed by introducing an ABE with constant communication and com-

putation cost into an OT scheme. Whereas, the second scheme was designed by

introducing a cryptographic primitive called OSBE to an OT scheme.



10.2. Future Work 182

10.2 Future Work

Future work on this thesis may consider the following research topics.

1. Accountable Privacy-Preserving Access Control. Although there are many

privacy-preserving access control schemes have been proposed, there is no

scheme to discuss how to proven legal users abusing resources. However, this

is an important issue in practice as legal user may potentially overuse part of

the resource.

2. Privacy-Preserving Decentralized Ciphertext-Policy Attribute-Based Encryp-

tion. In this thesis, we proposed a privacy-preserving decentralized key-policy

attribute-based encryption scheme. The encryptor in a ciphertext-policy at-

tribute -based encryption scheme can determine the access policy, namely the

encryptor has more control on the encrypted data. Thereafter, it is an inter-

esting work to construct a privacy-preserving decentralized ciphertext-policy

attribute-based encryption.

3. Application. It is an interesting work to apply provable privacy-preserving

access control schemes into practical and privacy-sensitive systems, such as

cloud computing, patent search system and DNA-database.
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disclosure proofs of knowledge. Journal of Computer and System

Sciences, 37(2):156–189, October 1988. 19

[BCC+09] Mira Belenkiy, Jan Camenisch, Melissa Chase, Markulf Kohlweiss,

Anna Lysyanskaya, and Hovav Shacham. Randomizable proofs and

delegatable anonymous credentials. In Shai Halevi, editor, Proceed-

ings: Advances in Cryptology - CRYPTO 2009, volume 5677 of Lec-

ture Notes in Computer Science, pages 108–125, Santa Barbara, CA,

USA, August 16-20 2009. Springer. 3

[BCK96] Mihir Bellare, Ran Canetti, and Hugo Krawczyk. Keying hash func-

tions for message authentication. In Neal Koblitz, editor, Proceedings:

Advances in Cryptology - CRYPTO 1996, volume 1109 of Lecture

Notes in Computer Science, pages 1–15, Santa Barbara, California,

USA, August 18-22 1996. Springer. 18

[BdM94] Josh Cohen Benaloh and Michael de Mare. One-way accumulators:

A decentralized alternative to digital sinatures (extended abstract).

In Tor Helleseth, editor, Proceedings: Advances in Cryptology - EU-

ROCRYPT 1993, volume 765 of Lecture Notes in Computer Science,

pages 274–285, Lofthus, Norway, May 23-27 1994. Springer. 3

[Bei96] Amos Beimel. Secure Schemes for Secret Sharing and Key Distri-

bution. Phd thesis, Israel Institute of Technology, Technion, Haifa,

Israel, June 1996. 10, 82

[BF01] Dan Boneh and Matt Franklin. Identity-based encryption from the

weil pairing. In Joe Kilian, editor, Proceedings: Advances in Cryp-

tology - CRYPTO 2001, volume 2139 of Lecture Notes in Computer

Science, pages 213–229, Santa Barbara, California, USA, August 1923

2001. Springer. 12, 14, 35, 81, 105, 148



BIBLIOGRAPHY 187

[BGW05] Dan Boneh, Craig Gentry, and Brent Waters. Collusion resistant

broadcast encryption with short ciphertexts and private keys. In Vic-

tor Shoup, editor, Proceedings: Advances in Cryptology - CRYPTO

2005, volume 3621 of Lecture Notes in Computer Science, pages 258–

275, Santa Barbara, California, USA, August 14-18 2005. Springer.

24, 58

[Bla93] Matt Blaze. A cryptographic file system for unix. In Proceed-

ings: ACM Conference on Computer and Communications Security

- CCS1993, pages 9–16, Fairfax, Virginia, USA, November 3-5 1993.

ACM. 34

[Blo70] Burton H. Bloom. Space/time trade-offs in hash coding with allow-

able errors. Communications of the ACM, 13(7):422–426, July 1970.

106

[BNPS02] Mihir Bellare, Chanathip Namprempre, David Pointcheval, and

Michael Semanko. The power of rsa inversion oracles and the security

of chaums rsa-based blind signature scheme. In Paul F. Syverson, ed-

itor, Proceedings: Financial Cryptography - FC 2001, volume 2339 of

Lecture Notes in Computer Science, pages 319–338, Grand Cayman,

British West Indies, February 19-22 2002. Springer. 15

[Bol03] Alexandra Boldyreva. Threshold signatures, multisignatures and

blind signatures based on the gap-diffie-hellman-group signature

scheme. In Yvo Desmedt, editor, Proceedings: Public Key Cryptogra-

phy - PKC 2003, volume 2567 of Lecture Notes in Computer Science,

pages 31–46, Miami, FL, USA, January 6-8 2003. Springer. 15

[Bon98] Dan Boneh. The decision diflie-hellman problem. In Joe P. Buhler,

editor, Proceedings: Algorithmic Number Theory - ANT 1998, volume

1423 of Lecture Notes in Computer Science, pages 48–63, Portland,

Oregon, USA, June 21-25 1998. Springer. 14

[BP97] Niko Bari and Birgit Pfitzmann. Collision-free accumulators and fail-

stop signature schemes without trees. In Walter Fumy, editor, Pro-

ceedings: Advances m Cryptology - EUROCRYPT 1997, LNCS 1233,



BIBLIOGRAPHY 188

pp. 480-494, 1997, volume 1233 of Lecture Notes in Computer Sci-

ence, pages 480–494, Konstanz, Germany, May 11-15 1997. Springer.

3

[BR93] Mihir Bellare and Phillip Rogaway. Random oracles are practical: A

paradigm for designing efficient protocols. In Dorothy E. Denning,

Raymond Pyle, Ravi Ganesan, Ravi S. Sandhu, and Victoria Ashby,

editors, Proceedings: ACM conference on Computer and communica-

tions security - CCS 1993, pages 62–73, Fairfax, VA, USA, November

3-5 1993. ACM. 18

[Bro10] Daniel R. L. Brown. Standards for Efficient Cryptogra-

phy SEC 2: Recommended Elliptic Curve Domain Pa-

rameters. Certicom Research, 2.0 edition, January 2010.

http://www.secg.org/download/aid-784/sec2-v2.pdf. 12

[BSCGS06] Abhilasha Bhargav-Spantzel, Jan Camenisch, Thomas Gross, and Di-

eter Sommer. User centricity: A taxonomy and open issues. In Ari

Juels, Marianne Winslett, and Atsuhiro Goto, editors, Proceedings:

ACM Workshop on Digital Identity Managemen - DIM 2006, pages

1–10, Alexandria, VA, USA, November 3 2006. ACM. 124, 163

[BSS02] Emmanuel Bresson, Jacques Stern, and Michael Szydlo. Threshold

ring signatures and applications to Ad-hoc groups. In Moti Yung,

editor, Proceedings: Advances in Cryptology - CRYPTO 2002, volume

2242 of Lecture Notes in Computer Science, pages 465–480, Santa

Barbara, California, USA, August 18-22 2002. Springer. 3

[BSW07] John Bethencourt, Amit Sahai, and Brent Waters. Ciphertext-policy

attribute-based encryption. In Proceedings: IEEE Symposium on Se-

curity and Privacy - S & P 2007, pages 321–334, Oakland, California,

USA, May 20-23 2007. 3, 80, 81, 82, 83, 84, 87, 146, 147, 161

[BW06] Xavier Boyen and Brent Waters. Compact group signatures without

random oracles. In Serge Vaudenay, editor, Proceedings: Advances

in Cryptology - EUROCRYPT 2006, volume 4004 of Lecture Notes

in Computer Science, pages 427–444, St. Petersburg, Russia, May

28-June 1 2006. Springer. 151



BIBLIOGRAPHY 189

[Cam05] Kim Cameron. The laws of identity. Whitepaper, May 2005.

http://msdn.microsoft.com/en-us/library/ms996456.aspx. 122

[CC09] Melissa Chase and Sherman S.M. Chow. Improving privacy and se-

curity in multi-authority attribute-based encryption. In Ehab Al-

Shaer, Somesh Jha, and Angelos D. Keromytis, editors, Proceed-

ings: ACM Conference on Computer and Communications Security-

CCS’09, pages 121–130, Chicago, Illinois, USA, November 9-13 2009.

ACM. 81, 83, 84, 85, 87, 91, 104

[CDN09] Jan Camenisch, Maria Dubovitskaya, and Gregory Neven. Obliv-

ious transfer with access control. In Ehab Al-Shaer, Somesh Jha,

and Angelos D. Keromyti, editors, Proceedings: ACM Conference on

Computer and Communications Security - CCS 2009, pages 131–140,

Chicago, Illinois, USA, November 9-13 2009. 3, 4, 144, 145, 176, 177

[CGH98] Ran Canetti, Oded Goldreich, and Shai Halevi. The random oracle

methodology, revisited. In Jeffrey Scott Vitter, editor, Proceedings:

ACM Symposium on the Theory of Computing - STOC 1998, pages

209–218, Dallas, Texas, USA, May 23-26 1998. ACM. 19

[CGH09] Scott E. Coull, Matthew Green, and Susan Hohenberger. Controlling

access to an oblivious database using stateful anonymous credentials.

In Stanislaw Jarecki and Gene Tsudik, editors, Proceedings: Public

Key Cryptography - PKC 2009, volume 5443 of Lecture Notes in Com-

puter Science, pages 501–520, Irvine, CA, USA, March 18-20 2009.

Springer. 3, 4, 144, 145

[CGS06] Jan Camenisch, Thomas Gross, and Dieter Sommer. Enhancing pri-

vacy of federated identity management protocols: anonymous cre-

dentials in ws-security. In Ari Juels and Marianne Winslett, editors,

Proceedings: ACM workshop on Privacy in electronic society - WPES

2006, pages 67–72, Alexandria, VA, USA,, October 30 2006. ACM.

163



BIBLIOGRAPHY 190

[CH91] David Chaum and Eugène van Heyst. Group signatures. In Don-

ald W. Davies, editor, Proceedings: Advances in Cryptology - EU-

ROCRYPT 1991, volume 547 of Lecture Notes in Computer Science,

pages 257–265, Brighton, UK, April 8-11 1991. Springer. 3

[CH07] Ran Canetti and Susan Hohenberger. Chosen-ciphertext secure proxy

re-encryption. In Peng Ning, Sabrina De Capitani di Vimercati, and

Paul F. Syverso, editors, Proceedings: ACM Conference on Computer

and Communications Security - CCS 2007, pages 185–194, Alexan-

dria, Virginia, USA, October 28-31 2007. ACM. 3

[Cha83] David Chaum. Blind signatures for untraceable payments. In David

Chaum, Ronald L. Rivest, and Alan T. Sherman, editors, Proceed-

ings: Advances in Cryptology - CRYPTO 1982, pages 199–203, Santa

Barbara, California, USA, August 23-25 1983. 3

[Cha85] David Chaum. Security without identification: Transaction systems

to make big brother obsolete. Communication of ACM, 28(10):1030–

1044, 1985. 3, 91, 163

[Cha07] Melissa Chase. Multi-authority attribute based encryption. In

Salil P. Vadhan, editor, Proceedings: Theory of Cryptography

Conference-TCC’07, volume 4392 of Lecture Notes in Computer Sci-

ence, pages 515–534, Amsterdam, The Netherlands, February 21-24

2007. Springer. 80, 81, 83, 84, 87, 91, 104

[CHK04] Ran Canetti, Shai Halevi, and Jonathan Katz. Chosen-ciphertext se-

curity from identity-based encryption. In Christian Cachin and Jan

Camenisch, editors, Proceedings: Advances in Cryptology - EURO-

CRYPT 2004, volume 3027 of Lecture Notes in Computer Science,

pages 207–222, Interlaken, Switzerland, May 2-6 2004. Springer. 52

[CKRS09] Jan Camenisch, Markulf Kohlweiss, Alfredo Rial, and Caroline

Sheedy. Blind and anonymous identity-based encryption and autho-

rised private searches on public key encrypted data. In Stanislaw

Jarecki and Gene Tsudik, editors, Proceedings: Public Key Cryptog-

raphy - PKC 2009, volume 5443 of Lecture Notes in Computer Scienc,

pages 196–214, Irvine, CA, USA, March 18-20 2009. Springer. 88, 89



BIBLIOGRAPHY 191

[CL01] Jan Camenisch and Anna Lysyanskaya. An efficient system for non-

transferable anonymous credentials with optional anonymity revoca-

tion. In Birgit Pfitzmann, editor, Proceedings: Advances in Cryptol-

ogy - EUROCRYPT 2001, volume 2045 of Lecture Notes in Computer

Science, pages 93–118, Innsbruck, Austria, May 6-10 2001. Springer.

3, 132, 136, 167

[CL02] Jan Camenisch and Anna Lysyanskaya. Dynamic accumulators and

application to efficient revocation of anonymous credentials. In Moti

Yung, editor, Proceedings: Advances in Cryptology - CRYPTO 2002,

volume 2442 of Lecture Notes in Computer Science, pages 61–76,

Santa Barbara, California, USA, August 18-22 2002. Springer. 3,

91

[CN07] Ling Cheung and Calvin Newport. Provably secure ciphertext policy

abe. In Peng Ning, Sabrina De Capitani di Vimercati, and Paul F.

Syverson, editors, Proceedings: ACM Conference on Computer and

Communications Security-CCS 2007, pages 456–465, Alexandria, Vir-

ginia, USA, October 28-31 2007. ACM. 81, 82, 83, 161

[CNS07] Jan Camenisch, Gregory Neven, and Abhi Shelat. Simulatable adap-

tive oblivious transfer. In Moni Naor, editor, Proceedings: Advances

in Cryptology - EUROCRYPT 2007, volume 4515 of Lecture Notes

in Computer Science, pages 573–590, Barcelona, Spain, May 20-24

2007. Springer. 3, 145, 146

[CP02] Winnie Chung and John Paynter. Privacy issues on the internet.

In Jr Ralph H. Sprague, editor, Proceedings: Hawaii International

Conference on System Sciences - HICSS-35 2002, pages 193: 1–9,

Big Island, Hawaii, USA, January 7-10 2002. IEEE. 3

[CP07] Jan Camenisch and Birgit Pfitzmann. Federated Identity Manage-

ment, security, privacy, and trust in modern data management Part

III Privacy Enhancing, pages 213–238. Data-Centric Systems and

Applications. Springer, New York, 2007. 121, 163



BIBLIOGRAPHY 192

[CS97] Jan Camenisch and Markus Stadler. Efficient group signature schemes

for large groups. In Burton S. Kaliski Jr., editor, Proceedings: Ad-

vances in Cryptology - CRYPTO 1997, volume 1294 of Lecture Notes

in Computer Science, pages 410–424, Santa Barbara, California,

USA, August 17-21 1997. Springer. 30

[CS98] Ronald Cramer and Victor Shoup. A practical public key cryp-

tosystem provably secure against adaptive chosen ciphertext attack.

In Hugo Krawczyk, editor, Proceedings: Advances in Cryptology -

CRYPTO 19998, volume 1462 of Lecture Notes in Computer Science,

pages 13–25, Santa Barbara, California, USA, August 23-27 1998.

Springer. 2, 23

[CT05] Cheng-Kang Chu and Wen-Guey Tzeng:. Efficient k-out-of-n oblivi-

ous transfer schemes with adaptive and non-adaptive queries. In Serge

Vaudenay, editor, Proceedings: Public Key Cryptography - PKC 2005,

volume 3386 of Lecture Notes in Computer Science, pages 172–183,

Les Diablerets, Switzerland, January 23-26 2005. Springer. 168, 172

[CT07] Cheng-Kang Chu and Wen-Guey Tzeng. Identity-based proxy re-

encryption without random oracles. In Juan A. Garay, Arjen K.

Lenstra, Masahiro Mambo, and René Peralta, editors, Proceedings:

Information Security Conference - ISC 2007, volume 4779 of Lecture

Notes in Computer Science, pages 189–202, Valparaso, Chile, October

9-12 2007. Springer. 35, 37, 60, 62

[CW79] J.Lawrence Carter and Mark N. Wegman. Universalclasses of hash-

functions. Journal of Computer and System Sciences, 18(2):143–154,

April 1979. 18

[CZF11] Cheng Chen, Zhenfeng Zhang, and Dengguo Feng. Efficient cipher-

text policy attribute-based encryption with constant-size ciphertext

and constant computation-cost. In Xavier Boyen and Xiaofeng Chen,

editors, Proceedings: International Conference on Provable Security

- ProvSec 2011, volume 6980 of Lecture Notes in Computer Science,

pages 84–101, Xi’an, China, October 16-18 2011. Springer. 144, 161



BIBLIOGRAPHY 193

[CZLC05] Tierui Chen, Bin B. Zhu, Shipeng Li, and Xueqi Cheng. Thres-

passporta distributed single sign-on service. In De-Shuang Huang,

Xiao-Ping Zhang, and Guang-Bin Huang, editors, Proceedings: Inter-

national Conference on Intelligent Computing - ICIC 2005, volume

3645 of Lecture Notes in Computer Science, pages 771–780, Hefei,

China, August 23-26 2005. Springer. 123

[DAC87] A Guide to Understanding Discretionary Access Control in Trusted

Systems. National Computer Security Center, USA, version-1 edition,

September 1987. 1

[Dam99] Ivan Damg̊ard. Commitment schemes and zero-knowledge protocols.

In Ivan Bjerre Damg̊ard, editor, Lectures on Data Security, Mod-

ern Cryptology in Theory and Practice, Summer School 1998, volume

1561 of Lecture Notes in Computer Science, pages 63–86, Aarhus,

Denmark, July 1999. Springer. 19

[DH76] Whitfield Diffie and Martin E. Hellman. New directions in cryptog-

raphy. IEEE Transactions on Information Theory, IT-22(6):644–654,

November 1976. 2, 13, 21, 26

[DP08] Cécile Delerablée and David Pointcheval. Dynamic threshold public-

key encryption. In David Wagner, editor, Proceedings: Advances in

Cryptology-CRYPTO 2008, volume 5157 of Lecture Notes in Com-

puter Science, pages 317–334, Santa Barbara,California, USA,, Au-

gust 17-21 2008. Springer. 143

[DPP07] Cécile Delerablée, Pascal Paillier, , and David Pointcheval. Fully col-

lusion secure dynamic broadcast encryption with constant-size cipher-

texts or decryption keys. In Tsuyoshi Takagi, Tatsuaki Okamoto, Eiji

Okamoto, and Takeshi Okamoto, editors, Proceedings: Pairing-Based

Cryptography-Pairing 2007, volume 4575 of Lecture Notes in Com-

puter Science, pages 39–59, Tokyo, Japan, July 2-4 2007. Springer.

143

[DSS94] Digital Singnature Stands (DSS). Federal Information Processing

Standards Publication 186, U.S. Department of Commerce, National



BIBLIOGRAPHY 194

Institute of Standards and Technology (NIST), Computer Systems

Laboratory (CSL), May 1994. 2

[DT07] Ivan Damg̊ard and Rune Thorbek. Non-interactive proofs for in-

teger multiplication. In Moni Naor, editor, Proceedings: Advances

in Cryptology - EUROCRYPT 2007, volume 4515 of Lecture Notes

in Computer Science, pages 412–429, Barcelona, Spain, May 20-24

2007. Springer. 152, 157

[ElG85] Taher ElGamal. A public key cryptosystem and a signature scheme

based on discrete logarithms. IEEE Transactions on Information

Theory, IT-31(4):469–472, July 1985. 2, 23

[EMN+09] Keita Emura, Atsuko Miyaji, Akito Nomura, Kazumasa Omote,

and Masakazu Soshi. A ciphertext-policy attribute-based encryption

scheme with constant ciphertext length. In Feng Bao, Hui Li, and

Guilin Wang, editors, Proceedings: Information Security Practice and

Experience-ISPEC 2009, volume 5451 of Lecture Notes in Computer

Science, pages 13–23, Xi’an, China, April 13-15 2009. Springer. 143,

161

[FAL06] Keith Frikken, Mikhail Atallah, and Jiangtao Li. Attribute-based

access control with hidden policies and hidden credentials. IEEE

Transactions on Computers, 55(10):1259–1270, 2006. 144

[Far75] Nabil H. Farhat. Nonlinear optical data processing and filtering: A

feasibility study. IEEE Transactions on Computers, C-24(4):443–448,

April 1975. 106

[FHS96] Stephanie Forrest, Steven A. Hofmeyr, and Anil Somayaji. Sense of

self for unix processes. In Proceedings: IEEE Symposium on Security

and Privacy- S&P 1996, pages 120–128, Oakland, CA, USA, May 6-8

1996. IEEE. 34

[FN94] Amos Fiat and Moni Naor. Broadcast encryption. In Douglas R. Stin-

son, editor, Proceedings: Advances in Cryptology - CRYPTO 1993,

volume 773 of Lecture Notes in Computer Science, pages 480–491,

Santa Barbara, California, USA, August 22-26 1994. Springer. 23



BIBLIOGRAPHY 195

[FOPS01] Eiichiro Fujisaki, Tatsuaki Okamoto, David Pointcheval, and Jacques

Stern. Rsa-oaep is secure under the rsa assumption. In Joe Kilian,

editor, Proccedings: Advances in Cryptology - CRYPTO 2001, volume

2139 of Lecture Notes in Computer Science, pages 260–274, Santa

Barbara, California, USA, August 19-23 2001. Springer. 18, 23

[GA07] Matthew Green and Giuseppe Ateniese. Identity-based proxy re-

encryption. In Jonathan Katz and Moti Yung, editors, Proceedings:

Applied Cryptography and Network Security - ACNS 2007, volume

4521 of Lecture Notes in Computer Science, pages 288–306, Zhuhai,

China, June 5-8 2007. Springer. 35, 37, 60, 62

[GH07] Matthew Green and Susan Hohenberger. Blind identity-based encryp-

tion and simulatable oblivious transfer. In Kaoru Kurosawa, editor,

Proceedings: Advances in Cryptology - ASIACRYPT 2007, volume

4833 of Lecture Notes in Computer Science, pages 265–282, Kuching,

Malaysia, December 2-6 2007. Springer. 88, 89

[GJKR01] Rosario Gennaro, Stanislaw Jarecki, Hugo Krawczyk, and Tal Ra-

bin. Robust threshold DSS signatures. Information and Computation,

164(1):54–84, 2001. 83

[GlJK+99] Rosario Gennaro, Stanis law Jarecki, Hugo Krawczyk, , and Tal

Rabin. Secure distributed key generation for discrete-log based

cryptosystems. In Jacques Stern, editor, Proceedings: Advances in

Cryptology-EUROCRYPT’99, volume 1592 of Lecture Notes in Com-

puter Science, pages 295–310, Prague, Czech Republic, May 2-6 1999.

Springer. 83

[GMR86] Shafi Goldwasser, Silvio Micali, and Charles Rackoff. The knowl-

edge complexity of interactive proof-systems (extended abstract). In

Robert Sedgewick, editor, Proceedings: ACM Symposium on Theory

of Computing - STOC 1985, pages 291–304, Providence, Rhode Is-

land, USA, May 6-8 1986. ACM. 29

[GMR88] Shafi Goldwasser, Silvio Micali, and Ronald L. Rivest. A digital sig-

nature scheme secure against adaptive chosen-message attacks. SIAM

Journal on Computing, 17(2):281–308, April 1988. 26, 27



BIBLIOGRAPHY 196

[GMW86] Oded Goldreich, Silvio Micali, and Avi Wigderson. Proofs that yield

nothing but their validity and a methodology of cryptographic proto-

col design. In Proceedings: Symposium on Foundations of Computer

Science - FOCS 1986, pages 174–187, Toronto, Canada, October 27-

29 1986. IEEE. 29

[Gol90] Oded Goldr. A note on computationalindistinguishability. Informa-

tion Processing Letters, 34(6):277–281, May 1990. 9

[GPS08] Steven D. Galbraith, Kenneth G. Paterson, and Nigel P. Smart. Pair-

ings for cryptographers. Discrete Applied Mathematics, 156(16):3113–

3121, September 2008. 12

[GPSW06] Vipul Goyal, Omkant Pandey, Amit Sahai, and Brent Waters.

Attribute-based encryption for fine-grained access control of en-

crypted data. In Ari Juels, Rebecca N. Wright, and Sabrina De Cap-

itani di Vimercati, editors, Proceedings: 13th ACM Conference on

Computer and Communications Security - CCS 2006, pages 89–98,

Alexandria, VA, USA, October 30 - November 3 2006. ACM. 3, 81,

82, 87, 98, 120, 148, 161

[HBSO03] Jason E. Holt, Robert W. Bradshaw, Kent E. Seamons, and Hilarie K.

Orman:. Hidden credentials. In Paul F. Syverson Sushil Jajodia,

Pierangela Samarati, editor, Proceedings: ACM Workshop on Privacy

in the Electronic Society - WPES 2003, pages 1–8, Washington, DC,

USA, October 30 2003. ACM. 163, 164
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