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ABSTRACT Protecting the privacy of healthcare information is an important part of encouraging data 
custodians to give accurate records so that mining may proceed with confidence. The application of 
association rule mining in healthcare data has been widespread to this point in time. Most applications focus 
on positive association rules, ignoring the negative consequences of particular diagnostic techniques. When 
it comes to bridging divergent diseases and drugs, negative association rules may give more helpful 
information than positive ones. This is especially true when it comes to physicians and social organizations 
(e.g., a certain symptom will not arise when certain symptoms exist). Data mining in healthcare must be done 
in a way that protects the identity of patients, especially when dealing with sensitive information. However, 
revealing this information puts it at risk of attack. Healthcare data privacy protection has lately been addressed 
by technologies that disrupt data (data sanitization) and reconstruct aggregate distributions in the interest of 
doing research in data mining. In this study, metaheuristic-based data sanitization for healthcare data mining 
is investigated in order to keep patient privacy protected. It is hoped that by using the Tabu-genetic algorithm 
as an optimization tool, the suggested technique chooses item sets to be sanitized (modified) from transactions 
that satisfy sensitive negative criteria with the goal of minimizing changes to the original database. 
Experiments with benchmark healthcare datasets show that the suggested privacy preserving data mining 
(PPDM) method outperforms existing algorithms in terms of Hiding Failure (HF), Artificial Rule Generation 
(AR), and Lost Rules (LR). 

INDEX TERMS Privacy-preserving data mining, healthcare data, evolutionary computation, sanitization 
process. 

I.  INTRODUCTION 
Electronic health records (EHRs) are widely used by a 

variety of healthcare organizations in an effort to enhance 
patient care and enhance the efficiency of healthcare delivery. 
In complex clinical environments, the EHR system accelerates 
the clinician's workflow by automating the data management 
process. When utilized effectively, these EHRs not only 
facilitate many routine health care tasks, but also help in the 
accurate identification of diseases. Individuals' access to their 
medical records is facilitated by EHRs. In addition, they come 
with a home health monitoring system that allows patients to 
measure and evaluate their symptoms every day [1].  

The dissemination of data from the EMR system is critical 
for improving the quality of medical research. Researchers use 
this data to perform a wide range of tasks involving data 
mining [2], such as classification (prediction of diabetic 
presence) [3], clustering (risk identification) [4], statistical 
tests (body mass index and diabetes association) [5], or query 
responding. In addition to enhancing the actualized human 
services to patients, researchers in healthcare are expected to 
benefit from the integration of information and electronic 
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health records (EHRs). Fig.1 illustrates the main data mining 
applications in healthcare; see [3] [4] for more details.  

 
FIGURE 1: Data mining applications in healthcare. 

 
Anonymization-based methods and cryptographic methods 

have both been presented in the literature as means of 
achieving privacy [1] [3].  Anonymization is widely used by 
researchers owing to the lower communication and 
computation costs of the same as compared to their 
cryptographic counterparts. Information loss is one of the 
important issues in an anonymization-based approach. The 
information loss calculates the difference between the original 
databases and the anonymized databases. The information loss 
increases with the increase in the level of the generalization 
and/or suppression method. Generally, the information loss 
should be less to achieve higher data utility [6-8].  

K-anonymity is a key concept that was introduced to 
address the risk of re-identification of anonymized data 
through linkage to other datasets. K-Anonymity is able to 
prevent identity disclosure, i.e., a record in the k-anonymized 
data set cannot be mapped back to the corresponding record in 
the original data set. However, in general, it may fail to protect 
against attribute disclosure. Some critics of k-anonymization 
take issue with the fact that achieving a re-identification risk 
of zero is impractical or impossible [8-11]. 

 The vast majority of approaches fall into two broad 
categories: those that protect sensitive data during mining and 
those that protect sensitive data mining outputs. The first 
category includes methods like perturbation, sampling, and 
modification to generate sanitized datasets that may be safely 
shared with other parties. These strategies are designed to help 
data miners get valid results even when they don't have any 
real data. Contrarily, the second category includes methods for 
keeping sensitive knowledge patterns obtained from the use of 
data mining algorithms secret, including methods for lowering 
the performance of classifiers in classification tasks so that 
sensitive information is not revealed [1][3][8]. 

With the advent of significant data mining tools and 
systems, we are faced with the challenge of building a 
healthcare data mining system that meets user expectations for 
meaningful knowledge discovery from databases while 
avoiding the potential to infer personal information about 
people. A person or organization should not be able to be 
identified (by a third party) based on the mining techniques or 
results that we share [1] [2]. Preventing sensitive information 
from being released in an unauthorized or unsolicited way is 
the goal of Privacy-Preserving Data Mining (PPDM). In 
healthcare systems, the PPDM method is very beneficial for 
minimizing the leakage of sensitive personal information. 
Thus, it enables the analysis of enormous data sets from 
medical research systems in order to obtain information and 
identify therapeutic methods for deadly illnesses without 
invading patients' privacy. Although database management 
systems have always prioritized data security, mining 
knowledge and restricting the exposure of sensitive 
information has now become the most crucial and highest 
priority objective of the data mining process [3][4][9]. 

Privacy-preserving approaches try to avoid the leakage of 
sensitive data, making it more difficult to deduce sensitive data 
from non-sensitive data [9]. However, they do not exclude the 
discovery of inference rules. As a result, experts have focused 
their attention on privacy-preserving association rules in 
recent years. Association rule mechanisms have been 
extensively employed in a large variety of enterprises and 
industrial firms across a wide variety of industry sectors, 
including marketing, forecasting, diagnostics, and security 
[10][11]. Sensitive association rule concealment is a 
subsection of PPDM that falls under the category of output 
privacy. Restrictive rules are those that should be kept secret. 
One of the PPDM techniques used to keep private information 
hidden is known as data sanitization. 

Database sanitization algorithms that protect sensitive 
non-production database data from unauthorized access are 
being developed and tested using a range of approaches 
currently available in the literature [9]. These algorithms fall 
under the following categories: (1) Algorithms control the 
concealing process using the rule's support or confidence; and 
(2) Algorithms change raw data by distorting or blocking the 
original values. It is possible that the modification process 
alters the original set of rules that may be mined from the 
original database, either by hiding non-sensitive rules (lost 
rules) or by introducing rules that were not supported by the 
original database into the mining process (ghost rules). We 
attempted to mitigate these unfavorable effects by modifying 
the original dataset a little and appropriately. Because of the 
difficulty of PPDM, which is called an NP-hard problem, it's 
hard to find the best solution with the fewest side effects. 

Using negative association criteria to find overlapping 
symptoms or drugs that work well together is a useful tool in 
healthcare data analysis. Negative association rule mining is 
difficult to accomplish because of the underlying differences 
between positive and negative association rule mining. When 
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it comes to mining negative association rules, there are two 
primary concerns that need to be handled by the 
researchers: looking for and filtering the negative association 
rules [9-11]. 

  A Genetic Algorithm (GA) looks for a solution using a 
population of points rather than a single point. This approach 
is both computationally straightforward and effective. Tabu 
Search (TS) examines each string as a point in the solution 
space. TS leads iterations from one neighborhood point to 
another by enhancing the solutions locally and has the ability 
to avoid starved local minima. Combining GA and TS with 
their respective strengths increases the likelihood of finding a 
suitable solution to global combinatorial optimization issues. 
GA begins with a collection of preliminary solutions and 
generates a set of innovative solutions using the hybrid search 
approach. TS develops each set of unique solutions via a local 
search. GA then uses the augmented solution of TS in order to 
keep the same evolution [12].  

A. PROBLEM STATEMENT   
The researchers noted that the integrated health care system 

has evolved into a critical component of the current health 
information system. Medical personnel may gain from data 
mining since it allows them to expand their practicability by 
sharing and evaluating results with others. This type of 
information demands a higher level of privacy, which ensures 
that the association rules remain safe even when data owners 
use a shared cloud. PPDM has become a significant concern 
in recent years due to its ability to conceal not just private 
information but also enable the discovery of essential 
information using various data mining methods. PPDM is a 
so-called NP-hard issue. The reason for this is that traditional 
PPDM algorithms are primarily concerned with concealing 
sensitive information to the greatest extent feasible. This 
development might have significant unexpected consequences 
in terms of missing and artificial costs. Since both side effects 
are taken into account, it is difficult to choose the best 
technique. 

B. MOTIVATION  
When using healthcare data, it is essential to weigh the 

benefits of data privacy against the potential downsides. For 
the positive association rule in PPDM data sanitization, 
several heuristics and metaheuristics-based approaches have 
been developed in the past. Additions and deletions are used 
to hide critical information in the original database. An NP-
hard problem of this kind is well-known. PPDM issues have 
been solved using heuristic methods including greedy search, 
meta-heuristic approaches like the Genetic Algorithm (GA), 
and Particle Swarm Optimization (PSO). Most of these 
traditional methods are static and need a significant amount of 
processing. 

Negative association rules mining is not a simple issue to 
solve, since it is widely known that a significant number of 
uninteresting rules are created, and it is necessary to do extra 

work in order to choose just the best rules. Applying a GA to 
optimize extracted negative rules incurs additional time and 
space costs due to the random selection of the starting 
population of rules. A GA's fundamental shortcoming is its 
unguided mutation. In GA, the mutation operator acts 
similarly to adding a randomly generated number to a 
parameter of a population member. This is the only reason for 
the GAs' much delayed convergence. Integration with other 
algorithms that guide search and metaheuristic-based data 
sanitization may be able to solve this problem. 

C. CONTRIBUTION 
Despite their enormous success, meta-heuristics 

optimization tools have never been employed to address the 
PPDM problem associated with negative association rules in 
healthcare data. In this work, the issue of negative association 
rules in healthcare data mining is addressed using a novel 
approach based on the Tabu-Genetic (GTA) optimization 
framework. The suggested architecture is flexible, and it hides 
sensitive data by deleting it. This makes sure that personal 
information is safe, but also allows for new information to be 
found. 

Unlike prior approaches in this area, this novel method 
develops so-called “meta-heuristic” negative association rules 
using a combination of genetic algorithms and Tabu search to 
increase the perfection of these rules in a time and memory-
efficient manner. The advantage of Tabu search is that it 
eliminates a large number of redundant rules and item sets. It 
is possible to dynamically hide sensitive information using a 
deletion operation-based perturbation approach, rather than 
pre-defining it. The algorithm's key contributions are as 
follows: 

- This is the first work to handle the PPDM problem for 
negative association rules using a Tabu-Genetic 
technique that outperforms a traditional approach in 
terms of rule hiding side effects. 

- As a way to speed up the evolution process, the Tabu 
concept is used to speed up the evaluation of the 
solution that has been tested. This reduces the need for 
extra database scans. 

- Rather than predefining the transactions to be disrupted 
for information concealment, the employed technique 
dynamically identifies them. 

The rest of the article is organized in the following manner. 
The second section highlights related work. Section III 
describes the proposed method for sanitizing healthcare data 
mining. The experimental results are presented in Section IV. 
Section V contains a conclusion and a discussion on future 
work. 

 

II. RELATED WORK 
Healthcare process data can include a large number of 

sensitive variables and highly changeable process behaviors 
that pose extra privacy issues. The healthcare industry must 
conform to strict data privacy standards. Privacy protection for 
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such data while maintaining its usefulness for process mining 
is an ongoing concern in healthcare. There is a trade-off 
between data privacy and usefulness in the use of existing data 
transformation methods for anonymizing healthcare process 
data. For example, encryption does not provide enough 
privacy protection when used to optimize the value of data for 
process mining. The accuracy of results may be compromised 
if methods that conform to more severe privacy rules (such as 
generalization) are used [1-3] [8]. 

In literature, major research has used anonymity, data 
masking, data perturbation, and cryptography for data 
privacy. Using dynamic data masking, we are able to achieve 
format-preserving masking and anonymization without 
having to manually copy data or remove values—tasks 
which can not only delay analysis, but can weaken the utility 
of data and introduce the risk of human error. The 
cryptographic approach is especially difficult to scale when 
more than a few parties are involved. It also does not address 
the question of whether disclosing the final data mining 
results may violate the privacy of individual records. The 
perturbation approach does not reconstruct the original data 
values. New algorithms have been developed to reconstruct 
the original data distribution. In general, every technique has 
its own demerits, i.e., information loss, privacy breach, and 
low data utility [3] [6]. 

It is easy to see that anonymity is not enough. For 
example, suppose we use k-anonymity to protect data. This 
means that, knowing identifying information about an 
individual, there are at least k records in the database that 
could (with equal probability) refer to that individual. 
However, suppose that those records also include sensitive 
information, e.g., if an individual is diabetic. If all k 
individuals have the same value for sensitive information 
(for example, all are diabetic), then k-anonymity offers no 
protection against disclosure of that fact. This has led to 
alternate approaches. However, it is still difficult to answer 
the question, "is the data anonymous enough?" [3]. 

A number of sophistications of k-anonymity have been 
suggested, like p-sensitive k-anonymity, l-diversity, and t-
closeness. A data set is said to satisfy l-diversity if there are 
at least l well-represented values for each confidential 
attribute in each group of records that share key attributes. 
However, this extension suffers from a similarity attack. If 
the values of a sensitive attribute in a group are l-diverse but 
the semantics are the same, the attribute will also be revealed 
[6] [7]. But the work in [8] solves this problem by proposing 
(l, d)-semantic diversity, which extends l-diversity. See [8] 
for more details.  

 Regarding, p- sensitive k-anonymity, its purpose is to 
protect against attribute disclosure by requiring that there be 
at least p different values for each confidential attribute 
within the records sharing a combination of key attributes. 
P-sensitive k-anonymity has the limitation of implicitly 
assuming that each confidential attribute takes values 
uniformly over its domain, that is, that the frequencies of the 
various values of a confidential attribute are similar. When 
this is not the case, achieving p-sensitive k-anonymity may 

cause a huge data utility loss. t-closeness solves the attribute 
disclosure vulnerabilities inherent to l-diversity: Skewness 
attack, since the within-group distribution of confidential 
attributes is the same as the distribution of those attributes 
for the entire dataset, no skewness attack can occur.  
Similarity attack, again, since the within-group distribution 
of confidential attributes mimics the distribution of those 
attributes over the entire dataset, no semantic similarity can 
occur within a group that does not occur in the entire dataset. 
Of course, within-group similarity cannot be avoided if all 
patients in a data set have similar diseases [3][6][8]. 

Data mining techniques for privacy protection can be 
general or specific [13] [14]. Data mining operations may 
employ generic approaches to transform data into a form that 
can be used as an input. Changing records without adding new 
values or changing existing values may be utilized to achieve 
anonymity using these methods (e.g., data swapping) (e.g., by 
adding noise). Certain data mining techniques include privacy 
protections in their algorithms (e.g., privacy-preserving 
decision tree classification). Anonymization methods (such as 
association rule hiding) have been described for sensitive data 
mining outputs as well [4]. 

A machine learning approach is used to link 
heterogeneous data based on privacy-preserving data mining 
[14]. In [15], the authors discussed the use of hierarchical 
categorization approaches in PPDM. Dasseni et al. [16] 
established a Hamming distance-based strategy to diminish 
the support or confidence in sensitive information. Oliveira 
and Zaane [17] created many sanitization techniques that were 
used to conceal frequently occurring itemsets using a heuristic 
approach. This method was utilized to avoid the inclusion of 
noise and minimize the quantity of genuine data that was 
deleted from the dataset. Islam and Brankovic [18] suggested 
an approach for protecting and concealing individual privacy 
while retaining excellent data quality using the noise addition 
approach. In [19], the authors described a sanitization 
technique in which the victim item is the item that is used the 
most often in the transaction. In addition, a threshold for 
sharing is set up to find a balance between privacy and 
information sharing. 

Sun and Philip [20] suggested using the boundary of non-
sensitive itemsets to monitor the perturbation process's 
influence on the sanitized database.  In [21], the authors used 
the MaxMin method to accomplish the same thing. In this 
situation, the sanitized database's quality is maintained by 
picking the least impactful transaction for change at each stage 
[21]. For the purpose of concealing sensitive data, Amiri [22] 
outlined three heuristic strategies: aggregate, disaggregate, 
and hybrid. The aggregate approach lowers the amount of 
support needed for a sensitive itemset by eliminating some 
transactions from the database. The disaggregated technique 
reduces the amount of support for sensitive items by removing 
specific items from the list of items. Two previous methods 
were combined to create the hybrid approach. The aggregate 
technique is used to determine which transactions are 
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victimized. Then, using the disaggregation method, the victim 
items from the transactions that were chosen are changed. 

Wang et al. [23] established two approaches for hiding 
informative association rules. Rather than hiding critical 
association rules, a list of predicted items is presented. Then, 
the informative association rules whose antecedent contains 
the anticipated items cannot be mined from the resulting 
database. Wu et al. [24] developed a method for tracking all 
potentially significant changes. The database is then changed 
in a hidden way with the fewest possible side effects from the 
template until all sensitive rules are completely hidden. 
Gkoulalas et al. [25] presented an approach for maintaining 
sensitive itemsets based on the use of borders. By expanding 
the original database, it is possible to limit support for sensitive 
items. 

Wu et al. [26] presented two greedy-based algorithms for 
the purpose of preserving sensitive association rules: the 
greedy approximation technique and the greedy exhausting 
approach. Both strategies obfuscate the critical rules by 
creating or removing certain database objects. The contrast is 
that the latter takes the database's effect into account when 
calculating expenses. Cheng et al. [27] discussed the 
advantages and disadvantages of positive and negative border 
rules. These ideas are used to determine the likelihood that a 
rule may become a missing or false rule after data sanitization. 
Each sensitive transaction is assigned two meaningful values 
based on the positive and negative border rules. To disguise 
the sensitive association rules, the least relevant transaction is 
modified. Hong et al. [28] used the term frequency-inverse 
document frequency approach for developing a strategy for 
reducing the support for sensitive item sets. A transaction 
containing a large number of sensitive items but having 
minimal influence on other transactions is very likely to be 
updated. The deletion priority is determined by the number of 
sensitive items supported. 

Because the advancement of the PPDM is generally an NP-
hard issue, it is preferable to provide meta-heuristic 
methodologies for determining the best solutions. The authors 
of [29] devised a secure mechanism for employing 
evolutionary algorithms to find a more optimal set of rules 
without disclosing their private data. The encoded 
chromosome is seen as a collection of solutions in this 
situation, and the transaction of a gene inside a chromosome 
is viewed as the victim of later deletion. Additionally, a fitness 
function was constructed to account for three side effects 
during an assessment using predefined weights to demonstrate 
the chromosome's quality. The same idea was introduced in 
[30], with different chromosome representations and different 
fitness functions. Although the algorithms stated above are 
effective at selecting the optimal transactions for deletion, pre-
defined weights for side effects are still required; this step has 
the ability to dramatically modify the final outcomes of the 
suggested systems. They are efficient. As a result of the 
sanitization procedure, the lost and ghost rules will be 
produced at random once the item has been randomly updated. 

A multi-objective optimization (e.g. NSGA II) approach 
was developed by some researchers to solve the above 
concerns, taking into consideration both data and knowledge 
distortion. However, this technique integrates multi-objective 
functions, yet it may result in inadequate information for 
decision-making since it directly deletes attributes from 
databases. The sequential dataset does not support this claim 
[15]. In contrast to the traditional particle swarm optimization 
method, multi-objective particle swarm optimization 
(MOPSO) makes use of a number of additional factors. 
MOPSO, on the other hand, cannot be used directly to address 
the PPDM problem because dominant relationships must be 
leveraged to obtain the best deletion transactions [30–32]. 

 In [31], the authors used the MOPSO framework to present 
a hierarchical-cluster algorithm for concealing sensitive 
itemsets. Although partial transactions might be generated as 
a result, this can result in a misleading decision, especially in 
the handling of hospital diagnoses. Recently, a deep 
reinforcement learning technique has been applied to sanitize 
sensitive data from a database while still protecting privacy 
and allowing for knowledge discovery [33] [34]. For more 
information in this area, the reader can refer to the recent 
research in [35–39]. 

According to what is stated in [59-64], a new algorithm for 
quickly hiding sensitive association rules has been developed. 
Within this algorithm, a heuristic function is used to further 
determine the earlier weight for each specific transaction. This 
allows for the order of modified transactions to be decided in 
an efficient manner. Therefore, the links between the sensitive 
association rules and each transaction in the primary database 
are analyzed by successfully selecting the appropriate item for 
alteration. This is done so that any necessary changes may be 
made. Another strategy was offered, in which the sensitive 
association rules were concealed with the use of a novel multi-
objective method, which ultimately resulted in an increase in 
the database's level of safety. This approach is derived on the 
idea of a genetic algorithm, which improves both the 
confidentiality of the dataset and its precision. 

In addition, an accurate border-based method was used to 
achieve an ideal solution to conceal sensitive frequent item 
sets with a minimal extension of the original database 
generated synthetically. The development of the database 
extension is formulated by the system as a constraint 
satisfaction problem, and the mapping of constraint 
satisfaction concerns to an analogous binary integer 
programming problem is used. A new approach that is item-
set oriented has been described. In this algorithm, the support 
for large item-sets is drastically decreased to a level that is 
much below the threshold that the client has specified. As a 
result, there is no way to derive any rules from the individual 
item sets. A novel method for selecting the items that need to 
be removed from the dataset in order to prevent the detection 
of a set of rules is also presented as part of this research. Most 
of the problems are caused by choosing victim-items without 
making changes to patterns that aren't sensitive. The notion of 

5 
 

This article has been accepted for publication in IEEE Access. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2022.3192447

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



 

representative association rules is used by several algorithms 
in order to locate potentially sensitive items. The heuristic for 
confidence and support reduction based on the intersection 
lattice method is used in order to cut down on the negative 
impacts that are caused by the process. By minimizing the 
modifications on database the efficiency can be enhanced with 
reduced side effects. 

A. THE NEED TO EXTEND THE RELATED WORK 
Numerous authors proved that the optimum sanitization 

issue is NP-hard and developed a heuristic technique for 
hiding sensitive frequently occurring item sets. The PPDM 
problem has led to the development of several evolutionary 
algorithms. Nonetheless, these algorithms rely heavily on data 
cleaning-based sanitization methods for positive association 
rules. When it comes to negative association rules, data 
sanitization presents numerous key challenges. To begin, 
typical healthcare transaction databases include hundreds of 
drugs, but only a handful of them are contained in each record 
(patient transaction). If a database contains 10,000 drugs and 
each patient is treated with an average of ten of them, the 
database's density is 10% of the total. From the standpoint of 
negative patterns (showing the absence of drugs), the density 
rises to 99.9 %, resulting in an explosion of rules, the majority 
of which are uninteresting. Second, the difficulty of 
association rule mining methods increases exponentially with 
the number of items; if a negated item is considered for each 
item in the database, the computation costs increase. 

The approach proposed in this article attempts to address 
the constraints of existing sanitization algorithms by 
concealing particular itemsets (chosen using the Tabu-genetic 
method) rather than rules. The suggested method hides rules 
without adding to the original database (there are no fake 
transactions) and with the least number of lost or ghost rules. 

III. PROPOSED SANITIZATION ALGORITHM FOR 
NEGATIVE RULES  

By replacing anonymous values or omitting critical 
attribute values, the privacy of public healthcare data is often 
preserved [1]. Fig. 2 depicts the suggested technique for 
sanitizing healthcare databases. The suggested database 
sanitizing technique uses a genetic algorithm to choose the 
ideal items to modify in order to hide sensitive negative 
association rules, as opposed to previous efforts that employed 
negative association rules and hidden specific items rather 
than specific rules. However, hiding itemsets prevents them 
from appearing in any rules exceeding the minimum 
confidence level, regardless of whether those rules are 
sensitive or non-sensitive. However, hiding specific rules 
attempts to modify itemsets contained in these rules so that 
sensitive rules can be reduced to a user-specified threshold, 
thereby allowing the same items that appear in insensitive 
rules to appear in other non-sensitive rules, resulting in an 
increase in false positives. For problem formulation, see 
[12][14][15][24][26][29] for more details. 

 FIGURE 2: The proposed sanitization algorithm for negative association 
rules based on genetic-Tabu heuristic search. 

 
Using a binary transactional dataset as an input, this work 

uses evolutionary algorithms to change it such that all 
sensitive rules are concealed and the original dataset is only 
slightly altered. Corrupting the original database (i.e., 
replacing 1s with 0s and vice versa) is the most common way 
of modifying transactions. This research builds on our prior 
work [12] by merging GA and Tabu Search to tackle a mining 
negative association rule issue (TS). The suggested technique 
increases the accuracy of mined results throughout the mining 
phases by using negative interestingness and negative 
confidence. Through genetic-Tabu search, pruning is used to 
eliminate uninteresting negative association rules. This 
strategy outperforms others by using efficient chromosomal 
representation and neighborhood tactics. We will detail our 
strategy in the next section. The most critical aspect of this 
effort is defining our fitness function in GA. 
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PHASE 1: EXTRACTING OPTIMIZED NEGATIVE RULES 
 

- Convert an input dataset containing a collection of 
attributes (items) and instances (records) to numeric 
values (coding). 

- For a variable-length item set, generate all infrequent 
item sets using the Apriori method; for more 
information, see [12] [40-43] 

- From infrequent item sets, build initial negative 
association rules using the Apriori technique. 

- Define the fitness function for specific interesting 
negative association rules.  

- The GA is used to construct the chromosomes 
associated with the negative association rules and to 
determine the fitness value of each individual 
chromosome at this point. Build negative association 
rules based on how each chromosome relates to the 
average fitness value. 

- For each hybrid search, GA generates new solutions 
based on the initial solutions it generates. In order to 
improve each new set of solutions, Tabu search does a 
local search. Then GA continues parallel development 
using the better solution of TS. Tabu Search examines 
each string as a point in the solution space. TS directs 
iterations from one neighborhood point to the next by 
enhancing the solution's quality locally and by 
avoiding suboptimal local minima. The combination of 
GA and TS, each of which has distinct advantages, 
offers a fair possibility of giving a viable solution to 
global combinatorial optimization issues. 

- Reset the fitness value, compute the final negative 
rules, and modify the remaining child chromosomes 
after crossover and mutation. The following is a metric 
for discovering interesting negative association rules 
[8]. 
 

  𝑋𝑋 →  ¬𝑌𝑌 ∶   𝑁𝑁𝑏𝑏
𝑁𝑁𝑎𝑎 +  𝑁𝑁𝑏𝑏

                        (1) 
 

 ¬𝑋𝑋 →  𝑌𝑌 ∶   𝑁𝑁𝑐𝑐
𝑁𝑁𝑐𝑐 +  𝑁𝑁𝑑𝑑

                         (2) 
 

¬𝑋𝑋 → ¬𝑌𝑌 ∶   𝑁𝑁𝑑𝑑
𝑁𝑁𝑐𝑐 +  𝑁𝑁𝑑𝑑

                        (3) 
where 𝑁𝑁𝑎𝑎 denotes the number of transactions including both X 
and Y, 𝑁𝑁𝑏𝑏 is the number of transactions containing only X, 
𝑁𝑁𝑐𝑐  denotes   the number of transactions containing just Y, and 
𝑁𝑁𝑑𝑑  specifies the number of transactions containing neither X 
(¬𝑋𝑋 ) nor Y (¬𝑌𝑌 ). Rule discovery should have a high degree 
of prediction accuracy, be easy to understand, and be engaging 
for the reader [12] [42-45].  The fitness function should be 
tailored to the particular search areas; consequently, the fitness 
function used is critical for obtaining the required results. It is 
well established that the rule is more effective when 𝑁𝑁𝑎𝑎 and 
𝑁𝑁𝑑𝑑are greater than 𝑁𝑁𝑏𝑏 and 𝑁𝑁𝑐𝑐 [42][46]. 
 
 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝐶𝐶𝐹𝐹 ( CF)  =  {𝑁𝑁𝐹𝐹/ (𝑁𝑁𝐹𝐹 + 𝑁𝑁𝐶𝐶)}         (4) 
 

The suggested model also relies on another factor, 
completeness (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) measure for computing the fitness 
function. 

 

           𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = {𝑁𝑁𝑎𝑎/(𝑁𝑁𝑎𝑎  +   𝑁𝑁𝑏𝑏)}                         (5) 
              Fitness = (CF ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶)                                (6) 

 

In this scenario, the system encodes the rules using the 
same form as in [46]. The best of the new solutions is then 
chosen for further testing using Tabu restrictions and 
aspiration criteria. If they pass the previous test, they may be 
added to the Tabu list memory. If they fail the former criteria 
but pass the latter, they may also be stored in the Tabu list 
memory. The crossover operator is used to exchange genetic 
material (bit-values) between the two parent strings given the 
optimal population obtained by the Tabu search stage 
(selection operator). It is conceivable that a crossover 
operation will result in the formation of a degenerate 
population. A mutation operation is used to reverse this. For 
further information, see [12]. 

As mentioned before, the proposed model combines 
modules from previous research [9] [12] [42] [47] [48]. Phase 
1 in our work is the same as Phase 1 in our previous work [12] 
that uses Tabu-genetic to extract both positive and negative 
association rules. However, in our work, we focused on 
extracting negative rules only with the aim of reducing 
computational cost and highlighting the importance of these 
rules within the healthcare system. In [42], the authors extract 
positive and negative rules from the Apriori algorithm without 
utilizing an optimization procedure to extract only interesting 
rules. In our algorithm, we use an optimization method that 
combines Tabu search and genetic algorithm to find only 
interesting rules and cut down on the cost of computing. 

PHASE 2: GENETIC ALGORITHM- BASED DATA   
SANITIZATION 

 

This step is when the suggested framework for hiding 
sensitive negative association rules makes its most significant 
contribution. As a result of the preceding phase's sensitive 
rules, the system tries to hide them by decreasing their 
confidence to less than the predefined threshold by raising 
support for the antecedent and decreasing support for the 
consequent through the substitution of 1's for 0's in the 
transactions [16][27][40]. As a result of modifying all 
sensitive item sets related to sensitive rules in all database 
transactions, the algorithm will need a lot of processing power. 
In our present study, we address the aforementioned issue by 
using GA to identify the optimum itemsets for alteration. As a 
result, there is no need to adjust all of our algorithms' 
transactions. This stage enables us to improve the speed of 
sanitization and reduce the number of alterations required 
throughout the hiding process. Additionally, the approach is 
applicable to both small and big datasets. 

An item's existence or absence is recorded on each 
transaction's chromosome, with a 1 indicating that an item is 
present, while a 0 indicates that it is not. A chromosome's 
fitness is governed by a variety of variables and techniques. 
Each population has many chromosomes, with the best 
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chromosome being utilized to form the subsequent population. 
The initial population is made up of a large number of random 
transactions. The next generation will be shaped by the 
population's ability to improve survival fitness. 

Using various selection processes, GA can guide a 
population of individuals to an optimal level of "fitness" (i.e., 
minimizes the cost function). To reduce both lost and ghost 
rules, the proposed system utilizes two unique fitness 
functions that alter only transactions with high numbers of 
sensitive items and small numbers of non-sensitive items. In 
both scenarios, the transaction with the lowest fitness value 
will be altered. As stated in [47], the first fitness function 𝐶𝐶1is 
as follows: 

 
∀𝐹𝐹𝑟𝑟 ∈ 𝑇𝑇 , Compute   𝐶𝐶1 =  𝑋𝑋+𝑌𝑌

2
                                  (7) 

 

𝑋𝑋 =  ∑ (𝐼𝐼𝑖𝑖 = 1), 𝑌𝑌 = (𝑆𝑆 in 𝑇𝑇)𝑛𝑛
𝑖𝑖=1                              (8) 

 

 
𝑆𝑆 ∈ 𝐼𝐼  defines the set of sensitive items, 𝑇𝑇 is the set of  
transactions 𝑇𝑇 = {𝐹𝐹𝑟𝑟 ∶ 1 < 𝐹𝐹 ≤ 𝑁𝑁, },  ℛ defines the set of 
items ℛ = {𝐼𝐼1, 𝐼𝐼2, … . . , 𝐼𝐼𝑛𝑛 },  n represents the number of items 
in each transactions. Y=(S in T) indicates the number of items 
in the transaction that are defined to be sensitive items. In our 
case, the number of transactions (that is, the maximum value 
of r) depends on the dataset used in the experiments. For 
example, the Heart Disease dataset has 303 transactions, 
while Breast Cancer has 286 transactions. Each dataset has a 
different number of items. Herein, Instead of using 1s (𝐼𝐼𝑖𝑖 =
1), this fitness function uses 0s (𝐼𝐼𝑖𝑖 = 0) instead of 1s to limit 
the number of items that may be used. The second fitness 
function 𝐶𝐶2 is based on a weighted sum function and 
computed as [48]: 
𝐶𝐶2 = 𝑊𝑊1 ∗ 𝐶𝐶1 + 𝑊𝑊2 ∗ ( 1

𝐶𝐶2
)                                                 (9) 

∀𝐶𝐶1 ∈ 𝑇𝑇,  𝐶𝐶1 = 1
∑ 𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶 (𝑆𝑆)𝑛𝑛
1

   in 𝑇𝑇 + ∑ 𝐼𝐼𝑖𝑖 = 1𝑛𝑛
𝑖𝑖=1              (10) 

∀𝐶𝐶2 ∈ 𝑇𝑇,  𝐶𝐶2 = 1
∑ 𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛𝐶𝐶 (𝑆𝑆)𝑛𝑛
1

   in 𝑇𝑇 + ∑ 𝐼𝐼𝑖𝑖 = 0𝑛𝑛
𝑖𝑖=1              (11) 

𝑊𝑊1 + 𝑊𝑊2 = 1( 𝑊𝑊1 = 𝑊𝑊2 = 1
2
 )                                       (12) 

 

Herein, we fixed the weights of 𝑊𝑊1 and 𝑊𝑊2. Because the 
system replaces chosen transactions with their offspring that 
have the most accessible data items, Eq. (10) ensures that lost 
rules are kept to a minimum, and Eq. (12) ensures that ghost 
rules are kept to a minimum as well [45-48]. 

Recently, clustering-based data sanitization approaches 
were suggested. Cluster mechanisms have a greater impact 
on the privacy of data in the healthcare sector. The most 
efficient way of resource allocation with certain restricted 
conditions among the public, doctors, and medical staff is 
obtained through the cluster technique. The advantage of the 
cluster technique is that it efficiently manages the patient’s 
data with access policies, and in this way, privacy 
preservation is achieved [49]. So, one of the mechanisms 
through which the proposed framework can operate is the 
application of the clustering technique as a first step. From 
this point of view, the work in [50] may represent the basis 
on which the proposed model is built, in which the fuzzy K-

medoid machine learning algorithm is used for cluster 
formation and suggested optimization-based data 
sanitization is employed for data privacy. The latest 
references [51-56] provide more information on how 
machine learning techniques were used for privacy 
preserving data mining in IoT-based healthcare applications. 

IV. EXPERIMENTAL RESULTS 
In this section, the suggested technique for hiding 

interesting negative rules is evaluated and discussed in detail. 
The experiments use an x64-based processor and 8 GB of 
DDR3 memory on an Intel ® CoreTM i7-5500 M CPU running 
at 2.50 GHz. MATLAB 7.8.0 was used to create all of the 
programs. The UCI learning machine laboratory website 
(http://archive.ics.uci.edu/ml/index.php) provided five 
healthcare benchmark datasets that were utilized in the studies. 
The Iris dataset has 150 records and 4 attributes, while the 
Heart Disease dataset has 303 records and 5 attributes. Breast 
cancer has 286 records and 9 attributes. The adult dataset has 
32,561 records and 10 attributes. Finally, the Diabetes 130-US 
Hospitals Data Set has 100,000 records with 55 attributes. This 
data has been prepared to analyze factors related to 
readmission as well as other outcomes pertaining to patients 
with diabetes. Emphasis was placed on the attributes related to 
diabetes (15 attributes). 

For implementation, the suggested model was built based 
on the following GA parameters: The population type is bit 
strings; the chromosome length fluctuates with the number of 
items; the population size is 100; the number of generations is 
200; the crossover ratio is 0.8; the mutation ratio is 0.1; the 
fitness function is based on Eq. (7) or Eq. (9); the selection 
method is a tournament of size two; and the elite count is two. 
The following measures are used to examine the potential 
adverse effects of the genetically-based negative association 
rule concealment approach: There are three ways to cover up 
mistakes: Hiding Failure (HF), Artificial Rule generation 
(AR), and Lost Rules (LR) [8] [15]. 

 

𝐻𝐻𝐹𝐹 = |𝑅𝑅𝑠𝑠𝑠𝑠𝑛𝑛(�́�𝐷)|
|𝑅𝑅𝑠𝑠𝑠𝑠𝑛𝑛(𝐷𝐷)|                                            (13) 

𝐴𝐴𝐴𝐴 = |𝑅𝑅 (�́�𝐷)|− |𝑅𝑅 (𝐷𝐷) ∩ 𝑅𝑅 (�́�𝐷)|
|𝑅𝑅 (�́�𝐷)|                           (14) 

𝐿𝐿𝐴𝐴 = |𝑅𝑅 𝑛𝑛𝑛𝑛𝑛𝑛−𝑠𝑠𝑠𝑠𝑛𝑛(𝐷𝐷)−𝑅𝑅 𝑛𝑛𝑛𝑛𝑛𝑛−𝑠𝑠𝑠𝑠𝑛𝑛(�́�𝐷)|
|𝑅𝑅 𝑛𝑛𝑛𝑛𝑛𝑛−𝑠𝑠𝑠𝑠𝑛𝑛(𝐷𝐷)|                  (15) 

D and �́�𝐷 represent the original and sanitized database 
respectively. 𝐴𝐴(𝐷𝐷) is the set of rules extracted from the 
original database, while  𝐴𝐴(�́�𝐷) is the set of rules extracted 
from the sanitized database.  𝐴𝐴𝑠𝑠𝑠𝑠𝑛𝑛(�́�𝐷) represents the set of 
sensitive rules extracted from the sanitized database,       
𝐴𝐴𝑠𝑠𝑠𝑠𝑛𝑛 ⊆ 𝐴𝐴  , R is the set of all rules. 𝐴𝐴𝑛𝑛𝐶𝐶𝑛𝑛−𝑠𝑠𝑠𝑠𝑛𝑛 = 𝐴𝐴 −  𝐴𝐴𝑠𝑠𝑠𝑠𝑛𝑛. 
Where |.| is the number of items in the collection. Five different 
sanitization variables were used in the experiments, and the 
results were averaged. Rule concealment relies on 
  𝑀𝑀𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑛𝑛−𝑐𝑐𝐶𝐶𝑛𝑛𝑐𝑐 , the number of transactions and the number of 
items, all three of which are critical inputs. We ran a lot of tests 
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on each database in order to show how these factors would 
affect our new system. 

A. EXPERIMENTS RELATED TO NEGATIVE RULE 
MINING EXTRACTION   

The suggested method was compared to standard Apriori 
[20] and genetic-Apriori [29] algorithms for mining negative 
rules using a variety of input parameters, including support, 
confidence, and itemset length. The results are summarized in 
Tables I–III for various healthcare datasets, with the number 
of interesting negative rules designated by 𝑋𝑋 → ¬𝑌𝑌  
or ¬ 𝑋𝑋 → 𝑌𝑌 𝐶𝐶𝐹𝐹 ¬ 𝑋𝑋 → ¬ 𝑌𝑌 with 65% support, 55% 
confidence, and two item length. Notably, since Apriori 
requires extra runs through the database to generate all the 
necessary support, it is clearly more time-demanding. 

According to the results in the tables, the suggested system 
mines the fewest negative association rules necessary to attain 
optimum support and confidence using the fitness function 
formula. The Tabu's role in condensing the rule search areas 
inside GA is shown clearly. When the number of database 
transactions grows, the proposed solution reduces the number 
of rules by 10% to 50% when the GA algorithm is used alone. 
We note that the proposed system shows strong performance 
in the case of large-sized databases with regard to reducing the 
number of extracted negative association rules, as the 
importance of the Tabu module appears in reducing the 
redundant solutions used by the genetic algorithm, and thus 
only the unique non-repeated rules appear. 

TABLE I 
TOTAL NUMBER OF GENERATED RULES USING APRIORI ALGORITHM FOR 

NEGATIVE RULES X →¬Y  ,  ¬ X →Y, AND  ¬ X →¬ Y 
 

Datasets Apriori Algorithm 
𝑋𝑋 → ¬𝑌𝑌 ¬ 𝑋𝑋 → 𝑌𝑌 ¬ 𝑋𝑋 → ¬ 𝑌𝑌 

Heart Disease 16 20 14 
Breast Cancer 17 17 23 

Iris 12 12 16 
Adult 2200 3100 2000 

Diabetes 5200 6100 4600 
 

TABLE II 
TOTAL NUMBER OF GENERATED RULES USING GENETIC-APRIORI 
ALGORITHM FOR NEGATIVE RULES X →¬Y, ¬ X →Y, AND                       

¬ X →¬ Y 

Datasets Apriori  with Genetic-Apriori Algorithm 

𝑋𝑋 → ¬𝑌𝑌 ¬ 𝑋𝑋 → 𝑌𝑌 ¬ 𝑋𝑋 → ¬ 𝑌𝑌 
Heart Disease 7 9 10 
Breast Cancer 6 6 8 

Iris 5 5 8 
Adult 800 1200 1600 

Diabetes 2310 2970 3300 
 

TABLE III 
TOTAL NUMBER OF GENERATED RULES USING GENETIC-TABU APRIORI 

ALGORITHM FOR NEGATIVE RULES X →¬Y  ,  ¬ X →Y, AND   ¬ X →¬ Y 
 

Datasets Apriori  with Genetic-Tabu Algorithm 

𝑋𝑋 → ¬𝑌𝑌 ¬ 𝑋𝑋 → 𝑌𝑌 ¬ 𝑋𝑋 → ¬ 𝑌𝑌 
Heart Disease  6 7 7 
Breast Cancer 5 5 7 

Iris 4 3 6 
Adult 492 396 894 

Diabetes 1680 2310 1930 

 

Because of this, a substantial number of rules for negative 
item sets are no longer retrieved due to the rise in support 
values and the decrease in confidence values. Similarly, 
increasing the confidence values in conjunction with the 
stability of the support value reduces the number of extracted 
rules, but only by a tiny amount. As a result, it may be stated 
that support is more effective at reducing the number of mined 
rules. The time required to extract those rules decreases as the 
minimum support increases. These results corroborate the 
conclusions from the surveys' other approaches. Notably, the 
suggested system requires additional time (a computational 
cost) to perform Tabu search operations, which contributes to 
the reduced search space. This results in an improvement in 
the suggested system's efficiency for extracting negative rules. 

The next set of experiments examines the extent to which 
the proposed model is impacted by many key GA factors, 
including crossover and mutation rates. To begin with, 
increasing the ratio of crossover and mutation rates lengthens 
the time required for GA to extract the rules. In heart disease 
and breast cancer datasets, we examined various mutation 
rates ranging from 0% to 20%. The results indicate that 
although the mutation rate has a little influence, setting it to 
0% results in the omission of several interesting rules. A 
mutation rate of 5-10% is an excellent option since it may 
provide over 80% of the rules for heart disease and over 90% 
of the rules for breast cancer. When the mutation rate is 
reduced by 5%, the average time required to extract a rule is 
reduced. As a result, we established a mutation rate of 5% for 
the subsequent experiments. 

Similarly, we investigated various crossover rates 
ranging from 60% to 100% in datasets relating to heart disease 
and breast cancer. With low crossover rates, such as 60%, we 
derived almost identical rules to those obtained with high 
crossover rates. Thus, 60% is the optimal decision for the two 
datasets used in our studies. For the remaining variables in 
GA, such as generation number and population size. These 
factors may have no influence on the Tabu search technique, 
which is employed to optimize population selection within 
each iteration.  

B. EXPERIMENTS RELATED TO RULE SANITIZATION   
For this set of experiments, we're trying to figure out how 

the number of transactions and the number of hidden negative-
sensitive and artificial rules in an adult dataset correlate. In this 
experiment, 𝑀𝑀𝐶𝐶𝐶𝐶𝑠𝑠𝐶𝐶𝑠𝑠 = 25%% and 𝑀𝑀𝐶𝐶𝐶𝐶𝑐𝑐𝐶𝐶𝑛𝑛𝑐𝑐 = 58%, while 
𝑀𝑀𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑛𝑛−𝑐𝑐𝐶𝐶𝑛𝑛𝑐𝑐 is set at 60%, 70%, and 80% for 500, 1000, 2000, 
3500, and 5000 transactions, respectively. Tables IV and V 
detail the side effects of the hiding procedure for the fitness 
functions 𝐶𝐶1 (restrictive mode) and 𝐶𝐶2 (distortion mode), 
respectively. As observed in both tables, the loss of non-
sensitive rules is quite modest and tends to grow as the number 
of database transactions rises and fall as the number of 
sensitive rules|𝐴𝐴𝑠𝑠𝑠𝑠𝑛𝑛|decreases. The suggested approach is 
determined to have a 0% hiding failure rate, which indicates 
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that all sensitive rules are protected from exposure. Sensitive 
rule protection is 100 % accurate. 

 
TABLE IV 

 PERFORMANCE EVALUATION FOR  𝐶𝐶1(%) FOR ADULT DATASET 
 

𝑀𝑀𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑛𝑛−𝑐𝑐𝐶𝐶𝑛𝑛𝑐𝑐 60 % 70 % 80 % 
No. of 

Transactions LR HF AR LR HF AR LR HF AR 

1000 0 0 1.28 0 0 1.04 0 0 0.89 
2000 0 0 1.42 0 0 1.25 0 0 1.00 
3500 0 0 1.70 0 0 1.48 0 0 1.43 
5000 0 0 2.13 0 0 2.08 0 0 2.00 

 
TABLE V 

PERFORMANCE EVALUATION FOR 𝐶𝐶2 (%) FOR ADULT DATASET 
 

𝑀𝑀𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑛𝑛−𝑐𝑐𝐶𝐶𝑛𝑛𝑐𝑐 60 % 70 % 80 % 
No. of 

Transactions LR HF AR LR HF AR LR HF AR 

1000 0 0.010 1.30 0 0.008 1.05 0 0.005 0.93 
2000 0 0.015 1.44 0 0.012 1.29 0 0.010 1.05 
3500 0 0.027 1.71 0 0.017 1.59 0 0.014 1.49 
5000 0 0.030 2.15 0 0.020 2.13 0 0.018 2.07 

 
As seen in Table V (change of the distortion mode), the 

number of new rules generated tends to grow in direct 
proportion to the number of database transactions. We 
discovered that hiding larger sets of rules results in the 
introduction of a greater number of new frequent itemsets, 
which results in the generation of an increasing number of new 
rules. Unlike the restriction mode modification, which results 
in zero new rules being mined from the database once the rules 
are hidden. In other words, adopting  𝐶𝐶1 results in improved 
performance when it comes to ghost rules minimization. 
However, in both circumstances, the number of transactions 
that must be adjusted is minimized since the proposed system 
picks transactions that fulfil maximum modification rules 
characteristics to alter each time, requiring far fewer 
transactions to be modified in total. 

The next series of experiments compares our technique to 
that described in [47], which also deals with association rule 
concealing but does so by hiding itemsets rather than rules, as 
the proposed system does. The average side effect generated 
by both systems under the adult database with 5000 
transactions covering ten items is shown in Table VII. The 
results in the table demonstrate that the suggested system 
missed just a few rules. Additionally, neither approach 
generated any ghost rules when the specified rules were 
hidden without causing any side consequences of hiding 
failure. The illustrations demonstrate that the suggested 
approach outperforms another technique in terms of reducing 
side effects and data distortions. As a result, our method had 
no effect on the quality of the data mining results and took very 
little time to hide a lot of sensitive association rules from the 
real database. 

 
 
 

TABLE VII 
COMPARATIVE RESULTS (%) FOR ADULT DATASET 

 

Algorithm LR  HF  AR  

Proposed Model 2.13 0 0 
Comparative model [47] 7.60 0.16 0 

 
The last set of experiments were conducted to validate the 

efficiency of the suggested model as compared to the 
traditional K-anonymity technique. Herein, the real PIMA 
Indian diabetes dataset [57] was used as the data input. The 
datasets consist of several medical predictor variables and one 
target variable, which is the outcome. Predictor variables 
include the number of pregnancies the patient has had, their 
BMI, insulin level, age, and so on. Pima Indian Diabetes 
dataset has 9 attributes in total, and 768 records. The K-
anonymity technique is run using ARX, which is an efficient 
open source data anonymization framework that is 
implemented in Java [58]. The results shown in Fig. 3 confirm 
the superiority of the proposed model by a 95% improvement 
with respect to the indicator of hiding failure. Based on the HF 
of the dataset, the results show that the anonymized datasets 
yield a worse result in the hiding function as the percentage of 
HF, which is around 20 to 22 % for different k. Contrary to the 
proposed model, it achieves 2% HF. 

 

 
FIGURE 3: Comparative results for PIMA Indian diabetes dataset. 

 
The ultimate goal for all data perturbation algorithms is to 

optimize the data transformation process by maximizing both 
data privacy and data utility. However, the two metrics 
typically represent two conflicting goals in many existing 
perturbation techniques. Given a data perturbation technique, 
the higher the level of difficulty in which the original values 
can be estimated from the perturbed data, the higher the level 
of data privacy this technique supports. Data utility typically 
refers to the amount of mining-task/model specific critical 
information preserved about the dataset after perturbation. The 
intrinsic correlation between data privacy and data utility 
raises a number of important issues regarding how to find the 
right balance between the two measures. The suggested model 
uses GA to identify the optimum itemsets for alteration, which 
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is a good transformation that provides a satisfactory level of 
privacy guarantee. So, it strikes a balance between keeping 
data useful and accurate and making sure data privacy is 
protected. 

The implementation of differential privacy or local 
differential privacy on the extracted negative rules may also 
be used to strengthen the proposed system's privacy. In the 
context of differential privacy, it is possible to describe the 

patterns of groups in a dataset publicly while keeping 
information about individuals. Even if an opponent gets access 
to an individual's personal replies in the database, they will not 
be able to learn too much about that person's personal data 
under a concept of local differential privacy. Table VIII 
compares the designed model with the state-of-the art (SOTA) 
models in PPDM.  
 

 
TABLE VIII 

PRIVACY PRESERVING DATA MINING TECHNIQUES ANALYSIS [59][60][62][64] 
PPDM Techniques Anonymization Perturbation Randomized Cryptography Suggested Model 
Advantages Data owners’ 

sensitive data are to 
be secured 

Preserves various 
attributes 
independently 

Simple and useful for 
keeping the sensitive 
information secretly 

Provides better 
privacy and data 
utility  

Provides better privacy 
and data utility- 
Preserves various 
attributes 
independently 

Limitations Loss more 
information, 
susceptible to attacks 

Loss more 
information, 
cannot retrieve  
the original data 
values 

Loss of individual 
data, it is not suitable 
for database 
containing   several 
attributes 

Very low 
scalability 

Need more 
computation to select 
victim’ items 

Computation Cost Low Low Low High Middle 
Privacy Preserving Average High Average High High 
Mining Accuracy Average Average Average High High 
Scalability High  High  Low  Low  High  

V. CONCLUSION 
Keeping and transferring medical data has become more 

difficult as concerns about privacy have grown. The spread 
of healthcare data may be very useful, but it must be done in 
a way that protects the privacy of patients. It is not an easy 
task to ensure the privacy of the data that has been 
disseminated. The healthcare industry has a dilemma in 
protecting patient data while also making it useful for data 
mining. There are a number of privacy-protecting data 
mining methods in use today. The amount of privacy offered 
by each of these algorithms may be classified in one of three 
ways: policy-based privacy, statistical privacy, or a 
combination of the three. As a result, privacy and data use 
rules for different kinds of healthcare data may be extremely 
varied. 

The purpose of this study is to address the privacy issues 
associated with healthcare databases as a result of data 
mining technologies. We used a genetic optimization 
technique to hide negative sensitive association rules using 
a heuristic approach based on both distortion and restriction 
processes. The suggested solution is based on a strategy of 
concurrently decreasing the confidence in the sensitive 
rules. The technique makes the fewest possible 
modifications to the database and misses the fewest possible 
non-sensitive association rules, which is the ultimate goal of 
data sanitization. The proposed algorithm is a hybrid of the 
Apriori and integrated genetic-Tabu algorithms. Rather than 
mining negative association rules intuitively, the proposed 

methodology utilizes negative interestingness to describe 
and explain the success of negative association rules. 

By using a genetic-Tabu search method, the system 
lowers the mining process's search space. The main benefits 
of the algorithm are that (1) a simple heuristic method is 
used to choose the transactions and items to be cleaned; (2) 
a genetic algorithm is used to adjust the victim's choice of 
items; and (3) data availability is improved by hiding rules 
instead of items. The fitness function's efficiency has been 
evaluated in a variety of healthcare databases to determine 
whether it holds up when a variety of changes are made to 
the original database. From the simulation results, it is clear 
that the rules of the suggested technique have much higher 
support and confidence values while requiring much less 
processing time to reach the goals.  

Privacy-preserving data transformation techniques, log 
extensions, and process mining algorithms will all be 
examined in future work, as well as an empirical 
investigation of how these strategies affect healthcare logs. 
Furthermore, the suggested method will be tested on a 
variety of healthcare datasets, including those with varying 
features, to ensure that it is effective. For more privacy, 
negative association rules will be applied with differential 
privacy, local differential privacy, or a combination of both.   
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