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Introduction

As a part of information sharing through internet every organization publishes the per-

sonal data which they collect from different users [1]. �is published data may disclose 

personal private information. �e data provided by the corporations, government and 

individuals will create enormous opportunities for individual knowledge based decision 

making [2]. In consideration of the mutual benefits or by the rules that require to publish 

the data, there is a demand for exchange or publication of data among various parties. 

Personal data in its actual form, however, typically contains individual sensitive informa-

tion and if this data published as it is then that kind of data will violate the individual 

privacy [3]. �e present practice initially relies on guidelines and policies to deprive the 

types of publishable data and on agreements on the use and storage of sensitive data. 

�e limitation of this approach is that it either manipulates data overly or requires a 

trust level that is practically very low in many present data sharing scenarios [4, 5]. For 

instance, contracts and agreements between any parties cannot ensure that sensitive 

data will not be carelessly misplaced and end up in the wrong hands.

�e actual task of the data provider is to develop methods and tools for publishing data 

in more antagonistic environment, so that the data will be available to the needed people 
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and satisfies the privacy of an individual. �is undertaking is called privacy preserving 

data publishing (PPDP). Researches have been done to overcome the flaws in published 

data, as a result many attacks were defined and many algorithms were proposed to over-

come these attacks [1, 6]. Not every algorithm solves all issues, but somehow confronts 

the attacks and reduces the chance of more data loss. On the other hand, attackers are 

coming up with new challenges to violate the privacy.

Removing identity information may not be enough to protect individual privacy. While 

publishing the data, organizations need to be mindful of other data sources. Because 

attacks happen on the published tables will not concentrate on the published table alone 

but attackers always tries to link more table together to reveal the data of an individual. 

�is paper deals with Sensitivity vulnerabilities to obstruct linking attacks with Nearest 

similarity based clustering and Bottom-up generalization to achieve (v,l)-anonymity, and 

solves the performance issues with Big Data [7, 8] using Hive.

Related work

Many experiments were carried out in the area of PPDP to ensure the privacy of an indi-

vidual. One of those models is K-anonymity, which ensures that the EC contains minimum 

of k records. But it doesn’t pay more attention on sensitivity of attributes, so that the privacy 

may be compromised in most of the cases. K-Anonymity is the base for many researches 

till now. �e key concept of this algorithm was used in different areas of privacy models. To 

avoid undesirable and unlawful effects of privacy on sequence data, while designing a tech-

nological framework, they introduce privacy-by-design [9], without distributing the knowl-

edge discovery data mining. In this, authors used k-anonymity framework for sequence 

data, and notation of k-anonymity for sequence datasets provides protection against attacks. 

Fung et al. [10] extended the k-anonymization algorithm for cluster analysis. �ey achieve 

privacy by partitioning the original data into clusters and class labels encode the cluster 

information, then the k-anonymization will be achieved with clusters. Lefevre et  al. [11] 

proposed an algorithm called Incognito, which is the collection of multiple bottom-up gen-

eralization algorithms. By this method authors tried to generate all possible K-Anonymous 

full-domain generalizations. Generalization is the process of substituting parent values with 

children, which is the method mainly used to provide privacy. Wang et al. [12] proposed 

Bottom-up generalization in to address the efficiency issue in k-anonymization. Data utility 

is also important after privacy [13]. Jordi et al. shows that data utility improvement of the 

published datasets by micro aggregation based K-Anonymity. Machanavajjhala et al. [14] 

proposed l-diversity in, which suggests that an EC should contain l-different “well repre-

sented” values of SAs. It doesn’t consider any difference between different sensitive attrib-

utes. E-learning is the new way learn the courses at home using internet. In Mohd et al. 

[15] proposed a new model to ensure the trust in online e-learning activities. Authors used 

identity management (IM) to protect the privacy of learners. IM ensures the protection of 

personal information with some degree of participant anonymity or pseudonymity. Further, 

because participants can hold multiple identities or can adopt new pseudonymous perso-

nas, a reliable and trustworthy mechanism for reputation transfer (RT) from one person to 



Page 3 of 20Rao and Satyanarayana  J Big Data  (2018) 5:20 

another is required. Such a reputation transfer model must preserve privacy and at the same 

time prevent linkability of learners’ identities and personas. In this paper, authors present 

a privacy-preserving reputation management (RM) system which allows secure transfer of 

reputation. Emiliano et al. [16] proposed Hummingbird, which protects the tweet contents, 

followers’ interests and hash tags from attackers through a centralized server. �is privacy 

concept was spreaded over different areas like Wireless Sensor Networks (WSN), where the 

privacy is the main concern. �e wireless itself is untrusted, where an anonymous nodes can 

also get connected. In [17] authors proposed a novel secured method called �ree-factor 

user authentication scheme for distributed WSNs. To avoid the collisions in communica-

tion with privacy preserving data mining Larr et al. [7] proposed an anonymous ID assign-

ment where this ID number will iteratively assign to the nodes Drushina et al. [18] proposed 

a network coding method for privacy in networks by removes the statistical dependence 

between incoming and outgoing messages, so that tracing is not possible. Bayardo et  al. 

[19] proposed an algorithm to prune the non optimal anonymous tables by set of enumera-

tion tree, where each node represents k-anonymous solution. Valeria et al. [20] proposed 

an algorithm for machine learning operations called Ridge regression. �is algorithm takes 

large number of data points and finds the best-fit linear curve through these points as input. 

Xiaokui et al. [21] proposed privacy preserving data-leak detection (DLD) solution to solve 

the issue where a special set of sensitive data digests is used in detection. �e advantage of 

their method is that it enables the data owner to safely delegate the detection operation to a 

semi honest provider without revealing the sensitive data to the provider. Huang et al. [22] 

proposed a novel privacy model called (v,l)-anonymity, which mainly concentrate on the 

vulnerabilities in sensitivity. It supports the existing privacy models and provides the dif-

ferent way of privacy. Authors also propose a new method of assigning sensitive levels to 

the sensitive values. �ey define sensitivity classification and presented a measure which is 

called as levels of sensitive values (LSV) measure to calculate the sensitive levels. �is model 

can also work efficiently with multiple sensitive attributes. Qinghai et al. [23] proposed a 

privacy-preserving data publishing method, namely MNSACM, to publish micro data with 

multiple numerical sensitive attributes which uses the ideas of clustering and Multi-Sen-

sitive Bucketization (MSB). Sweeney [24] experimented using k-anonymity to identify the 

various attacks by considering multi-level databases. Bredereck et al. [25] adopted a data-

driven approach towards the design of algorithms for k-Anonymity and related problems. 

Tsai et al. [26] reviewed studies on the data analytics from the traditional data analysis to the 

recent big data analysis. Zhang et al. [27] gave a survey of big data processing systems such 

as batch, stream, graph, and machine learning processing and also discussed some possible 

future work directions.

Methodology

Many researches’ have been done in the area of privacy preserving data publication but 

many solutions failed to concentrate on the sensitive levels.

A Micro data Table 1 was generalized in Table 2. Here Zip code and Age are the Quasi 

Identifier Attributes (QIAs). In Table 1 each EC2 contains HIV and cancer, both are the 

severe diseases. If an attacker Know that a person ‘A’ is under the age 20–23 and Zip 
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code starts with 9413 then he can come to a conclusion that ‘A’ is suffering from very 

serious disease with 50% probability.

�e overall process consists of three main modules:

  • Sensitive level calculation.

  • Nearest similarity based clustering.

  • Bottom-up generalization.

As shown in Fig. 1 the overall process consists of 5 steps. In the first stage micro data 

will be taken as input. In second step sensitivity levels will be calculated and updated in 

micro data table. Bottom-up generalization will be performed on this updated table in 

Table 1 Micro data table

No Age Zip code Disease

1 18 94131 Gastritis

2 19 94132 Flu

3 20 94133 HIV

4 23 94134 Cancer

5 31 94142 Asthma

6 32 94143 Fever

7 34 94144 Flu

8 36 94145 Heart disease

Table 2 Anonymized data

No Age Zip code Disease

1 18–19 9413* Gastritis

1 18–19 9413* Flu

2 20–23 9413* HIV

2 20–23 9413* Cancer

3 31–32 9414* Asthma

3 31–32 9414* Fever

4 34–36 9414* Flu

4 34–30 9414* Heart disease

Fig. 1 Overall process of privacy preservation
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step 3. �en (v, l)-anonymity condition will be checked in each equivalence class in the 

next step. If the condition satisfied then anonymized data will be published otherwise 

the table again goes under generalization process for the next level and again the ano-

nymity condition will be checked and anonymized data will be published.

Sensitivity level calculation

In this section we calculate the level of sensitivity of the sensitive values and classified 

the sensitive values according to the sensitivity. We also proposed a sensitivity measure 

(LSV), to calculate the sensitivity. But the question is how to determine the level of sen-

sitivity, and how to choose the factors to calculate the sensitivity level.

We have taken the patient data set, which contains the information about the individ-

ual patient details including the diseases they suffered from. Here, ‘disease’ is the sensi-

tive attribute, so that the classification is on different diseases based on the severity. For 

example, HIV and Fever are the two diseases, the severity of HIV is higher. �rough this 

measure which is based on severity, we can classify and order HIV and Fever. For dis-

eases, there are some other categorical attributes, such as location, infectivity, etiology, 

as well as numeric attributes, such as mortality, cure rate and morbidity.

For example, an attribute disease contains different sub-attributes, which are categori-

cal attributes. With the values of sub-attributes, if the sensitivity of the sensitive values 

remains unchanged these attributes will be remained as sub-attributes, otherwise we call 

them as sensitive index or simple an index. In the disease example mortality rate of HIV 

reflects the severity of that disease, that is if the mortality rate is high then we can con-

sider that disease the severity of the disease is more, likewise the cure rate also deter-

mines the severity of the disease, if the cure rate is high, the severity of the disease is less. 

In Table 3, neglecting the sub-attributes of the sensitive values leads to the sensitivity 

vulnerability in the second equivalence class (EC), where HIV and cancer comes under 

the same EC.

Here we proposed a sensitivity classification measure, based on the values of indexes. 

Each index has map to the sensitivity. �e index must be chosen according to the type 

of the data set. Not every index is suitable to all kinds of data, so that the index value 

changes from one data set to the other data set. We worked on the patient data set so we 

have chosen the mortality rate as an index to calculate the sensitivity level, which comes 

Table 3 Level of sensitivity

Sensitivity level State Level

L1 Top severe 1

L2 Severe 2

L3 Less severe 3

L4 Not severe 4

Table 4 Calculation of index value

H1 H2 H3 H4

I1 0.64 0.76 0.83 0.95
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under the category of monotonic index which is shown in the Table  4. �e increase 

in the mortality rate decides the decreasing in the sensitivity level, indicating that the 

decreasing order of their severity.

Classi�cation phase

Let us consider F = (L1, L2, L3,…LK) are the sensitive levels, where F =

⋃
K

i=1
Li and 

Li ∩ Lj = ∅ , for i �= j. In our methodology, we have chosen four levels, so that ‘F’ will be 

divided into four levels as shown in Table 4.

Here L1 > L2 > L3 > L4, higher the sensitivity, stronger the level, where we must pay more 

attention on it. Let I1, I2, I3,… Ih are the indexes and S1, S2, S3,… Sn are the sensitive val-

ues till ‘n’ in the table ‘T’. Sij denotes the index Ij of the sensitive value Si. For i = 1,2,…n, 

j = 1,2,…h, and k = 1,2,…K, Let µijk = µ(sij ∈ Lk) denotes that the Si belongs to Lk of jth 

index Ij, which is called as index level measure. Let ‘m’ be the number of distinct dis-

eases in the table. Let us consider the individual indexes of the diseases are  d1,d2,d3…dm. 

For example  d1 indicates the index of fever and the value  d1 is 0.94, then index value of 

fever becomes 0.94. All the other indexes will be assigned in the same way. To avoid the 

confusion between the indexes I1, I2, I3,… Ih and  d1,  d2,  d3…dm we consider I indexes as 

threshold indexes, where these threshold values decides the range of the sensitivity level 

distribution.

The index level measure

Each index has some levels. A set of index values form the basis of the corresponding 

level on each level of an index. �e set of values on the level defines the membership 

degree of an index, which belongs to that level. A set of fixed index values based on the 

sensitivity of all values on the index gives a standard of a given level on that index. �e 

overall process depends on applications. According to the level order, index level stand-

ard (ILS) will be formed, which is a vector. Classification of sensitivity of an index is 

based on index level standard. ILS of all indexes are expressed as follows: 

where ‘K’ is the number of levels and vjk is the standard of Lk, where Lk is the set of index 

values of Ij. Lk must satisfies vji ∩ vjk = ∅ , for all i �= k. Here vj1 < vj1 < vj1⋯ < vjk. �e 

threshold index values on our experiment have shown in Table 4. �ese threshold values 

are used to compare with the individual index values of the respective diseases in the 

calculation of the sensitive levels and their classification.
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Computation of sensitive levels

�e sensitivity calculation can be done based on ILS and LSV measure as shown in Algo-

rithm 1. Let Kj denotes the size of categories of Ij. We use only one index measure, which 

is mortality rate, so the value of Kj is 1. �e process starts from taking the index values 

as input. �ese values are the thresholds to calculate the severity of the diseases. �e 

index values of each disease can be static or dynamic based on the nature of the dataset. 

Our experiment considered the index values as static. Each individual index value will be 

compared with every threshold value, until and unless it satisfies the condition. Once the 

condition satisfied at a particular threshold, then the position of the threshold index will 

be the level of that particular disease. For example if the index value of fever is 0.94, this 

is going to be satisfied at L4, which was in the fourth position in the Table 4. So the sensi-

tive level of fever becomes 4. While see the level of fever we can say that it is not severe 

disease based on the classification done in Table 1. �e same process will be continued 

to all diseases till the end of the dataset. Finally all the records will be allocated to the 

sensitive levels. �en the process will be stopped. �e overall table will be updated by 

the newly calculated sensitive values as shown in the Table 5. �e number of the sensi-

tive levels can be determined by the publisher, who is responsible for the calculation of 

these levels, based on the data set. �is sensitivity classification and calculation will be 

useful not only in information search, but also in the generalization process, which will 

be determined in further sections. By considering the sensitivity levels in the generaliza-

tion process we can limit the sensitivity vulnerabilities in data publication.
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Nearest similarity based clustering

Clustering is a process of partitioning a set of data (or objects) into a set of meaning-

ful sub-classes, called clusters. A cluster of data objects can be treated as one group. 

While doing cluster analysis, we first partition the set of data into groups based on data 

similarity and then assign the labels to the groups. �e main advantage of clustering over 

classification is that, it is adaptable to changes and helps single out useful features that 

distinguish different groups.

�e clustering process starts after 1st level of generalization. Every generalization pro-

cess has some goals to satisfy to achieve desired level of privacy. Nearest Similarity Based 

Clustering as shown in Fig. 2 is also a part in the generalization goals. �e decision of 

next level of the generalization is based on the result occurred in NSB clustering. �e 

clustering has to be done in any of the quasi identifier set. �e selection of the attribute 

must be taken care because the overall generalization depends on these clusters. If in 

case we choose the wrong attribute, the overall process leads to inconsistent result and 

also raises the performance issues.

All our experiments have been performed by considering ‘Age’ as the clustering attrib-

ute. We can also take more than one attribute for clustering. In Fig. 2 all records were 

Table 5 Table after assigning SLs’

No Age Zip code Disease SL

1 18 94131 Gastritis 3

2 19 94132 Flu 4

3 20 94133 HIV 1

4 23 94134 Cancer 1

5 31 94142 Asthma 3

6 32 94143 Fever 4

7 34 94144 Flu 4

8 36 94145 Heart disease 1

Fig. 2 Nearest similarity based clustering
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divided into 3 clusters. �ough it is similarity based clustering “18–20” was divided into 

2 clusters  c1 and  c3, based on the nearest similarity property.

Let  A1, A2, A3,…An are the values of age after 1-level generalization till ‘n’. Here ‘n’ rep-

resents the number of records.  C1, C2, C3…Cm are the clusters formed as a result of NSB 

clustering. ‘m’ represents the number of clusters. ‘i’ represents the current value. “Age1” 

represents the attribute “Age” after 1st level generalization. �e algorithm is as follows: 

Bottom‑up generalization

Generalization replaces the most specific value with the most generalized value. General-

ization is the most common method to make the data anonymous to provide the privacy. 

�e way of generalizing the data depends on the nature of the data and the applications. 

It is a hierarchical process, which can be represented in a form of three. �e node at the 

top level will be called as parent. All the remaining nodes are child nodes. In general, gen-

eralization replaces child node values with their parent node values in a taxonomy tree. 

�e reverse process of generalization is called as specialization. We follow the bottom-up 

generalization method, where the generalization process starts from the bottom and con-

tinued to top of the taxonomy tree. It means the leaf nodes will be replaced with the par-

ent nodes, based on the level of generalization. �e generalization process may stopped 

after first level, in case the level satisfies the anonymous conditions to get the required 

level of privacy. �e result is shown in the Table 6. Generalization process will be done 

on the quasi identifier set, which will causes the re-identification or linking attacks. Not 

even a generalization but every anonymization techniques apply on these quasi identifier 

attributes. In our data set Age, Zip Code, Race, Gender are the quasi attributes.
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In our experiments we took 2 levels of bottom up generalization. 1st level of gener-

alization will be done in any case, once the key value has given. �e next level of gener-

alization depends on the clusters, which were formed by NSB clustering. NSB clusters 

are formed after 1st level of generalization. �ese clusters are nothing but the equiva-

lence classes. We cannot find any difference between the rows which were present in 

one equivalence class. �is is the minimum requirement or the condition in any privacy 

preservation technique. Each cluster or equivalence class must satisfy the (v, l)-anonym-

ity rule, which will be discussed further. If the clusters satisfy the anonymity rule then 

the process stopped after 1st level of generalization, otherwise 2nd level of generaliza-

tion takes place. If at least one cluster do not satisfy the anonymity principle then also 

the next level of generalization takes place. In most of the cases the data set achieves 

the (v,l)-anonymity after 2nd level of generalization, or at least the data becomes more 

sophisticated to the attackers or the unknown users to reveal the data.

Checking for (v,l)‑anonymity

(v,l)-anonymity is the best way to deal with the sensitivity vulnerabilities while publishing 

the data. Here ‘v’ represents the sensitive value and ‘l’ represents the sensitive level. Every 

cluster contain ‘v’ number of distinct well represented sensitive values and ‘l’ distinct 

well represented sensitive levels. For example, a table will be called as (3,2)-anonymous, 

if and only if each cluster or equivalence class contain ‘3’ distinct sensitive values and 

’2’ distinct sensitive levels. In our patient data set, diseases are the sensitive values and 

sensitive values were calculates in the previous sections. So the disease attribute must 

contain ‘3’ different well represented diseases and ‘2’ different well represented sensitive 

values under the attribute sensitive levels (SLs) in order to get the (3,2)-anonymization.

While looking at the Table 6, which is the result of 1-level of generalization was not 

satisfied the (3,2)-anonymity condition. First of all the cluster must contain minimum of 

3 values, but this table was failed there itself, and also the second cluster does not con-

tain 2 different sensitive values, which is the main concern. So the generalization process 

continues with next level of generalization.

Let  C1,C2,C3…Cm clusters forms after 1-level generalization using NSB clustering. ‘Cm’ 

is the last cluster. ‘v’ represents the sensitive values, ‘l’ represents the sensitive levels. ‘k’ 

represents the current value in the cluster. Countf, countfl, countg, counth, countc, coun-

thi, counta represent the frequency of diseases fever, flu, gastritis, heart disease, cancer, 

Table 6 after 1st level of generalization

No Age Zipcode Disease Sensitive 
level

1 18–19 9413* Gastritis 3

1 18–19 9413* Flu 4

2 20–23 9413* HIV 1

2 20–23 9413* Cancer 1

3 31–32 9414* Asthma 3

3 31–32 9414* Fever 4

4 34–36 9414* Flu 4

4 34–30 9414* Heart disease 2
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HIV, asthma respectively, and will be incremented each time they encounters the respec-

tive diseases. Countcheck is used to count the overall different diseases in individual clus-

ter, and will be incremented each time when the overall count of a disease greater than 0 

in a cluster. Count1, count2, count3, count4 represents the frequencies of sensitive levels 

1, 2, 3, 4 respectively. Countcheck1 is used as similar as countcheck for the sensitive lev-

els. �e step by step process of checking of (v,l)-anonymity has shown below: 
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Table 7 is the result of 2-level generalization, where the total records are divided into 

2 equivalence classes and make the records more anonymize to achieve (3,2)-anonymi-

zation. We can say that each cluster contain 3 different sensitive values and 2 different 

sensitive levels. So we can say that the Table 7 is (3,2)-anonymous. Algorithm for Bot-

tom-up generalization as follows: 

Implementation

We have two programs which are names as vlanonymity.java and sensitivity.java. One 

program is to apply (v, l)-Anonymization to the table and other is to calculate the sensi-

tivity level respectively. It is not required to update the table for vlanonymity.java because 

operations taken place at runtime but not saved again in the table. But it is different with 

sensitivity.java where it is required to update the table. A normal table creation is not 

Table 7 Table after 2-level generalization

No Age Zip code Disease Sensitive 
level

1 18–23 941** Gastritis 3

1 18–23 941** Flu 4

1 18–23 941** HIV 1

1 18–23 941** Cancer 1

2 31–32 941** Asthma 3

2 31–32 941** Fever 4

2 31–32 941** Flu 4

2 31–32 941** Heart disease 2
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sufficient to support update operations. So we have to create a table which supports 

bucketization that supports updations. �e execution starts with calculation of sensitive 

levels. �e execution takes place with the help of CLI. �en the query sends to the driver 

such as JDBC or ODBC to execute. With the help of query compiler the driver parses the 

query. It checks the syntax and query plan or the requirement of query. �e compiler 

sends metadata request to Metastore. Metastore sends metadata as a response to the 

compiler. �e compiler checks the requirement and resends the plan to the driver. Up to 

here, the parsing and compiling of a query is complete. �e driver sends the execute plan 

to the execution engine. Internally, the process of execution job is a MapReduce job in 

case of sensitivity level calculation but not to the anonymization process. �e execution 

engine sends the sensitivity calculation job to JobTracker, which is in Name node and it 

assigns this job to TaskTracker, which is in Data node. Here, the query executes MapRe-

duce job. Meanwhile in execution, the execution engine can execute metadata opera-

tions with Metastore. �e execution engine receives the results from Data nodes. �e 

execution engine sends those resultant values to the driver. �e driver sends the results 

to Hive Interfaces. With the help of the interface we can see the result which contains all 

the anonymized records in case of vlanonymity.java execution and the records with sen-

sitive values in case of sensitivity.java execution.

�e experiments were carried out in Hive environment with ubuntu 14.04LTS as oper-

ating system. Outcomes of the experiments are as follows:

Figure 3 shows the sensitivity values with which the sensitive levels can be set.

Figure 4 shows the screenshot in which sensitivity levels are assigned to different dis-

eases based on the sensitivity level.

Figure  5 shows the input data set considered before sensitivity calculation and the 

Fig. 6 shows the data set with calculated sensitivity values.

Figure 7 shows the accepting values of (v,l) values where v indicates values with which 

the attributes generated up to given level as l.

Figure 8 shows the screenshot of the experimentation which gives a view to know how 

one level hierarchy can be achieved.

Fig. 3 Accepting index values to calculate SL through sensitivity.java
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Figure 9 shows the screenshot of the experimentation which gives a view to know how 

two level hierarchy can be achieved.

Figure 10 gives a screenshot view of how anonymization is achieved with a key value 

(3,2).

Experimental results

As shown in Figs. 11 and 12, we compare information loss with number of records and 

increasing key value respectively. Figure 13 shows the variation of information loss with 

increase in cluster size. Generally in Big Data these are more chances to have large clus-

ters, but with our approach we can get less information loss with large clusters. Figure 14 

Fig. 4 After sensitivity.java execution (SV’s with SL’s)
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Fig. 5 Dataset before sensitivity calculation

Fig. 6 Dataset after sensitivity calculation
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shows the performance comparison with Hive versus traditional RDBMS, where Hive 

can work efficiently with large amount of records. Our experimental results as follows.

Discussion

In this paper Privacy preserving data publication was developed by using (v,l)-anonymity 

with the flavours of clustering and bottom-up generalization.

For experimentation we used Hadoop 2.7.1 with Hive installed on top of it. Traditional 

systems may not efficiently deals with this huge amount of data and may leads to the 

systems run very slow. But hive is an environment where we can handle Big Data very 

Fig. 7 Accepting key value through vlanonymity.java

Fig. 8 Anonymization with 1-up hierarchy
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Fig. 9 Anonymization with 2-up hierarchy

Fig. 10 Two level of anonymization with key value (3,2)
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Fig. 11 Info loss with fixed key value (3,2) and variant no. of records

Fig. 12 Info loss with fixed no. of records and variant key values

Fig. 13 Variation of informtion loss with increase in cluster size
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efficiently without any changes to the existing procedures. In this paper we only con-

sidered the index value, which is mortality rate. We calculated the sensitivity levels with 

different index values.

Conclusion and future work

In this paper Privacy preserving data publication was achieved through (v,l)-anonymity 

by using the flavours of clustering and bottom-up generalization. �e proposed privacy 

model deals with sensitivity vulnerabilities and overcome the disadvantages of existing 

privacy models. �e whole process was done in the context of Big Data, which is the 

result of increase in the communication means and knowledge sharing. Traditional sys-

tems may not efficiently deals with this huge amount of data and may leads to the sys-

tems run very slowly. But hive is an environment where we can handle Big Data very 

efficiently without any changes to the existing procedures. In this paper we only consid-

ered one type of index value, which is mortality rate. We can also calculate the sensitiv-

ity levels with different index values. �e more researches have to be done on the tools 

to handle Big Data mining, so that the experiments can be carried out in the real world 

context.
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