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Abstract—This paper studies the multihop packet delivery
delay in a low density vehicular ad hoc network (VANET).
We address a disrupted vehicle-to-infrastructure communication
scenario, where an end-to-end path is unlikely to exist between
a vehicle and the nearest road side unit (RSU). We present an
analytical framework, which takes into account the randomness
of vehicle data traffic and the statistical variation of the disrupted
communication channel. Our framework employs the effective
bandwidth theory and its dual, the effective capacity concept,
in order to obtain the maximum distance between RSUs that
stochastically limits the worst case packet delivery delay to a
certain bound (i.e., allows only an arbitrarily small fraction of
the packets received by the farthest vehicle from the RSU to
exceed a required delay bound). Our study also investigates the
effect of the vehicle density, transmission range, and speed dif-
ference between vehicles on the end-to-end packet delivery delay.
Extensive simulation results validate our analytical framework.

Index Terms—Delay, multihop, vehicular ad hoc network,
vehicle-to-infrastructure communication, disrupted connectivity.

I. INTRODUCTION

MANY vehicles today are equipped with wireless
communication functions that can facilitate vehicle-

to-vehicle and vehicle-to-infrastructure communication. In-
creased storage capacity, computing and communications
power, coupled with advances in wireless networking technol-
ogy, bring a potential to enable new applications for drivers
and passengers in the vehicles. Therefore, vehicular ad hoc
networks (VANETs) recently have started to attract attention
from many researchers in both industry and academia [1]-
[6]. The Federal Communications Commission (FCC) in the
United States has allocated 5.850 − 5.925 GHz band to pro-
mote wireless communications for safe and efficient highways.
This band is planned to be used in the emerging radio standard
for Dedicated Short-Range Communications (DSRC) [7] [8].
The DSRC is a short-to-medium range communication service
that supports an Intelligent Transportation System (ITS) with
public safety and private operations for vehicle to roadside
units (RSUs) and inter-vehicle communications.
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Basically, wireless connectivity and special sensors de-
ployed in vehicles and on highways can be utilized to
continuously report real-time traffic and environmental data
(e.g., information about driving habits, roadway congestion,
air pollution levels), and also to provide access to email,
news and entertainment applications. However, for vehicular
communication networks to become a reality, a number of
technical challenges should be addressed.

Data traffic initiated from vehicles is expected to be random
and bursty in nature. As RSUs represent gateways to the
Internet and to the infrastructure of other systems such as
an ITS, vehicles transmit their real-time information and
Internet access requests to RSUs. RSUs send responses to the
Internet queries and road information to vehicles. However, it
is difficult, in terms of infrastructure cost, to cover roads with a
large number of RSUs so that every vehicle on road can always
be connected to at least one nearby RSU. Instead, vehicle-to-
vehicle communications should be used in a multihop fashion
in order to allow vehicles to connect to the out-of-transmission
range RSUs, with a reasonable number of RSUs covering
the road. It is difficult to maintain an end-to-end connection
between a vehicle and an RSU while vehicles are moving with
a high speed, specially on road with a low vehicle density.
Moreover, achieving a reasonable packet transmission delay
over a disrupted multihop connection between a vehicle and
an RSU is a big challenge.

Our research objective in this paper is to present an ana-
lytical framework, which helps to approximately estimate the
minimum number of RSUs required to cover a road segment,
for a low-density VANET, with a probabilistic vehicle-to-RSU
delay guarantee given that an intermittent multihop connectiv-
ity exists between vehicles and RSUs and that data traffic from
vehicles is bursty. We exploit both the effective bandwidth
theory and its dual, the effective capacity concept, in order to
determine a maximum separation distance between adjacent
RSUs that guarantees a required maximum vehicle-to-RSU
data packet delivery delay with a certain pre-determined delay
violation probability (based on the application needs) [9].
We also investigate, by the aid of our analytical framework,
the effect of vehicle density, transmission range, and speed
difference on the end-to-end packet delivery delay when
vehicles are allowed to bypass each other. Our study aims
at providing an insight of the influence of these parameters
on the effectiveness of multihop communications in terms of
the end-to-end packet delivery delay. Most of research works
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Fig. 1. An illustration of the network configuration.

in the literature that are related to disrupted connectivity in
vehicular ad hoc networks focus on connectivity analysis [1]
[2] [3] and average message delay evaluation [2] [4]. Wu
et al. in [10] present two analytical models to study spatial
propagation of information for one and two lane straight roads,
without consideration of bandwidth constraints and data traffic
characteristics. In [11], Yousefi et al. analyze the probability
of connectivity to RSUs. The average length of a connected
path from any given vehicle to an RSU is also calculated.
However, no study about packet delivery delay is provided.
The feasibility of information dissemination using stationary
supporting units (SSUs) is investigated in [12] mainly based
on computer simulations, while the vehicle-to-RSU delivery
delay is not addressed.
In comparison, our work is novel in two aspects. First,

it focuses on the delay analysis of vehicle-to-infrastructure
packet delivery. Second, it relates packet delivery delay with
random vehicle data traffic and disrupted connectivity. The
rest of the paper is organized as follows. Section II describes
the system model. Section III introduces the problem formu-
lation of this research. Section IV presents the details of the
proposed analytical framework. Section V provides analytical
and simulation results to demonstrate the performance of of
our proposed framework. Finally, Section VI concludes this
research.

II. SYSTEM MODEL

This section describes our system model with necessary
assumptions in terms of the network configuration, protocol
layers, and mobility model, for tractability in establishing the
analytical framework.

A. Network Configuration

Consider a one-dimensional road and choose one segment
of the road, which is a straight line of length a meters,
as shown in Figure 1, where each two adjacent RSUs are
separated by L meters. The transmission ranges of vehicles
and RSUs are the same and denoted by G. Vehicles are
distributed as Poisson points over the road segment. That
is, given that there are k vehicles, they are independent and
uniformly distributed over a initially [13]. Following the same
approach as in [14], it can be proved that the proposed mobility
model (described in Section II-C) approximately preserves the
uniform distribution of the vehicles as the time goes by as
shown in Appendix A.
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Fig. 2. The cumulative distribution function (CDF) for the time headway
Th.

We are interested in a network scenario on highways or
rural areas, where the vehicle density (defined as the average
number of vehicles per unit road length) is low enough to have
disrupted vehicle-to-vehicle and vehicle-to-RSU connectivity.
With a high vehicle density, a multihop end-to-end path can be
found between a vehicle and an RSU with a high probability;
however, this case is out of the scope of this research. Also, we
do not consider the case where no packet relaying is possible
(i.e, data packets will be carried by their originator vehicle
till it meets the RSU) since wireless communication has no
significant role in the packet delivery delay in such a case.
This may happen either when the vehicle density is extremely
low and/or the number of RSUs covering the road is fairly
large. The vehicle density is assumed to be constant, i.e. over
an observation period the average number of vehicles that
leave the road segment under consideration is the same as
the average number of vehicles that enter it.
Although an RSU can receive packets from the vehicles

heading toward the RSU or moving away from it, we consider
only one direction in packet transmission, as considering both
directions (i) does not constitute a significant difference in the
analysis, and (ii) is difficult to implement as a vehicle needs to
know the location of the RSU and its own location (otherwise
it may not be able to know when to switch its transmission
to the RSU ahead of it). Here, we do not consider packet
relaying via vehicles moving in the opposite direction. The
reason is that it makes packet transmission subject to severe
physical channel impairments, which are very significant due
to the high relative speed between two vehicles moving in the
opposite directions. In addition, the meeting time between two
vehicles moving in the opposite directions may not be enough
for transmitting a significant number of packets unless the
available bandwidth is very large.
We assume that each vehicle empties its queue after meeting

an RSU, regardless whether or not it is able to send all the
packets in its queue within the meeting time. This implies
that vehicle traffic load should be low enough to allow for
the end-to-end delay violation probability to be satisfied. For
simplicity, we assume that only one vehicle is allowed to
communicate directly with the RSU at a time in a given
direction, even though more than one vehicle may exist in
the transmission range of the RSU. The RSU is capable
of restricting the number of vehicles that can communicate
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Fig. 3. A multihop connection between the furthest vehicle and the RSU
with cross traffic.

directly with it to avoid increasing packet delivery delay due
to packet collisions.

B. Protocol Layers

For the physical layer, consider a single channel with data
rate μ in packets per second and a free space path attenuation
model. For the link layer, consider the draft standard IEEE
802.11p [8] proposed to support ITS applications. The IEEE
802.11p mainly takes into account the issues related to fast
mobility of vehicles when connecting to RSUs, while the main
access mechanism of the IEEE 802.11 (RTS-CTS-DATA-
ACK) is kept unchanged. With a low vehicle density, channel
access using IEEE 802.11 will observe a small number of
packet collisions. As a result, we assume a deterministic
packet service time because the amount of randomness in
packet service time due to the backoff procedure can be
ignored with respect to packet transmission time [15].
In this research, the accuracy of our analysis is limited to

sparse vehicular ad hoc networks, where average inter-vehicle
distance is higher than the coverage range of an RSU, and it
is unlikely to have three or more vehicles within a distance
of double the transmission range. As a result, we neglect the
medium access control (MAC) protocol issues in our analysis,
such as interference between moving vehicles and queuing
delay due to channel contention, and consider only one packet
transmission occurs at a time.

C. Mobility Model

Consider only the vehicles moving on the straight line
segment in one direction. The movement of a vehicle is
characterized by two random variables (V , T ). The first
random variable V is the vehicle speed, which takes on
two possible values with equal probability, namely, vL and
vH , where vL < vH . The second random variable T is
exponentially distributed with parameter λ and represents the
period that the vehicle moves at a constant speed vL or vH .
That is, a vehicle initially selects vL (vH ) and, after T , changes
to the other speed vH (vL). This assumption is reasonable
since a vehicle driver usually tends to stay at a constant speed
(specially on highways) for some time, and then changes to a
higher or lower speed based on his/her will or road conditions.
Normally, knowing how long in time a vehicle driver has been
driving with a certain speed does not give us information (or
does not affect the probability) of the amount of time that the
driver will continue driving with that speed before changing to

the other speed. Therefore, we use an exponential distribution
(which has the memoryless property) for T in order to model
the driving behavior.
At a low vehicle density condition (vehicle density not

larger than 12 vehicle/mile/lane [16]), vehicles can be con-
sidered to move independently [16]. The mobility model
is generic and configurable in terms of vehicle speed. For
instance, by changing the rate of transition from vL to vH

and vice versa, we change the time that a driver stays at a
certain speed. Drivers change their speeds on highways based
on highway design features such as level terrains [16]. They
can also change their speeds based on their own will. Not
all vehicles change their speeds the same way as it depends
on the capability of the vehicle itself [16]. In addition, if we
make vL very close or equal to vH , the model approaches a
constant speed model, which is adopted by other researchers
[10] [17]. It is reported in [16] and [18] that the time headway
and the distance headway between vehicles in a low vehicle
density case can be modeled by the exponential distribution.
In Figure 2, we show by ns-2 simulations (using the ns-2
mobility scenario files) that our model satisfies the probability
distribution for the time headway Th. Here, the vehicle density
is taken to be 0.0022 vehicle/meter and the average speed
is 40m/s . The analytical results are obtained based on the
cumulative distribution function of the exponential distribution
with a parameter approximated to the product of vehicle
density and the average vehicle speed [18]. Note that the
distance headway is already assumed to follow the exponential
distribution by the vehicle spatial Poisson distribution.
In summary, based on the measurements introduced in [16],

a mobility model for low density VANETs should (i) capture
vehicles moving independently from one another, and (ii)
support that both the time headway and distance headway are
exponentially distributed. Our mobility model satisfies both
characteristics.

III. PROBLEM FORMULATION

Consider a multihop connection between a vehicle, B, at
the edge of the road segment under study and the RSU, as in
Figure 1. Suppose that the vehicle density is Γ vehicles/meter.
The problem can be illustrated by the aid of Figure 3. We

assume that vehicle data traffic sources are on-off iid with
exponentially distributed on and off times. The average on
time is 1/αs, average off time is 1/βs, and data rate at on time
is Rs. All vehicles are supposed to send their data packets to
the RSU by the help of other vehicles except the source node
of the last hop. Given the number of hops, M , the arrival
process Aj(t) at the jth hop (j ∈ {2, . . . , M}), which is
the number of packet arrivals within time t, depends on the
departure or output process Poj−1(t) and the service process
Sj−1(t) of the preceding hop j−1. Throughout the paper, we
use subscript o to indicate an output process parameter and
subscript i to indicate an input process parameter. Define the
jth hop departure process Poj(t), where j ∈ {1, . . . , M}, as
the number of packets that leave the queue of a vehicle at
the jth hop within time t. Define the jth hop service process
Sj(t), where j ∈ {1, . . . , M}, as the number of packets that
the wireless channel between the (j − 1)th and jth adjacent
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vehicles can carry within time t. Note that Sj(t) equals zero at
times when the two vehicles are out-of-range with respect to
each other. Indeed, the channel service process is controlled
mainly by mobility, and hence Sj(t) are approximately the
same for all j ∈ {1, . . . , M − 1} except the last hop service
process SM (t), since the RSU is stationary.
The service requirement in terms of delay, given the number

of M hops, can be represented as

Pr(D =
M∑

j=1

dj > Dmax) ≤ ε (1)

which can be simplified to

Pr(D =
M∑

j=1

dj > Dmax) ≤
M∑

j=1

Pr(dj >
Dmax

M
) = ε (2)

where dj is the packet delay over the jth hop, Dmax is the
allowed maximum end-to-end packet delivery delay, and ε is
the maximum delay violation probability.
Although our objective is to find maximum L for a given

Dmax, our framework follows a mathematically easier ap-
proach by solving (2) to find Dmax given L and a vehicle
density. Note that the data traffic originated at each vehicle
is random and bursty, and the connection between adjacent
vehicles is intermittent. Therefore, packets are stored at vehi-
cles while no connection is available. Note also that M is a
random variable that depends on L, vehicle speed, Γ, λ, and
G as in Section IV. For mathematical tractability, we assume
that M can be represented by its average value E[M ]1. We
allow a small fraction (up to ε > 0) of data packets to arrive
after Dmax for a smaller number of required RSUs than that
with ε = 0. In fact, a maximum L translates directly to a
minimum number of RSUs that can cover a road segment to
satisfy constraint (1).

IV. ANALYTICAL FRAMEWORK

Our analytical framework is based on that (2) is related to
the packet arrival process at each hop. The summed terms
in (2) can be achieved for a certain random arrival process
Aj(t) (of a Markovian type) at the jth hop using the effective
bandwidth theory. The effective bandwidth theory indicates
that the queue length and the corresponding delay at a node
can be bounded exponentially for different stochastic traffic
types, if an amount of bandwidth equal to the effective
bandwidth of the source is provided by the channel [19].
In order to solve for Dmax, the summed terms in (2) satisfy

Pr(dj > djm) ≤ e−θjdjm =
ε

M
, ∀j = 1, . . . , M (3)

where djm is the delay bound at hop j that can be exceeded
with a probability of at most ε

M and θj is a QoS-related
parameter that depends on the channel rate [19]. The effective
bandwidth can be obtained using

ηbj(θj) = lim
t→∞

1
t

1
θj

logE[eθjAj(t)], ∀θj > 0. (4)

Then, we solve for djm to obtain

1In the rest of the paper, we use M to denote E[M ] for simplicity.

Dmax = M max
j

djm. (5)

The effective bandwidth ηbj(θj) is the amount of bandwidth
that should at least be provided by a constant rate channel
service in order to satisfy (2). However, the channel service
at every hop changes randomly since it goes to zero for a
random disruption time. The effective capacity concept has
been developed in [20] as the dual of the effective bandwidth
theory when the channel rate varies randomly. In this concept,
a source with a deterministic packet arrival rate should limit
its data rate to a certain maximum value in order to ensure
that its delay bound (djm) is violated with a probability of
at most ε

M . In order to achieve (3) in a time-varying channel
with service process Sj(t), the source rate (if fixed) should be
limited to the channel effective capacity ηcj(θj) given by

ηcj(θj) = − lim
t→∞

1
t

1
θj

log E[e−θjSj(t)], ∀θj > 0. (6)

It has been shown in [21] that, if both the traffic source
rate and the channel capacity are time varying (which is our
case), the effective bandwidth of the source should be equal
to the effective capacity of the channel, in order to satisfy the
stochastic delay bound. For a sufficiently large djm, the total
delay per hop also satisfies (3) but with θj given by

θj = rjηcj(rj) (7)

where rj is the unique solution of the following equation

ηcj(rj) = ηbj(rj). (8)

From the preceding description of the problem, we infer
that, in order to find Dmax, we need to characterize both
Aj(t) and Sj(t) at every hop in order to solve (8), (7), (3),
and (5). Indeed, the characterization of Aj(t) at the jth hop
(for j ∈ 2, . . . , M ) requires the characterization of Sj−1(t)
and Poj−1(t). Due to the mathematical complexity of the
problem, we make simplified approximations as described in
the following.

A. Characterization of Service Process Sj(t)

First, we characterize the channel service process SM (t) at
the last hop. Define the last hop as the hop where a vehicle
either connects directly to the RSU or is the only vehicle
that approaches the RSU while there is no other vehicle in
the RSU coverage range. The channel service process at the
last hop can be modeled by an on-off process, where the on
state corresponds to SM (t) > 0 and the off state corresponds
to SM (t) = 0. Both the on and off times follow a general
distribution. We evaluate the effective capacity of the channel
at the last hop using the results in [22], which indicate that an
approximation to the effective bandwidth of an on-off general
traffic source can be obtained by the effective bandwidth of
an exponential on-off source that has the same average values,
respectively for the on and off times. Since this also holds for
the effective capacity for a channel, it is sufficient to calculate
the average on and off channel times at the last hop.
Generally, the relation between the on period TMon (off

period TMoff
) at the last hop and the distance Uon (Uoff )
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that a vehicle moves during the on time (off time) can be
described by

TMon =
Uon

V
, TMoff

=
Uoff

V
. (9)

The service process SM (t) can start its on or off time at a
random position on the road segment. Hence, Uon and Uoff

are independent from the selection of V , which gives

E[TMon ] = 1
2

[
1

vL
+ 1

vH

]
E[Uon],

E[TMoff
] = 1

2

[
1

vL
+ 1

vH

]
E[Uoff ].

(10)

The event of a vehicle moving a distance of at least u during
TMon happens with the simultaneous occurrence of two events;
namely, there is no other vehicle within a distance of u from
the end of the RSU coverage ahead of the vehicle, and there
is at least one vehicle within a distance of 2G−u (the rest of
the coverage area). Taking the uniform distribution of vehicle
location into account, we have

Pr(Uon > u) =

(
1 − u

a

)aΓ
[
1 − (

1 − 2G−u
a

)aΓ
]

1 − (
1 − 2G

a

)aΓ
. (11)

Integrating (11) from 0 to 2G gives

E[Uon] ∼= G − 2
3
ΓG2. (12)

Similarly, we model the event of a vehicle moving a distance
of at least u during TMoff

by the simultaneous occurrence of
two events; namely, the event of having no vehicles within a
distance of u+ 2G from the end of the coverage range of the
nearest RSU ahead of the vehicle and the event of having at
least one vehicle within a distance of L − (u + 2G).
This gives

Pr(Uoff > u)

=

[
1 −

(
1 − L−(2G+u)

a

)aΓ
] [

1 − 2G+u
a

]aΓ

[
1 − (

1 − L−2G
a

)aΓ
] [

1 − 2G
a

]aΓ
. (13)

Integrating (13) from 0 to L − 2G leads to

E[Uoff ] ∼= a

aΓ + 1

[(
1 − 2G

a

)aΓ+1 − (
1 − L

a

)aΓ+1
]

[
1 − (

1 − L−2G
a

)aΓ
] [

1 − 2G
a

]aΓ
. (14)

Thus, by using (10), (12), and (14), we can determine the
average on and off times of the service process SM (t) and
use the results of [22] to calculate its effective capacity.
Next, we characterize the service process Sj(t) for j ∈

{1, . . . , M−1}. Consider two vehicles, one directly following
the other. We model the process representing the relative
speed between the two vehicles by a continuous time Markov
chain (CTMC) with a state space H = {h0, h1, h2}. State h0

represents a negative relative speed, when the vehicle in the
front moves with vL and the vehicle behind moves with vH .
State h1 models a zero relative speed (i.e., both vehicles move
with the same speed). State h2 represents the opposite case
of state h0 (a positive relative speed). As each vehicle keeps
the same speed for an exponential time with an average of

1/λ, the transition rate between any two states of the Markov
process equals 2λ.
We use the CTMC model to characterize the channel service

process Sj(t), j ∈ {1, . . . , M − 1}. Actually, data packets are
transfered to the RSU over a number of hops, where each
hop consists of a converging epoch and a diverging epoch. A
converging epoch happens when the vehicle behind starts to
approach the vehicle in the front and the diverging epoch is the
opposite to the converging one. In fact, the epochs represent
the way that both locomotion and wireless communication
can contribute to the packet delivery delay from a vehicle to
an RSU. The first passage time complementary cumulative
distribution function Fh0h2(t) between state h0 and state
h2 can be used to approximate the distribution of both the
converging and diverging epochs. It can be obtained using the
technique described in [13] as in Appendix B. This leads to

Fh0h2(t) ≈ e−6λt. (15)

The average number of hops that a packet will take to reach
the nearest RSU can then be obtained as

M =
6λ(L − E[Uon] − E[Uoff ])

vL + vH
. (16)

The average number of hops depends on the average vehicle
speed and the average durations of converging and diverging
epochs. As packet propagation is done by locomotion and
wireless communications, packets generated after a vehicle
has just passed an RSU will most likely suffer the maximum
delay as this packet has to travel the largest distance (until it
reaches the next RSU in its way). Data packets that travel over
multiple hops arrive at RSUs before their generator vehicles
become at the last hop.
A channel can be on or off during a converging epoch,

as vehicle A may approach vehicle B from behind during
a converging epoch but vehicle A may or may not be able
to contact vehicle B before the converging epoch elapses.
Similarly, a channel can be on or off during a diverging epoch
as vehicle A and vehicle B may be in contact at the beginning
of a diverging epoch. We approximate the channel service
process Sj(t), for j ∈ {1, . . . , M − 1}, as an on-off process
with the following average on and off times2

E[Ton] ≈ pon

6λ
, E[Toff ] ≈ poff

6λ
(17)

where pon and poff denote the stationary probability of the
channel being on and off, respectively. Let I be an indicator
random variable, where I = 1 represents a converging epoch,
I = 0 represents a diverging epoch, and Pr(I = 1) = Pr(I =
0) = 0.5. Let C denotes the event of the channel being on
or off, where Pr(C = on) = pon, P r(C = off) = poff =
1 − pon. Taking into account the probability of vehicles to
catch up each other and the distance between vehicles at the
beginning of a converging or diverging epoch, the probabilities
pon and poff can be obtained using the following equations
(as in Appendix C)

2We dropped the subscript j from the average channel on time E[Ton] and
off time E[Toff ] to simplify the notations as we assume that the channel
service process for all hops has the same statistics for j ∈ {1 . . . M − 1}.
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Pr(C = on|I = 1) ≈(
Γ

y+Γ

) (
e−2GΓ + e−(y+Γ)G − 2e−(y+2Γ)G

)
+

(
(1 − e−GΓ)2 − Γ(1−e−GΓ)

y+Γ

)
.

(18)
Pr(C = off |I = 0) ≈(

Γ
y−Γ

) (
e−GΓ − e−yG

) (
1 − e−GΓ

)
+ e−GΓ.

(19)
where 1

y = (vH−vL)
12λ represents the average change in distance

between two vehicles following each other during a converg-
ing or a diverging epoch.

B. Characterization of Departure Process Poj(t)
In this subsection, we obtain an approximate expression of

the departure process Poj(t) of hop j, where j ∈ {1, . . . , M−
1}. Note that the departure process of hop j contributes to the
arrival process of the next hop. Since the on time and off
time of the channel are typically much longer than the on
time and off time of the traffic sources, several cycles of on
and off times of the traffic sources are likely to occur during
an off time or an on time of the channel. Therefore, when
the channel becomes on, the departure process will also be
on, with a probability approaching one (as the average off
time of the channel is much longer than the average off time
of a traffic source), until the channel finishes transmitting all
the packets in the queue. Since the utilization factor ρj (the
ratio of the packet arrival rate to the packet service rate) of
the vehicle queue has to be less than one for the queue to
be stable, there will be some periods during an on time of
the channel when the data packet queue of a vehicle becomes
empty. Consequently, the average on time of the departure
process, 1/αoj , is equal to the average time the vehicle queue
stays busy during a channel on time and can be obtained as

1
αoj

≈ ρj (E[Ton] + E[Toff ]) . (20)

A low utilization factor approximation (ρj � 1) is used
in (20) since a low traffic load guarantees that the vehicle at
the last hop is able to transmit the packets (that it receives
from other hops) to the nearest RSU during one meeting op-
portunity within the required delay bound and delay violation
probability.
We approximate the departure process Poj(t) of hop j,

j ∈ {1, . . . , M − 1}, as an exponential on-off process with
an average on time of 1/αoj and average off time of 1/βoj ,
which is given by

1
βoj

≈ (1 − ρj) (E[Ton] + E[Toff ]) . (21)

C. Characterization of Arrival Process Aj(t)
In order to characterize Aj(t), j ∈ {2, . . . , M}, we use the

results of [23] to approximate the superposition of the on-off
exponential departure process and a local on-off exponential
traffic arrival process at a certain hop with an equivalent on-
off exponential arrival process. It has been shown in [23] that
the superposition of two on-off sources has almost the same

characteristics and effect on the node queue as an exponential
on-off source, in terms of packet delay, on the long term and
relatively short term as well. The parameters (average on time
1/αij , average off time 1/βij , and data rate at the on time
Rij ) characterize Aj(t) and can be obtained using equivalent
statistics as [19]

Rsus + μuoj−1 = Rijuij , ∀j ∈ {2, . . . , M} (22)

R2
sus (1 − us) + μ2uoj−1 (1 − uoj−1) = R2

ijuij (1 − uij)
(23)

R2
ijuij (1 − uij) e−(αij+βij) = R2

sus (1 − us) e−(αs+βs)

+μ2uoj−1 (1 − uoj−1) e−(αoj−1+βoj−1)

(24)

us =
βs

αs + βs
, uoj−1 =

βoj−1

αoj−1 + βoj−1
, uij =

βij

αij + βij
.

(25)
Solving (22)-(25) leads to the characterization of Aj(t), pro-
vided that αoj−1 and βoj−1 are known. We obtain αoj−1 and
βoj−1 from (20), (21) and

ρj =
(E[Ton] + E[Toff ])(Rsus + μuoj−1)

E[Ton]μ
. (26)

From (25), (20), and (21),

uoj−1 =
E[Ton]ρj−1

E[Ton] + E[Toff ]
(27)

which leads to

ρj = jρ1, ∀j ∈ {2, . . . , M − 1}. (28)

D. Solving for Dmax

Finally, we solve (3) using the effective bandwidth of the
traffic input process at each hop j ∈ {1, . . . , M}, given by
[24]

ηbj(x) =(
Rij

2 − βij+αij

2x

)
+

√[
Rij

2 − βij+αij

2x

]2

+ βijRij

x

(29)

and the effective capacity equation [20] [24]

ηcj(x) =
−max

m
Λm

(
Q̄j − xΦj

)
x

(30)

where Q̄j is the transition rate matrix for the channel service
process, Φj is a 2× 2 diagonal matrix with channel data rate
at on and off times (μ and 0) in its main diagonal, and Λm(A)
is the mth eigenvalue of the matrix A. Solving (29) and (30)
gives the values of djm, from which Dmax can be obtained
using (5) for a maximum violation probability of ε.

V. SIMULATION RESULTS

We validate our framework using the ns-2 simulator. Table
I gives the system parameter values used in the analysis
and simulations unless otherwise specified. We implement the
mobility model mentioned in Section II-C inside the ns-2
mobility scenario generator. Meanwhile, vehicles are allowed
to bypass each other over the road segment under study. Note
that the ns-2 simulation implements the IEEE 802.11 MAC
protocol with no limitation on the number of vehicles that
can contend for the same MAC channel.
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TABLE I
SYSTEM PARAMETERS

.

System Parameter Value

Packet Size 1024 Bytes
Road Segment Length (a) 40km
Channel Data Rate (μ) 2Mbps

αs 2.5s−1

βs 0.2s−1

Peak Source Rate (Rs) 200Kpbs
Vehicle Density (Γ) 0.0014 vehicle/meter

RSU & Vehicle Tx Range (G) 300m

λ 1
120

s−1

To retain a fixed vehicle density over an observation period,
we assume that the vehicle that leaves the road segment at a
certain speed returns to the beginning of the road segment
at the same speed and spends an exponentially distributed
random time before changing to the other speed. This provides
stability to observation measurements based on time average.
We calculate the delay bound using the proposed analytical

framework as in Section IV for a target ε of 5% and validate
the result, using the simulator, by finding the delay bound
leading to a measured violation probability that matches the
required target. In this section, we first illustrate how we
validate our analytical framework, and then we provide a study
of the effect of changing system parameters such as Γ, G, and
the speed difference on the packet delivery delay.

A. Model Validation

Figure 4 shows the maximum end-to-end delay results ob-
tained analytically and by computer simulations with different
number of RSUs covering the road segment under study.
The end-to-end delay is measured from the moment that
a packet is generated at the source vehicle to the moment
that it is delivered to the nearest RSU. It is clear that the
end-to-end delay increases rapidly as the number of RSUs
covering the road segment decreases, as data packets tend to
be relayed over a large number of hops to meet an RSU. Figure
5 shows the delay bound violation probability, obtained by
simulations and analysis, for a 5% target violation probability.
The violation probability values correpond to the maximum
end-to-end delay results presented in Figure 4 for the same
number of RSUs. Figures 4 and 5 indicate that our analytical
framework can efficiently determine the number of RSUs to
limit the maximum end-to-end delay bound probabilistically
to a certain target violation probability.
Although Figure 4 shows a close match between the an-

alytical and simulation results, it also shows an increasing
trend of the difference between the two results as the number
of RSUs decreases. The reasons for this trend are due to
the approximations and the simplified assumptions made to
make the problem mathematically tractable, especially in (2)
where the end-to-end delay bound is obtained by adding up
the maximum delay M times, and the usage of the average
value of M .
It is worth noting that the accuracy of our analysis depends

on the number of RSUs that are used to cover the road, vehicle
density, transmission range, frequency of speed change, and
vehicle average speed. In fact, the five parameters control the
average number of hops that a packet travels from a vehicle to
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Fig. 4. Maximum end-to-end delay with the number of RSUs.
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Fig. 5. Violation probability with the number of RSUs.

an RSU. It is observed that our analysis is close to simulation
results when the average number of hops is less than or equal
to four. When the average number of hops becomes higher, the
discrepancy between the simulation and the analytical results
increases and the maximum end-to-end delay also increases
dramatically.

B. Delay Performance and System Parameters

We exploit our proposed analytical framework to investigate
how the packet delivery delay is affected by changing some
system parameters (i.e., vehicle density, transmission range,
and speed difference). Our aim is to show which of these
parameters plays a significant role in the RSU placement.
Figures 6 and 7 show both the analytical and computer

simulation results of the maximum end-to-end packet delivery
delay and the corresponding delay violation probability versus
the vehicle density when there are 6 RSUs covering the road
segment under study. It is evident from Figure 6 that the end-
to-end delay is not sensitive to a limited change in the vehicle
density3 (within a limit that keeps the VANET sparse), which
counters the intuition that packet relaying should be enhanced
by increasing vehicle density. The main reason is the speed
difference between vehicles, which makes two vehicles likely
to catch up each other, especially when the density increases.
In fact, when a vehicle V1 approaches another vehicle V2

in front of it, the packets previously sent from V1 to V2

3We assume that the density is kept low enough to let the mobility model
closely represents the reality for a sparse VANET. If the density further
increases, vehicles may move in clusters as shown in [16].
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Fig. 6. End-to-end delay bound variation with the vehicle density.
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Fig. 7. Delay violation probability variation with the vehicle density.

for forwarding to the RSU will be returned to the originator
vehicle V1 when it bypasses V2. Apparently, this does not
constitute a useful packet relaying in terms of packet delivery
delay. As a result, the packet delivery delay does not decrease
with an increase in vehicle density in such a situation.
In fact, vehicles in a low density or a sparse vehicular

network (vehicle density ≤ 12 vehicle/mile/lane [16] ) move
independently as indicated by [16]. We assume also that vehi-
cles can bypass one another; otherwise vehicles have to adjust
speed in order to follow each other, which contradicts with
the independent mobility assumption. If vehicles move with
constant but different speeds, after some observation period,
faster vehicles will catch up slower ones. If fast vehicles can
bypass slow ones, fast vehicles can store their packets until
they meet an RSU since sending data packets to slow vehicles
increases packet delivery delay. It has been shown in [10]
that, in sparse VANETs, if vehicles move with constant speeds
selected uniformly from [vL, vH ] and vehicles can bypass each
other, packet propagation speed is controlled mainly by vehicle
speed but not dependent on changing vehicle density as long
as the VANET is in the sparse network range. In this research,
we show that, when vehicles change their speed independently
(from vL to vH and vice-versa) and can bypass each other,
the end-to-end packet delivery delay (which is directly related
to packet propagation speed) is not affected by a change in
the vehicle density as long as the VANET remains sparse.
Figures 8 and 9 show both the analytical and computer

simulation results of the maximum end-to-end packet delivery
delay and the corresponding delay violation probability with
different transmission range G, Γ = 0.0014 vehicle/meter
and 10 RSUs covering the road segment under study. It can
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Fig. 8. End-to-end delay bound variation with the transmission range.
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Fig. 9. Delay violation probability variation with the transmission range.

be readily seen from Figure 8 that the packet delivery delay
almost does not change with the limited increase in the trans-
mission range. In general, increasing either the transmission
range or vehicle density should have the same effect on packet
delivery delay as both increase the connectivity probability
among vehicles. However, the increase in the transmission
range does not significantly alter the connectivity status of
the network (i.e., the VANET stays sparse regardless of this
change) as in the case of increasing vehicle density. As a
result, increasing the transmission range does not lead to a
smaller packet delivery delay. The slight change in the end-
to-end delay as seen in Figure 8 is due to increasing the
transmission range of the RSU (that equals G). Figure 9
shows that the delay violation probability values measured by
simulations for different transmission range are in close match
to the analytical results.
Figures 10 and 11 show both the analytical and computer

simulation results of the maximum end-to-end packet delivery
delay and the corresponding delay violation probability with
different values of vH while vL = 30m/s, Γ = 0.0014
vehicle/meter, and 8 RSUs covering the road segment under
study. Figure 10 clearly indicates that the packet delivery delay
decreases as the speed difference increases. Useful packet
relaying happens when a vehicle V1 approaches a vehicle V2

in front of it in a converging epoch and delivers its packets to
V2 without bypassing. Then, V2 carries the packets and moves
away from V1 in a diverging epoch to approach another vehicle
and so on. As a result, when the speed difference increases,
the likelihood of useful packet relaying increases as V2 moves
away faster from V1 to approach another vehicle in the front,
and hence the packet delivery delay decreases.



ABDRABOU and ZHUANG: PROBABILISTIC DELAY CONTROL AND ROAD SIDE UNIT PLACEMENT FOR VEHICULAR AD HOC NETWORKS 137

40 45 50 55 60 65 70

80

100

120

140

160

180

v
H

 (m/s)

M
ax

. E
nd

-t
o-

E
nd

 D
el

ay
 B

ou
nd

 (
se

c)

Simulation
Analysis

Fig. 10. End-to-end delay bound variation with the vehicle speed difference
(vH varies, vL = 30m/s).

In summary, Figures 7, 9, and 11 indicate that all the end-
to-end delay bound values used in our study satisfy the target
violation probability. They also show that our analytical frame-
work is effective in calculating the end-to-end delay bound that
satisfies the target violation probability with different system
parameters. Variations in vehicle density and transmission
range do not have a significant impact on the end-to-end packet
delivery delay for a sparse VANET when vehicles move with
different speeds and are allowed to bypass one another.

VI. CONCLUSION

In this paper, we present an analytical framework to sta-
tistically estimate the maximum packet delivery delay from a
vehicle with a random traffic source to an RSU for a low
density VANET, where a data packet is being relayed via
vehicle-to-vehicle communications. The framework aims at
determining the minimum number of RSUs required to cover a
straight road while satisfying the service requirement in terms
of the transmission delay over the multiple hops. Numerical
results demonstrate that the end-to-end packet delivery delay
is not influenced by a variation in the vehicle density or
the transmission range if vehicles are allowed to bypass one
another, as long as this variation keeps the sparseness of
the VANET. Simulation results validate the accuracy of the
proposed framework, showing that a proper number of the
RSUs can satisfy a certain delay bound probabilistically.

APPENDIX A

In this proof, we follow the same approach as in [14].
Consider a vehicle moves according to the proposed mobility
model on a line segment of length a. The movement process
of a vehicle consists of movement periods. Each movement
period lasts for an exponentially distributed duration with
parameter λ, during which the vehicles moves at a constant
speed. A new period begins when the vehicle changes its
speed. Let S and Q denote the starting and the ending
locations of the vehicle in a movement period, respectively.
The location S is equally likely to be anywhere in the road
segment. Starting from a point at a location S, a vehicle may
move to a destination at location Q either in front of or behind
S (since it starts again from the beginning when it reaches the
end of the road segment). Considering a long road segment,
we neglect the probability that the vehicle may go over the
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Fig. 11. Delay violation probability variation with the vehicle speed
difference (vH varies, vL = 30m/s).

whole segment twice or more within a movement period. The
joint probability density function (PDF) f(s, q) of S and Q,
given a certain speed v, can be expressed as

f(s, q|V = v) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

λ

»
e

−λ(q−s)
v +e

−λ(a+q−s)
v

–

av

»
1−e

−λ(2a−s)
v

– , s ≤ q ≤ a;

λ

»
e

−λ(a+q−s)
v

–

av

»
1−e

−λ(2a−s)
v

– , 0 ≤ q ≤ s.

(31)
Let X denotes the vehicle location at any instant. We

derive the PDF of X , fX(x), by calculating the cumulative
distribution function (CDF) FX(x) and then differentiate it.
For the ith movement period, let Ti to denote the duration
of this period and Txi the duration that the vehicle stays
within the section [0, x] during this period. If we observe
the mobility process of a vehicle for a sufficient number of
movement periods, it can be shown that the accumulated time
a vehicle stays in [0, x] during the observation divided by
the total observation time, given some speed v, converges to
P (X ≤ x|V = v) [14]. This implies that

Pr(X ≤ x|V = v) =
E[Tx|V = v]
E[T |V = v]

=
E[Lx|V = v]
E[L|V = v]

(32)

where Lx is distance the vehicle has moved within [0, x]
during a movement period, Tx is the time the vehicle stays
within the section [0, x], and L is the traveled distance during
a movement period.
Using (31), we have

E[L|V =v]≈ 1
a

a∫
s=0

a∫
q=s

(q − s) λ
v

[
e−λ q−s

v + e−λ a+q−s
v

]
dqds

+ 1
a

s=a∫
s=0

q=s∫
q=0

(a − s + q)λ
v e−λ a+q−s

v dqds.

(33)
In order to get a closed-form solution for E[L|V = v], we

neglect the term e
−λ(2a−s)

v in the denominator of (31), as this
term remains much smaller than one for a sufficiently large
value of a and any value of s within the integration limit.
Similarly, we evaluate E[Lx|V = v] by conditioning on the

location S, which is equally likely to be anywhere over the
road segment a, independent of x. The end location Q of a
vehicle is dependent on the initial location S. A vehicle can
be initially within the distance [0, x] or [x, a], moves for an
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exponential time, then reaches the location Q, [0, x] or [x, s]
or [s, a] if S ∈ [x, a] or [0, s], [s, x], [x, a] if S ∈ [0, x]. Thus,
we obtain E[Lx|V = v] as follows

E[Lx|V = v] ≈ 1
a

x∫
s=0

x∫
q=0

(x + q − s) λ
v

[
e−λ a+q−s

v

]
dqds

+ 1
a

x∫
s=0

x∫
q=s

(q − s) λ
v

[
e−λ q−s

v

]
dqds

+ 1
a

x∫
s=0

a∫
q=x

(x−s) λ
v

[
e−λ q−s

v +e−λ a+q−s
v

]
dqds

+ 1
a

a∫
s=x

a∫
q=x

xλ
v

[
e−λ a+q−s

v

]
dqds

+ 1
a

a∫
s=x

x∫
q=0

q λ
v

[
e−λ a+q−s

v

]
dqds.

(34)
Using (32)-(34), we obtain (35) and hence

Pr(X ≤ x) =
1
2

[Pr(X ≤ x|V = vL) + Pr(X ≤ x|V = vH)] .
(36)

Using appropriate values for a in the order of tens of
kilometers, λ in terms of hundreds of seconds, and speed in the
order of tens of meters per second, we obtain Pr(X ≤ x) ≈ x

a .
That is, fX(x) ≈ 1

a , x ∈ [0, a].

APPENDIX B

In order to obtain the first passage time for the CTMC
mentioned in Section IV, we use the technique described in
[13]. We construct another CTMC with a slightly different
state space H̄

H̄ = (H\h2) ∪ {z}. (37)

Let qij be the instantaneous transition rate from state i to
state j for the original CTMC, then the transition rate for the
modified CTMC is

q̄ij =

⎧⎨
⎩

qij , i, j ∈ (H\{h2}), i 	= j
qik, i ∈ (H\{h2}), k = h2, j = z
0, i = z, j ∈ (H\{h2}).

(38)

Let v̄i denotes the leaving rate of the modified CTMC for
state i defined as

v̄i =
{

vi, i ∈ (H\h2)
0, i = z.

(39)

In the modified CTMC, we use an absorbing state z with
leaving rate of zero. Using the uniformization technique [13],
we can obtain the transition probability P̄h0z(t) by taking
the uniformization transition rate v = 6λ. Let P̄ ∗

lm be the
transition probability from state l to state m for the modified
CTMC after uniformization, P̄lm be the transition probability
from state l to state m for the modified CTMC before
uniformization, where l, m ∈ H̄ . Then, we have

P̄ ∗
lm =

{
1 − v̄l

6λ , l = m
v̄l

6λ P̄lm, l 	= m
(40)

Using (40), we obtain P̄h0z(t) as [13]

P̄h0z(t) =
∞∑

n=1

P̄ ∗n
h0ze

−6λt (6λt)n

n!
≈

∞∑
n=1

e−6λt (6λt)n

n!
(41)

where P̄ ∗n
h0z is the n-step transition probability associated

with the discrete time Markov chain with transition probabili-
ties given by (40). Note that P̄ ∗n

h0z approaches one for a small
value of n. According to [13],

Fh0h2(t) = 1 − P̄h0z(t) ≈ e−6λt. (42)

Due to the symmetry in the original CTMC, the diverging
epoch can be derived in the same way.

APPENDIX C

We denote the distance between two vehicles by a random
variable W . As the location of any vehicle is uniformly
distributed over the road segment and under the assumption
that the number of vehicles follows a Poisson distribution
with density Γ, W follows an exponential distribution with
parameter Γ [13]. The key idea to prove (18) and (19) is
to calculate the probability of having a contact between two
adjacent vehicles given W ≤ G (the transmission range) or
W > G at the beginnings of a converging and diverging
epochs, respectively. That is,

Pr(C = on|I = 1) = Pr(on|I = 1, W ≤ G) Pr(W ≤ G)
+ Pr(on|I = 1, W > G) Pr(W > G)

(43)
Pr(C = off |I = 0) = Pr(off |I = 0, W≤G) Pr(W ≤G)

+ Pr(off |I = 0, W >G) Pr(W >G).
(44)

Note that Pr(W ≤ G|I = 1) = Pr(W ≤ G) as the event
[W ≤ G] and [I = 1] are independent. Consider two adjacent
vehicles V1 and V2, where V1 follows V2. Since the speed
difference between the two vehicles may become zero at times,
we assume for simplicity that V1 or V2 will move with an
average relative speed of (vH−vL

2 ) during a converging or a
diverging epoch, respectively. This implies that V1 during a
converging epoch moves an exponentially distributed distance
with parameter y toward V2 since the converging and diverging
epochs follow approximately an exponential distribution as il-
lustrated in Appendix B. Similarly, V2 moves an exponentially
distributed distance with parameter y away from V1 during a
diverging epoch.
For a converging epoch, the probability of an on time of

the service process of V1 depends on the probability that V1

approaches V2 without passing it during the epoch. Therefore,

Pr(C = on|I = 1)≈ (
1 − e−GΓ

) G∫
0

(1 − e−yw) Γe−wΓdw

+e−GΓ
∞∫
G

(
e−y(w−G) − e−yw

)
Γe−wΓdw

(45)
which can be manipulated to (18).
For a diverging epoch, the probability that V1 will observe

an off time depends on the probability that V2 will go out of
the transmission range of V1 within the epoch. It is given by
Pr(C = off |I = 0) ≈

(1 − e−GΓ)
G∫
0

e−y(G−w)Γe−wΓdw + e−GΓ

(46)
which, after calculating the integration, leads to (19).
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Pr(X ≤ x|V = v) ≈ (35)

−v
(
v

(
e−

(a+x)λ
v − e−

λ a
v + e−2 λ a

v − e−
λ (2 a−x)

v

)
+ λx

(
e−

(a+x)λ
v − 2 e−

λ a
v + 1 + e−

λ (2 a−x)
v + e−2 λ a

v

))

2v2e
−λa

v + λ2a2e
−λa

v − 2v2e
−2λa

v − vλae
−2λa

v − vλa
.
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