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Abstract

The human visual system contains an array of topographically organized regions. Identifying these regions in individual

subjects is a powerful approach to group-level statistical analysis, but this is not always feasible.We addressed this limitation by

generating probabilistic maps of visual topographic areas in 2 standardized spaces suitable for use with adult human brains.

Using standard fMRI paradigms, we identified 25 topographic maps in a large population of individual subjects (N = 53) and

transformed them into either a surface- or volume-based standardized space. Here, we provide a quantitative characterization

of the inter-subject variabilitywithin and across visual regions, including the likelihood that a given pointwould be classified as

a part of any region (full probability map) and the most probable region for any given point (maximum probability map). By

evaluating the topographic organization across the whole of visual cortex, we provide new information about the organization

of individual visual field maps and large-scale biases in visual field coverage. Finally, we validate each atlas for use with

independent subjects. Overall, the probabilistic atlases quantify the variability of topographic representations in human cortex

and provide a useful reference for comparing data across studies that can be transformed into these standard spaces.
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Introduction

Primate cortexhasbeen subdivided intoamultitude of areas based

on anatomy and function. Cortical regions have been delineated

based on their cytoarchitecture (Schleicher et al. 2005), neurotrans-

mitter receptor distributions (Zilles and Amunts 2009), genetic

markers (Chen et al. 2012), patterns of anatomical connections

(Passingham et al. 2002), and their functional response properties

(Op de Beeck et al. 2008). With regard to functional organization,

the primate visual system represents one of the most thoroughly

studied cortical systems. Evidence from monkey neurophysiology

and human neuroimaging has identified a series of discrete

cortical regions implicated in the analysis of visual information

(Felleman and Van Essen 1991; Wandell and Winawer 2011). Indi-

vidual regions can be delineated based on the representation of

spatial information in the form of discrete retinotopic maps, with

each visual area containing a quarter- or half-field representation

of contralateral visual space. Based on these criteria, over 25 topo-

graphic regions in occipital, ventral–temporal, parietal, and frontal

cortex have been identified in the human brain (Silver and Kastner

2009; Wandell and Winawer 2011).

One standard approach to studying the human visual system

is to “map” each of these areas in individual subjects and to

subsequently explore the response properties of each area in
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independent experiments. This “region-of-interest” (ROI) ap-

proach is a powerful way to combine data across subjects (Saxe

et al. 2006), under the assumption that each ROI represents a

meaningful and consistent division of cortex. Current neuro-

physiology and neuroimaging techniques provide sufficient spa-

tial resolution to dissociate the responses of individual areas and

both have utilized the ROI approach to characterize the response

properties of different portions of the primate visual system.

Despite its strengths, the retinotopic mapping approach has

significant practical limitations. First, although current fMRI

scanners have sufficient spatial resolution to identify different

visuotopic regions, it is a time consuming and expensive process.

For example, although all retinotopically defined regions reflect a

similar underlying spatial organization, different regions may be

best-identified using different stimuli and experiential para-

meters. Early visual areas are typically mapped with passively

viewed “wedge and ring” stimuli (Sereno et al. 1995; DeYoe

et al. 1996; Engel et al. 1997) with relatively short stimulus cycles

of 24 or 32 s (the length between stimulus position repetitions)

and relatively thick wedges (90°), and can be identified in a

short scan session. Higher order regions with larger receptive

fields, such as TO1/2, VO1/2, and PHC1/2, are better identified

using a longer stimulus cycle (40 or 64 s), thinner wedges (45°),

and typically require a longer scan session (Wandell et al. 2007;

Kolster et al. 2010). Topographic regions of the parietal and front-

al cortices are often identified using a completely differentmem-

ory-guided saccade mapping procedure (Sereno et al. 2001),

which incorporates covert attention, spatial memory, and overt

saccades in a traveling-wave paradigm. Finally, many visual

areas appear to benefit from combining aspects of the twometh-

ods by employing a concurrent covert attention-monitoring task

with a traditional wedge stimulus (Arcaro et al. 2009; Bressler and

Silver 2010). In total, identifying all of the currently known topo-

graphic regions of the human visual system requires multiple

scanning sessions. Given the expense and availability of fMRI,

this is not always practical.

A second limitation of the retinotopic mapping approach is

comparing results from studies using other methods that are

not easily integrated with fMRI. For example, electrocorticogra-

phy (ECoG) in pre-surgical epilepsy patients and the anatomical

and functional analysis of patients with neurological disorders

or traumatic brain injury provide rich datasets with which to

study the human brain. Anatomical brain scans of these patients

may allow for a transformation of electrode coordinates or lesion

sites into standard space (e.g., Talairach or MNI space), but it is

often not feasible to obtain detailed retinotopic mapping of the

patient’s brain (but see, e.g., Konen et al. 2011; Parvizi et al.

2012). Thus, there are practical limitations to relating results

from studies using these methods to retinotopically defined cor-

tical organization.

One way to address these limitations is to create an atlas in a

standard space that links individual points in that space with

functionally defined regions. Given the anatomical and function-

al variability across subjects, this atlas should be “probabilistic,”

in that it defines the likelihood of a given coordinate being asso-

ciated with a given functional region. Such an atlas could be used

to infer the topographic location in the visual system for the re-

sults obtained from any independent dataset once transformed

into the same standard space as the atlas. This approach has re-

cently been advanced for cortical parcellation schemes based on

the quantitative analysis of cytoarchitecture in post-mortem

human brains (Schleicher et al. 2005).

In the current study,wedescribe 2 suchprobabilistic atlases of

25 topographically defined regions, covering 22 areas of the

human visual system. Each region was defined in individual sub-

jects and transformed into one of the two standard spaces: a cor-

tical surface alignment to a standard surface space (Buckner40

template in Freesurfer; Fischl, Sereno, Tootell et al. 1999) or a

nonlinear volume normalization to MNI space (Collins et al.

1994; Andersson et al. 2007). We carried out a constellation of

analyses to quantify the characteristics of the atlases and valid-

ate themwith respect to the areas defined in individual subjects.

Compared with the volume-based atlas, the surface-based atlas

was relatively better at preserving the spatially topologic struc-

ture across the visual system and aligning to topographic areas

defined in novel subjects. Moreover, the atlas was also successful

at predicting the pattern of functional connectivity across all vis-

ual regions from resting-state data. These atlases will be made

freely available in formats that are compatible with several

major fMRI analysis packages (e.g., FSL, AFNI, and SUMA; see

www.princeton.edu/~napl/vtpm.htm).

Materials and Methods

Subjects

Fifty-three human subjects (31 males) gave informed written

consent for participation in this study. All subjects except for

one reported that they were right-handed (one left-handed),

had normal or corrected-to-normal vision, and were in good

health with no history of neurological disorders. All subjects par-

ticipated in 1 or 2 scan sessions for standard retinotopicmapping

and/ormemory-guided saccademapping. Table 1 shows the final

number of subjects whose data contributed to every ROI defined

in the probabilistic atlas. In total, the current dataset was col-

lected over several years, although multiple scanning sessions

for any individual subject occurred within a few months of

each other. Twelve subjects additionally participated in a separ-

ate scanning session to acquire a task-free (i.e., resting-state) da-

taset. All procedures were approved by the Institutional Review

Board of Princeton University.

Stimulus Presentation

Stimuli were presented using aMacintosh G4, G5 or Pro computer

(Apple Computers, Cupertino, CA, USA) running MATLAB (The

MathWorks, Natick, MA, USA) and the Psychophysics Toolbox

(Version 3, Brainard 1997; Pelli 1997), or Vision Egg software

(Straw 2008). Visual stimuli were projected from a Powerlite

7250 liquid crystal display projector (Epson, Long Beach, CA,

USA; Allegra setup) or a Hyperion MRI Digital Projection System

(Psychology Software Tools, Sharpsburg, PA, USA; Skyra setup)

onto a translucent screen located at the end of the scanner

bore, which subjects viewed through a mirror attached to the

head coil. The projection covered a circular region of 30° of visual

angle (Allegra setup) or a rectangular region of 28 × 48° of visual

angle (Skyra setup). In all experiments, stimulus presentation

was time-locked to fMRI acquisition via a trigger from the scan-

ner at the start of image acquisition.

Experimental Tasks

Retinotopic Mapping

Standard retinotopic mapping was performed for each subject

using a color and luminance varying flickering checkerboard

stimulus (Swisher et al. 2007; Arcaro et al. 2009). The detailed de-

scription of the design is given elsewhere (Arcaro et al. 2009).

Briefly, subjects performed 3–5 runs of polar angle mapping

and 2 runs of eccentricity mapping, each comprised eight 32 s
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or 40 s stimulus cycles. Subjects maintained central fixation and

performed a dimming detection task either at central fixation or

embedded within the checkerboard stimulus. Polar angle and

eccentricity representations were extracted from separate runs

using standard phase encoding techniques (Bandettini et al.

1993; Sereno et al. 1995; Engel et al. 1997).

Memory-Guided Saccade Mapping

Memory-guided saccade mapping was used to localize topo-

graphically organized areas in parietal and frontal cortex (Kast-

ner et al. 2007; Konen and Kastner 2008). This task incorporates

covert shifts of attention, spatial working memory, and saccadic

eye movements in a traveling-wave paradigm. The detailed de-

scription of the design is provided elsewhere (Kastner et al.

2007; Konen and Kastner 2008). Briefly, subjects had to remember

and attend to the location of a peripheral cue over a delay period

while maintaining central fixation. After the delay period, the

subject had to execute a saccade to the remembered location

and then immediately back to central fixation. The target cue

was systematically moved on subsequent trials either clockwise or

counterclockwise among 8 equally spaced locations. Subjects per-

formed 8 runs, each composed of eight 40 s cycles of the sequence

of 8 target positions. Fourier analysis (Bandettini et al. 1993;

Engel et al. 1997; Sereno et al. 2001) was used to identify voxels

that were sensitive to the spatial position (i.e., polar angle) of a per-

ipheral cue during the task.

Resting State

Twelve subjects also participated in 2 versions of resting state:

(1) fixation and (2) eyes closed. During the fixation scans, subjects

were instructed to maintain fixation on a centrally presented dot

(0.3° diameter) overlaid on a mean grey luminance screen back-

ground for 10 min. During the eyes closed scans, the projector

was turned off and subjects were instructed to keep their eyes

closed for 10 min. Two runs were collected per resting condition

and data from all 4 runs were used for the analysis of the resting-

state data.

Data Acquisition

Data were acquired with a Siemens 3T Allegra scanner using a

standard head coil or a Siemens 3T Skyra scanner using a 16-

channel phased-array head coil (Siemens, Erlangen, Germany).

Functional images were acquired with a gradient echo, echo

planar sequence using an interleaved acquisition. The specific

parameters for each scan session are outlined below.

Retinotopic Mapping

Twenty-five coronal (Allegra) or 31 axial (Skyra) slices covering

occipital, posterior–parietal, and temporal cortex were acquired

(128 × 128 matrix, 256 × 256 mm field of view [FOV], 2 × 2 mm in-

plane resolution, 2 mm slice thickness with 1 mm gap or 3 mm

slice thickness, 2.5 s repetition time [TR], 40 ms echo time [TE],

75 or 90° flip angle [FA]). Scanning at the Allegra used a partial

Fourier factor of 7/8 to sample an asymmetric fraction of k-

space and reduce acquisition time. Scanning at the Skyra used

a generalized auto-calibrating partially parallel acquisition

(GRAPPA) sequence with an acceleration factor of 2.

In addition, an in-plane magnetic field map image (2 × 2 mm

in-plane resolution, 2 mm slice thickness, same gap as function-

al scans, 0.5 s TR, 5.23 or 7.69 ms TE, 55° FA) was acquired to per-

form echo planar image undistortion (Jezzard and Balaban 1995;

Jenkinson 2001). In each session, a high-resolution anatomical

scan (magnetization-prepared rapid-acquisition gradient echo

sequence, MPRAGE; Allegra: 256 × 256 matrix; 256 × 256 mm

FOV; 1 mm isotropic resolution; 2.5 s TR, 4.38 ms TE; 8° FA;

Skyra: 256 × 256 matrix; 240 × 240 mm FOV; 0.9375 × 0.9375 mm

in-plane resolution; 0.9 mm slice thickness; 1.9 s TR, 2.13 ms

TE; 9° FA; GRAPPA acceleration factor of 2) was acquired to facili-

tate alignment of functional data with the cortical surface.

Memory-Guided Saccade Mapping

The scanning parameters (including field map and structural

scan) were the same as for the retinotopic mapping, except we

acquired axial slices covering parietal, frontal, and dorsal

occipital cortex.

Surface Reconstruction

For each subject, 2 high-resolution structural scans (MPRAGE,

same parameters as above) were acquired in one of the scanning

sessions, averaged, and used for cortical surface reconstruction.

Resting State

Thirty-two slices covering the whole-brain were acquired at the

Skyra (64 × 64 matrix, 192 × 192 mm FOV, 3 × 3 mm in-plane

resolution, 3 mm slice thickness, 1.8 s TR, 30 ms TE, 72° FA).

A high-resolution structural scan was acquired for registration

Table 1 Number of subjects contributing to the probabilistic atlas for
each ROI and reference(s) for their border definitions, as used for the
atlas

ROI Subjects

(NLH,NRH)

Reference

Ventral–temporal

V1v 50, 50 Sereno et al. (1995), DeYoe et al.

(1996) and Engel et al. (1997)

V2v 50, 50 Sereno et al. (1995), DeYoe et al.

(1996) and Engel et al. (1997)

V3v 50, 50 Sereno et al. (1995), DeYoe et al.

(1996) and Engel et al. (1997)

hV4 50, 50 Wade et al. (2002)

VO1 50, 50 Brewer et al. (2005)

VO2 49, 49 Brewer et al. (2005)

PHC1 47, 47 Arcaro et al. (2009)

PHC2 43, 46 Arcaro et al. (2009)

Dorso-lateral

V1d 50, 50 Sereno et al. (1995), DeYoe et al.

(1996) and Engel et al. (1997)

V2d 50, 50 Sereno et al. (1995), DeYoe et al.

(1996), Engel et al. (1997)

V3d 50, 50 Sereno et al. (1995), DeYoe et al.

(1996) and Engel et al. (1997)

V3A 50, 50 Press et al. (2001)

V3B 50, 50 Press et al. (2001)

LO1 50, 50 Larsson and Heeger (2006)

LO2 50, 50 Larsson and Heeger (2006)

TO1 48, 43 Amano et al. (2009)

TO2 48, 44 Amano et al. (2009)

Parietal and Frontal

IPS0 31, 31 Konen and Kastner (2008)

IPS1 32, 32 Konen and Kastner (2008)

IPS2 32, 32 Konen and Kastner (2008)

IPS3 32, 32 Konen and Kastner (2008)

IPS4 32, 32 Konen and Kastner (2008)

IPS5 32, 32 Konen and Kastner (2008)

SPL1 32, 32 Konen and Kastner (2008)

hFEF 32, 32 Kastner et al. (2007)
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to surface anatomical images (MPRAGE, same parameters

as above).

Data Analysis

Imaging data were analyzed using AFNI (http://afni.nimh.nih.

gov/afni/) (Cox 1996), SUMA (http://afni.nimh.nih.gov/afni/suma)

(Saad et al. 2004), FSL (http://www.fmrib.ox.ac.uk/fsl/) (Smith

et al. 2004; Woolrich et al. 2009), FreeSurfer (http://surfer.nmr.

mgh.harvard.edu/) (Dale et al. 1999; Fischl, Sereno and Dale

1999) and MATLAB.

Data Preprocessing

Details of the data analysis for the retinotopic and memory-

guided saccade mapping are provided elsewhere (Kastner et al.

2007; Konen and Kastner 2008; Arcaro et al. 2009). Briefly, func-

tional images were slice-time and motion corrected, field map

undistorted, and smoothed with a 2–4 mm full-width half-max

Gaussian kernel. The in-session anatomical volume was aligned

to the unsmoothed functional images to account for subject

movement between functional and anatomical acquisition, and

subsequently the high-resolution anatomical volume used for

surface reconstruction was aligned with the in-session anatomic-

al volume. Both alignments were performed with a 6-parameter

rigid-body transformation without warping or shearing. Since

they were limited to the anatomical volumes, the functional

data were not interpolated at this stage. After alignment, the

smoothed functional volume data were projected to the cortical

surface. Finally, Fourier analysis was used to identify the phase

(i.e., polar angle or eccentricity) at which the stimulus frequency

was represented in the functional time course.

Resting-state fMRI datawere slice-time andmotion corrected.

In preparation for functional connectivity analyses, several add-

itional steps were performed including (1) removal of potential

“spike” artifacts using AFNI’s 3dDespike, (2) temporal filtering re-

taining frequencies in the 0.01–0.1 Hz band, and (3) linear and

quadratic detrending. To minimize the effect of any evoked re-

sponse due to the scanner onset, the initial 20 s (i.e., 11 volumes)

were removed. The average time-series from each of the visual

areas described belowwas extracted into MATLAB for correlation

analyses.

Regions of Interest

The averaged high-resolution structural images were used to re-

construct a cortical surfacemodel for each subject using Freesur-

fer. Polar and eccentricity angle phase maps were projected onto

each subject’s reconstructed surface and borders between differ-

ent ROIs were delineated by reversals in polar angle representa-

tion at or near the horizontal meridian (HM), upper vertical

meridian (UVM), and/or lower vertical meridian (LVM). Although

there have been some approaches to identifying borders of some

topographic areas using automated algorithms, particularly in

early visual cortex (e.g., Dumoulin et al. 2003; Larsson andHeeger

2006), these algorithms either fail or have not been tested for

many higher-order regions. Thus, we used the conventional

approach of drawing are borders by hand. In all cases, at least 2

experimenters experienced in retinotopic mapping drew borders

independently using the same set of published criteria (detailed

below) and subsequently resolved any inconsistencies. The

correspondence between the atlas borders (derived from the

hand-drawn maps, see below) and the group-averaged phase

maps (derived directly from the phase data itself, see below) indi-

cates that the criteria for defining borders was applied consist-

ently across subjects (see Fig. 4 and Supplementary Fig. 4).

We note, however, that a more objective method of marking

visual area borders remains a worthy goal and would potentially

increase the precision for the group-averaged data.

In total, 25 topographic surface areas in each hemisphere

were defined (details below), comprising 8 ventral–temporal

(V1v, V2v, V3v, hV4, VO1, VO2, PHC1, and PCH2), 9 dorsal–lateral

(V1d, V2d, V3d, V3A, V3B, LO1, LO2, TO1, andTO2), 7 parietal (IPS0,

IPS1, IPS2, IPS3, IPS4, IPS5, and SPL1), and one frontal (hFEF)

regions (for review including functional response properties,

see Silver and Kastner 2009; Wandell and Winawer 2011). Note

that ventral (upper visual field) and dorsal (lower visual field)

representations for visual areas V1, V2, and V3 were defined

separately. Thus, the current dataset covers 25 topographic

maps comprising 22 visual regions of human cortex. We use

the termROI to indicate one of the 25 distinct topographic regions

included in our analysis. It should be noted that the grouping of

ROIs as ventral–temporal, dorsal–lateral, etc. in this section and

the results is done for the purpose of organizing the presentation

of the data and should not be taken to indicate distinct informa-

tion processing hierarchies of the visual system.

Figure 1 shows the borders of the 25 ROIs for one example

subject. Table 1 shows the total number of subjects that contrib-

uted data for each ROI, along with references that were used for

ROI border definitions. In this study, we refer to ROIs defined in

an individual subject (i.e., in that subject’s native space) as

“subject-specific” ROIs.

Posterior–Occipital ROIs. Six topographic areas (V1v and V1d; V2v

and V2d; and V3v and V3d) were defined in occipital visual cortex

(Sereno et al. 1995; DeYoe et al. 1996; Engel et al. 1997). For our

atlas, the ventral and dorsal portions of visual areas V1, V2,

and V3 were defined separately. Thus, each region contained a

quarter-field representation of the upper (ventral ROIs) or lower

(dorsal ROIs) contralateral visual field.

Figure 1. Schematic borders of 25 topographic visual regions froma representative

subject. The areas outlined on the inflated cortical surface were delineated in

individual subjects and used to generate the surface-based atlas. Note that

ventral (upper visual field) and dorsal (lower visual field) representations for

early visual cortex areas V1–V3 were defined separately. Note also that the

grouping of ROIs into ventral–temporal (lower legend), dorsal–lateral (middle

legend), and parietal–frontal (upper legend) is only for the purpose of

organizing the presentation of the data and should not be taken to indicate

distinct information processing hierarchies of the visual system. Example polar

anglemaps from individual subjects are presented in Supplementary Figures 1–3.
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For the ventral–occipital regions, V1v extended from anHM in

the fundus of the calcarine sulcus to an UVM forming the border

of V1v and V2v. V2v extended from this UVM to an HM forming

the border of V2v and V3v. The ventral-anterior border of V3v

was formed by a representation of the UVM at the border of

hV4 and VO1. For the dorsal–occipital regions, V1d extended

from an HM in the fundus of the calcarine sulcus to a LVM form-

ing the border of V1d and V2d. V2d extended from this LVM to an

HM forming the border of V2d and V3d. The anterior-lateral bor-

der of V3d was formed by a representation of the LVM at the bor-

der of V3A/B and LO1. All posterior–occipital areas—V1, V2, and

V3—shared a foveal confluence, with the peripheral representa-

tion extending toward the collateral sulcus.

Ventral–Temporal ROIs. Five topographic regions (hV4, VO1, VO2,

PHC1, and PHC2) were defined in ventral–occipital–temporal cor-

texwith their general progression being posterior to anterior. Ad-

jacent and ventral-lateral to the UVM of V3v, hV4 encompassed a

representation of contralateral space that extended to a lateral

border formed by LVF angles. The fovea of hV4 was continuous

with the foveal confluence shared by early visual areas V1–3,

with the peripheral representation extended toward the collateral

sulcus and parallel with the eccentricity map of ventral V1–3. As

observed previously (Hansen et al. 2007; but see Winawer et al.

2010), the anterior border of hV4 was formed by either a continu-

ous representation of the LVM or a discontinuous representation

of the LVM intermixed with an HM representation. We defined

the anterior-medial aspect of this border as the most peripheral

representation that reversed back toward a distinct foveal re-

presentation along the posterior–lateral bank of the collateral

sulcus. Overall, our definition of hV4 is consistent with the

model proposed by Wade et al. (2002), and is distinct from the

topography observed in macaque V4, which contains a quarter-

field representation (Gattass et al. 1988; Wade et al. 2002; Brewer

et al. 2005).

Two cortical areas (VO1 andVO2), each containing a represen-

tation of contralateral space, extended anterior to hV4 (Brewer

et al. 2005; Arcaro et al. 2009). VO1 shared an LVM representation

with hV4. The border between hV4 and VO1 was defined by a re-

versal in eccentricity representation within the periphery (Brew-

er et al. 2005; Arcaro et al. 2009;Witthoft et al. 2013). VO1 and VO2

were located along the posterior–medial fusiform gyrus and

within the posterior portion of the collateral sulcus and shared

anUVM representation along their border. VO2 extended anterior

from this UVM to an LVM, forming the border of VO2 and PHC1.

Along the posterior part of the medial fusiform gyrus, VO1/2 typ-

ically shared a foveal representation that was distinct from the

large foveal confluence shared by V1–3 and hV4. The lateral bor-

der of VO1, abutting hV4, was identified as the peripheral extent

of the eccentricity representation.

Two cortical areas (PHC1 and PHC2), each containing a re-

presentation of contralateral space, were identified anterior to

VO2 (Arcaro et al. 2009). The posterior border of PHC1 was shared

with the anterior border of VO2 at an LVM. PHC1 and PHC2 were

located within the posterior parahippocampal cortex, extending

along the collateral sulcus and flanked by the lingual gyrus and

the posterior portion of the parahippocampal gyrus on one side

and the medial fusiform gyrus on the other side. The border be-

tween PHC1 and PHC2 was defined by a representation of the

UVM. The anterior border of PHC2 was formed by an LVM.

Dorsal–Occipital ROIs. Two cortical areas (V3A and V3B), each con-

taining a representation of contralateral space, were identified

near the transverse occipital sulcus (Tootell et al. 1997; Smith

et al. 1998; Press et al. 2001). Both V3A andV3B extend froma pos-

terior–medial border with V3 at an LVM to an anterior–dorsal

UVM representation. The anterior–dorsal extent of V3A and

V3B forms a border with IPS0/V7 (Tootell et al. 1998; Press et al.

2001). V3A and V3B shared a border that divides a shared

representation of central space that is separate from the foveal

confluence of early visual areas V1–V3.

Lateral–Occipital–Temporal ROIs. Two cortical areas (LO1 and LO2),

each containing a representation of contralateral space, were

identified in lateral–cortex extending fromV3d (Larsson andHee-

ger 2006). The posterior border of LO1 was shared with the anter-

ior-lateral border of V3d at an LVM. LO1 and LO2 were separated

by an UVM representation. LO2 extended anterior-lateral to an

LVM representation at the border of TO1.

Two cortical areas (TO1 and TO2), each containing a represen-

tation of contralateral space, were identified in lateral–temporal

cortex along the medial–temporal gyrus, anterior to LO2

(Amano et al. 2009). The posterior border of TO1 was shared

with the anterior–lateral border of LO2 at an LVM. TO1 and TO2

were separated by an UVM representation. TO2 extended anteri-

orly to an LVM representation. In a subset of subjects, the LVM of

TO1 appeared discontinuous with the LVM of LO2, which might

be consistent with an alternative parcellation of the retinotopic

representation of the medial–temporal lobe described by Kolster

et al. (2010). However, for consistency,we applied the parcellation

scheme of Amano et al. (2009) for all of our subjects.

Parietal ROIs. Seven topographically organized areas (IPS0-5 and

SPL1) were identified in the posterior–parietal cortex (Konen

and Kastner 2008). Each contained a representation of the contra-

lateral visual field and was separated from neighboring areas by

reversals in the progression of the polar angle representation.

The posterior–ventral border of IPS0 (also referred to as V7 in

some studies) was formed by an UVM shared with V3A/B. The

dorsal–anterior border of IPS0 was formed by an LVM shared

with IPS1. IPS1 and IPS2, separated by an UVM, were located in

the posterior part of the IPS. The dorsal–anterior border of IPS2

was formed by an LVM sharedwith IPS3. IPS3 and IPS4, separated

by an UVM, were located in the anterior-lateral branch of the IPS.

Starting at the anterior-lateral extent of IPS4 on an LVM, IPS5 ex-

tended toward the intersection between the IPS and the postcen-

tral sulcus, ending at an UVM. SPL1 branched off the most

superior areas of the IPS at an LVM and extended into the super-

ior parietal lobule ending at an UVM.

Frontal ROIs. One frontal area (hFEF) was defined as a region of

contralateral preference within human FEF (Kastner et al. 2007),

although strict topography within this area was unclear. The

hFEF was located near the junction of the superior branch of

the pre-central cortex and the caudal superior frontal sulcus. In

this study, we did not include another frontal cortex region,

PreCC/IFS, reported in our previous study (Kastner et al. 2007)

because it showed a large degree of variability across subjects,

although some indication of this region was apparent in the

group-averaged phase map displayed in Figure 4C (arrowheads).

Atlas Generation

Two types of visual probabilistic atlases were generated: a sur-

face-based atlas (SBA) and a volume-based atlas (VBA). In order

to transfer the subject-specific ROIs to a standardized coordinate

system, we normalized each individual structural volume to a

template in one of the 2 standard spaces as outlined below.
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Surface-Based normalization. The reconstructed cortical surfacewas

individually warped to the Buckner40 template in Freesurfer

(Fischl, Sereno, Tootell et al. 1999) and then resampled in SUMA

using an icosahedral shape to generate a standard mesh with a

constant number of co-registered nodes (Argall et al. 2006).

Subsequently, ROIs were converted from individual surface

space to the standard-mesh surface using nearest-neighbor

interpolation.

Volume-Based normalization. The individual high-resolution struc-

tural volume was spatially normalized to a standard template in

MNI space (Collins et al. 1994) using a nonlinear transformation

implemented by FSL’s FNIRT (Andersson et al. 2007). The non-

linear transformation parameters were then applied to the indi-

vidual volume ROIs projected from the surface.

Full andmaximum probability maps.The following description is for

the SBA, and thus refers to “nodes” on the cortical surface. The

same algorithm was applied to the VBA, in which case “nodes”

can be replaced by “voxels.”

After normalization to standard space, corresponding ROIs

from every subject were superimposed. For each ROI, a full prob-

ability map (FPM) was generated by dividing, at each particular

node (i.e., coordinate), the number of times that location be-

longed to that ROI by the number of subjects included for that

ROI. Hence, the probability values represent the likelihood that

any node in the SBA would be classified as part of a given visual

area.

Next, a maximum probability map (MPM) was calculated for

each node by comparing the probabilities of all areas at that

node and assigning the node to the area with the highest prob-

ability. To avoid extensive spreading of the MPM into regions of

cortex that had low probabilities for all possible ROIs, we first

added up the probability values for a node across all ROIs (inclu-

sion) and compared this sum to the probability of that node being

outside our visually defined areas (exclusion). If the probability

of inclusion exceeded exclusion, the node was determined to

be in a visual area; otherwise, it was discarded from the MPM.

For each included node, the probability values were compared

across ROIs and the node was assigned to the most likely ROI

(Fig. 3A).

Group-averaged phase map. To complement the probabilistic at-

lases, which were created based on the overlap of discrete ROIs

within standardized space, we also generated a group-averaged

phase map for the retinotopy and memory-guided saccade

tasks. Phase values for individual subjects weremanually shifted

and scaled to account for differences in stimulation parameters.

The resulting phase values were then transformed into standard

surface space. For each node in standard space, we calculated the

circular mean and variance of the phase values across subjects.

Atlas characterization

ROI size. The average regional surface area for the subject-specific

surface ROIs and the corresponding MPM ROIs of the SBA was

measured and compared with each other in the left and right

hemispheres, separately. As therewere no significant differences

across hemisphere (see Supplementary Fig. 5), we present data

averaged over corresponding ROIs in the 2 hemispheres for this,

and all subsequent analyses. A similar quantification of ROI size

in volume space was performed for subject-specific volume ROIs

and the corresponding MPM ROIs of the VBA.

Peak probability value. The peak probability was defined as the

highest value in the FPM across all nodes for a given ROI.

Central tendency. To quantify the overlap between ROIs in the

MPM and FPM, we compared the overall probability distribution

(Po) for the FPM of a given ROI with the mean probability distri-

bution (Pm) for all nodes of the MPM of a given ROI. This meas-

ure is referred to as the central tendency (Eickhoff et al. 2007),

defined as:

Pi;j ¼
Pm;i

Po;j
; i ¼ 1; : : :; 25; j ¼ 1; : : :;25

where Pm,i is the average full probability across all nodes of the

ith ROI in the MPM and Po,j is the average full probability across

all non-zero nodes in the jth FPM. This yielded a central ten-

dency matrix (25 × 25), in which many off-diagonal elements

were expected to be zero (e.g., we do not expect any overlap

between the FPM of V1v and the MPM of hFEF). A high Pi,j
(e.g., >1) consequently indicates that the ith ROI in the MPM is

at a central location with respect to the jth ROI in the FPM,

whereas a small Pi,j (e.g., <1) indicates overlap at a more periph-

eral location.

Blurring metric. As described above, we generated the FPM by

superimposing the corresponding ROIs from individual subjects

in standard space. If ROIs from all subjects cover exactly the

same nodes in standard space, the pooled volume (i.e., total

region with non-zero values in the FPM) will be equal to the indi-

vidual volumes. Conversely, if the nodes of an ROI vary widely

across subjects, the pooled volume will be substantially larger

than the individual volumes. We quantified the expansion of

the ith ROI using a blurring metric (Fischl, Sereno, Tootell et al.

1999), defined as

Vi ¼ 100% ×

Ai;pooled �
�Ai

�Ai

where Ai,pooled is the pooled volume of the ith ROI across all

subjects and Ᾱi is the mean volume of the ith ROI across all sub-

jects. This measure was expected to be highly correlated with

the peak probability value; an ROI with small blurring metric,

and thus high overlap across subjects, will have a large peak

probability value. As atypical subjects, in terms of the anatom-

ical location of their ROIs, may affect the pooled volume, we

also calculated the blurring metric after first excluding portions

of the pooled volume that overlapped with fewer than 5% of all

subjects.

Anatomical variability. The probabilistic atlases of functionally de-

fined regions capture variability both in the functional–anatom-

ical correspondence across subjects (i.e., the consistency of a

given ROI location with respect to major gyri and sulci), as well

as the ability of the spatial normalization algorithm to align the

anatomy of individual subjects (i.e., the alignment of gyri and

sulci across subjects). Since the functional–anatomical variance

is confounded with the anatomical variance, the anatomical

variance may affect the FPM and peak probability values men-

tioned above. For example, poor alignment of certain gyri and

sulci in standard space will lead to poor overlap of nearby func-

tional ROIs in the vicinity of those structures. Anatomical vari-

ance is reflected in the mutable location of gyri and sulci during

normalization, which we quantified as the variance of the gyral-
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sulcal convexity across subjects in standard surface space (Fischl,

Sereno, Tootell et al. 1999).

Atlas validation

Leave-one-out validation. To validate the FPM for use with novel

subjects, we calculated the central tendency metric (see above)

between ROIs in the FPM and ROIs defined in single-subjects.

For each subject, we regenerated the FPM (and MPM, see below)

after first excluding that subject from the atlas generation pro-

cedure. We then calculated the central tendency metric between

every ROI in the leave-one-out FPM with every subject-specific

ROI. To assess significance, we compared the mean central ten-

dency across subjects for the corresponding ROIs in the subject-

specific space and the leave-one-out FPM with the central ten-

dency for all other FPM ROIs.

To validate theMPM for usewith novel subjects, we compared

the proportion of overlap betweenROIs in the leave-one-outMPM

and ROIs defined in single-subjects. Proportion overlap was de-

termined with respect to (i.e., the denominator) the volume of

the subject-specific ROIs, although using the volume of the

MPM ROI yielded similar results. To assess significance, we com-

pared themean overlap across subjects for corresponding ROIs in

the MPM and the subject-specific map with the overlap for all

other subject-specific ROIs. A complementary analysis compar-

ing overlap with the corresponding ROI and all other ROIs in

the MPM yielded similar results.

Phase histograms. For each subject, we overlaid the leave-one-out

MPM excluding that subject and the subject’s individual phase

maps from the localizer scans. To define the visual field coverage

for each ROI in the MPM, we extracted the phase values from the

memory-guided saccade task (IPS0-5, SPL1, and hFEF) or the reti-

notopy task (all other ROIs). For a given ROI, the total amount of

the coverage from all subjects was concatenated and converted

into a polar histogram. These data depict the probability of cover-

age of each part of the visual field for a given MPM ROI projected

to a novel subject.

Resting-state functional connectivity. Functional connectivity, de-

fined as the temporal correlation between spatially remote

areas (Friston et al. 1993), is a useful metric for assessing large-

scale cortical organization (Cohen et al. 2008; Yeo et al. 2011).

However, recent evidence indicates that inaccurate ROIs can

have a detrimental effect on connectivity estimates (Smith

et al. 2011), particularly in resting-state functional connectivity.

In contrast to parcellating functional imaging data based on a

structure-based atlas (e.g., automated anatomical labeling

template; Tzourio-Mazoyer et al. 2002), whichmay not accurately

reflect the functional subdivisions of cortex, the MPM in this

study provides functionally defined areal boundaries. These

functional divisions can be used to extract the time series from

visual ROIs for functional connectivity analysis. For 12 subjects,

the mean time series from each run was extracted from each

ROI. For each hemisphere, inter-regional functional connectivity

was calculated as the temporal correlation for all pairwise ROIs.

Subsequently, correlation values were averaged across both

hemispheres and the 4 resting-state runs, and Fisher trans-

formed. For this analysis, ROIs were defined from the SBA, VBA,

or subject-native space. Furthermore, the SBA and VBA were re-

created in a leave-one-out procedure by excluding the test sub-

ject (see above). We excluded ROIs that did not yield a sufficient

number of voxels in both atlases at the resolution of the resting-

state functional data.

Results

We generated a probabilistic atlas of 25 topographic maps cover-

ing 22 visual areas of the adult human brain (Table 1, Fig. 1 and

Supplementary Figs 1–3) in 2 standard spaces. Below, we first de-

scribe the atlas generation process and make some qualitative

and quantitative comparisons of the SBA and VBA. We then

validate the use of the atlases with novel subjects using a

leave-one-out cross-validation method.

Atlas Generation

Full Probability Map

We defined 25 topographic regions in individual subjects based

on the representation of visual space as obtained from standard

retinotopic mapping and memory-guided saccade mapping.

Data from individual subjects were transformed into one of the

two standard spaces: the Buckner40 standard surface space

(Fischl, Sereno and Dale 1999) or MNI volume space (Collins

et al. 1994). Within the standard space, data from individual sub-

jects were superimposed and each ROI was delineated as a prob-

ability cluster, with each node (surface space) or voxel (volume

space) reflecting the likelihood of being assigned to that ROI

across subjects. The FPM captures the variance of ROI position

across all subjects, with higher values representing regions of

common overlap. An example probability map of V1d is dis-

played in both the standard surface (Fig. 2A) and volume

(Fig. 2B) spaces. The color-coded nodes in the SBA (or voxels in

the VBA) denote the likelihood of that node being assigned to

V1d across our pool of subjects. In general, higher probabilities

are located more centrally within the full distribution. The full

range of possible probabilities is 0 to 100%, although there is a

large variability across the ROIs. For example, the early visual

area V1d shows a peak probability of 100%, whereas the high-

order area IPS4 shows a peak probability of ∼44% for the SBA.

Maximum Probability Map

Whereas the FPM captures the variance of ROI position across all

subjects, the MPM, with each point in standard space assigned to

themost probable region, provides a summary of the topographic

organization across the population. The black line in Figure 2

denotes the border of the MPM for V1d. Because the MPM is a

function of the FPMs for all ROIs (see below) and the FPMof neigh-

boring ROIs overlap to some extent, the MPM is necessarily smal-

ler than the FPM for any given ROI.

The algorithm for obtaining the MPM is schematically

presented in Figure 3A, with 2 hypothetical ROIs shown in red

(region R1) and blue (region R2). In this example, for any one

voxel i, the probability of being assigned to either region R1,

region R2, or outside of all defined topographic regions is 35, 25

and 40%, respectively. Clearly, the total within visual area prob-

abilities (R1 + R2 = 60%) shows a higher probability than the out-

side visual area probability (40%). Comparing the probabilities

for region R1 with region R2 directly (35 vs. 25%) leads to a final

assignment of this voxel to region R1 in the MPM.

The MPM was generated separately for the standard surface

(Fig. 3B) and volume (Fig. 3C) spaces. The topological organization

and anatomical locations of the visual areas from the MPM are

consistent with the topography observed for individual subjects

(compare Fig. 3B with Fig. 1) (Silver and Kastner 2009; Wandell

and Winawer 2011). The consistency between ROIs in the atlas

MPM (and FPM) and subject-specific ROIs is quantified below

(see Atlas validation).
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Group-Averaged Phase Map

TheMPMand FPMdescribed abovewere generated from the over-

lap of discrete ROIs from many subjects in standard space. As a

comparison, we also generated group-averaged phase maps for

the retinotopy (Fig. 4A, B and Supplementary Fig. 4) and mem-

ory-guided tasks (Fig. 4C). These maps depict the polar angle

phase values associated with each node in the standard surface

space averaged across subjects. Only those nodes that have a

variance less than or equal to 0.80 (retinotopy task, Fig. 4A,B) or

1.20 radians (memory-guided saccade task, Fig. 4C; retinotopy

task, Supplementary Fig. 4) are displayed. In addition, borders

between adjacent ROIs derived from the MPM are displayed for

comparison (see Fig. 3B).

Most notably, regions of cortex showing the most consistent

phase values across subjects (i.e., those nodes with low variance

and which are displayed in Fig. 4) are well captured by the MPM.

Exceptions to this observation in early visual cortex for themem-

ory-guided saccade task (Fig. 4C) are expected, given that this task

specifically avoids stimulation of the center ∼10° of space. Like-

wise, exceptions in the parietal cortex for the retinotopy task

(Fig. 4A) are not surprising, given that the stimulus parameters

for this task are not optimized formapping these regions. Regard-

less, consistent phase representations in parietal regions covered

by the MPMwere evident when using a less conservative thresh-

old (1.20 radians, Supplementary Fig. 4).

Although the borders of Figure 4 are derived from the MPM,

and not the group-averaged phase map itself, there is generally

good alignment between the expected phase reversals and the

group-averaged phase map. This was especially true for lower-

order regions, such as V1–V3. Average phase values for higher

order regions, such as LO1-TO2, VO2-PHC2, and IPS3-5, are gener-

ally located near the HM, indicating a clear contralateral bias in

these areas, but more variability with respect to the precise loca-

tion of the phase reversals with respect to the underlying anat-

omy. This is consistent with the quantitative analysis of the

FPM and MPM presented below.

It is worth noting that the topographic region of the frontal

cortex called PreCC/IFS (2007), which was excluded from the

probabilistic atlas due to high inter-subject variability, was

apparent in the group-averaged phase maps (see arrowheads in

Fig. 4C). Finally, the apparent topographic map on the medial

surface (see arrowheads in Fig. 4B) likely represents activity

from the thalamus (Schneider et al. 2004) that is being captured

by the cortical surface models. We verified that this was the

case by visual inspection in individual subjects.

Atlas Characterization

ROI size

Figure 5 illustrates the average size and variance of the subject-

specific ROIs and the MPM ROIs from the SBA (ROI surface area,

Fig. 5A) and VBA (ROI volume, Fig. 5B). The corresponding data

separated by hemisphere are shown in Supplementary Figure 5.

ROI size varied widely across different ROIs, but the pattern did

not significantly differ across hemisphere for either the single-

subject (surface: P = 0.50; volume: P = 0.46, paired t-tests) or the

MPM (SBA: P = 0.74; volume: P = 0.42, paired t-tests). As such, we

present data averaged over corresponding ROIs in the 2 hemi-

spheres for this and all subsequent analyses. Linear correlation

analysis across all ROIs indicates that the amount of ROI size

and variability from the 2 MPM atlases showed a similar trend

as seen for the subject-specific ROIs (SBA: r = 0.81, P < < 0.001;

VBA: r = 0.72, P < 0.001).

Figure 5C shows a direct comparison between the MPM ROI

size of the SBA and VBA as a percentage of the single-subject

ROI size. For every ROI, the size of the MPM ROI in the SBA was

closer to that of the single-subject ROI size than for the VBA.

This difference in MPM ROI size as a percentage of the single-

subject ROI size for the SBA and VBA was highly significant

(P << 0.001, paired t-test). Still, the area of some ROIs from the

SBA MPM showed considerable departures from the mean area

for the subject-specific ROIs, such as TO2, PHC1/2, IPS4, IPS5,

SPL1, and hFEF. This reflects the fact that the MPM highlights

the region ofmaximal overlap between subjects, which is smaller

for ROIs showing larger anatomical location variability across

subjects. This observation is further explored in the analyses

presented below.

Figure 2. An exemplary FPM of the right hemisphere V1d. The color-coded nodes

in the SBA (A) and voxels in theVBA (B) denote the probability of thatnode or voxel

being assigned to the right V1d across subjects (n = 50). The probability gradually

increases from blue to red indicated by the color scale. In both panels, higher

probabilities are located more centrally within the full distribution accounting

for the majority of the variance in anatomical location across subjects (see

central tendency measure for more details). For comparison, the black line

denotes the border of the MPM for V1d, which is a function of the FPMs for all

ROIs (see Fig. 3).
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Peak Probability Value

The peak probability value from the SBA and VBA (Fig. 6) aver-

aged over 2 hemispheres showed large variability across ROIs.

For example, the peak probability changed from ∼100% in the

early visual areas (e.g., V1v) to ∼60% in the ventral medial visual

areas (e.g., PHC2) to∼40% in the anterior parietal cortex (e.g., IPS5)

for the SBA. Consistentwithmultiplemetrics outlined below, this

finding indicates that the variability in the alignment of ROIs in

standard space increased formore anterior regions. Furthermore,

we found that peak probability values from the SBAwere globally

higher than those from the VBA (P << 0.001, paired t-test) suggest-

ing better alignment of ROIs across subjects in the standard

surface space.

Central Tendency

We characterized how well a given ROI in the MPM of the SBA

(Fig. 7A) and VBA (Fig. 7B) aligned with the full probability distri-

bution using a central tendency metric. Both figures show that

the highest central tendency values were always located along

the diagonal of the MPM ROI × FPM ROI matrix, with decreasing

values away from the diagonal. This indicates that all the ROIs

in the bothMPMswere located at the center of the corresponding

FPM. In contrast to ventral–temporal and dorsal–lateral visual

areas, some parietal visual areas (e.g., anterior regions IPS3-5

and SPL1) exhibited more spread to off-diagonal elements,

although even in these cases, the highest values were still con-

sistently located along the diagonal. This implies that one par-

ietal ROI in the MPM may be located at the periphery of the FPM

of neighboring areas. This spread was most prominent in the

VBA, compared with the SBA and is consistent with the observa-

tions from the peak probability value presented above indicating

less consistency in the alignment of ROIs in standard space for

anterior regions.

Blurring Metric

Figure 8A shows a comparison of the blurringmetric for each ROI

in the SBA and VBA. The blurring metric indicates the extent of

expansion of the pooled ROI size over all subjects relative to the

Figure 3.MPMof visual topography. (A) Schematic presentation of the algorithm for generating theMPM. For the ith element, the probability of being assigned to region R1

(red), regionR2 (blue) andoutside visual topography (white) is 35, 25 and 40%, respectively. First, we combined the probability arranged in visual topographic areas together

and compared with the outside one. Then choosing themaximumprobability over all candidates within visual topography takes the ith element to be assigned to region

R1.MPMs are displayed in both surface (B) and volume (C) space. Each color-coded area denotes a specific visual ROI. The surfaceMPM (B) shows the same overall structure

as seen in individual subjects (see Fig. 1). The color map is the same for both surface and volume space.
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mean ROI size across subjects. It also reflects the functional–

anatomical variance across the ROIs to some degree (see

below). A blurring metric value of zero for a given ROI indicates

perfect overlap for that ROI across subjects in standard space;

high values indicate more variability in the standard-space

position of an ROI across subjects. We found relatively low

blurring metric values in early visual areas (e.g., V1v), relatively

higher values in the lateral–occipital cortex (e.g., LO1/2), and

much higher values in the anterior parietal cortex (e.g., IPS4).

Consistent with previous analyses (e.g., peak probability value,

Fig. 6), the lower blurringmetric values for posterior ROIs indicate

that there was relatively more consistent alignment of posterior

regions compared with anterior regions in standard space. As

expected, the blurring metric showed an inverse correlation

with the peak probability value (SBA: r = −0.96, P << 0.001; VBA:

r =−0.87, P << 0.001).

In every case, the blurringmetric for a given ROI was lower for

the SBA compared with the VBA, leading to a highly significant

difference (P << 0.001, paired t-test). Again, consistent with the

analysis of peak probability, this suggests that the standard sur-

face space provided better alignment of topographic ROIs across

subjects.

Given that the blurring metric includes a measure of the

pooled ROI size across all subjects, it may be sensitive to atypical

anatomical locations of an ROI in a particular subject. To verify

that this did not contribute to our results, we recalculated the

Figure 4. Group-averaged phase maps and comparison with MPM. Average phase values across subjects for dorsal–lateral (A) and ventral–temporal (B) regions obtained

from the retinotopy task, and parietal and frontal regions (C) obtained from the memory-guided saccade task. The color code indicates the region of the visual field to

which each surface node responded best, on average, across subjects. Data are only shown for nodes with a variance less than or equal to 0.80 (retinotopy task, A and

B) or 1.20 radians (memory-guided saccade task, C; see also Supplementary Fig. 4 for retinotopy task). ROI labels and borders between neighboring areas are derived

from the MPM (see Fig. 3B). White lines denote area boundaries, defined in individual subjects as phase reversals at or close to the upper vertical (dashed red), lower

vertical (dashed blue), or horizontal (dashed green) meridians. Dashed black lines indicate borders based on eccentricity representations or the outline of hFEF. Note

that because the borders are derived from the MPM, the dashed colored lines indicated the expected phase reversals, not phase reversals derived from the group-

averaged phase maps themselves. Arrowheads in (B) indicate activity that is likely derived from the thalamus (Schneider et al. 2004). Arrowheads in (C) indicate the

region that is likely the PreCC/IFS, previously reported by Kastner et al. (2007).
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blurring metric after first eliminating portions of the pooled vol-

ume that overlapped with fewer than 5% of all subjects (Fig. 8B).

Although this lead to overall lower blurring metric values, it did

not change the pattern observed across ROIs or between the

SBA and VBA.

Anatomical Variance

The alignment of topographic regions from individual subjects

within standard space is a function of both the functional–

anatomical correspondence across subjects (i.e., the consistency

of a given ROI location with respect to major gyri and sulci), as

well as the ability of the spatial normalization algorithm to

align the anatomy of individual subjects (i.e., the alignment of

gyri and sulci across subjects). Thus, we explored the relationship

between anatomical and functional variance contributing to the

probabilistic atlas.

For the SBA, individual cortical surfaces were warped to

a standard surface space (Buckner40 template; Fischl, Sereno,

Tootell et al. 1999). Figure 9A shows the mean convexity across

subjects in standard surface space. In general, the major sulci

and gyri were well aligned across all subjects. Independent of

functional variability, the variance measured by cortical convex-

ity allows us to quantify anatomical variability at a node-wise

level. Figure 9B shows the variance in convexity across subjects

in standard surface space. In general, lateral–occipital, –parietal,

and –anterior prefrontal cortex showed relatively high anatomic-

al variance, while ventral–temporal, medial–occipital, and

medial–prefrontal cortex showed relatively low anatomical vari-

ance. Consistently, the mean convexity variance of each visual

ROI showed a similar pattern (Fig. 9C), with higher anatomical

variability in middle temporal and parietal regions than near

the calcarine and collateral sulci.

To a certain extent, anatomical variance may predict func-

tional variance. To test this, we measured the correlation

between the convexity variance and peak probability value

(Fig. 9D) and blurring metric (Fig. 9E) across the ROIs of the SBA,

and found that the two correlation coefficients were highly

significant (r = −0.46, P = 0.02; r = 0.56, P = 0.004, respectively).

The relationship between convexity, blurring metric, and peak

probability values suggests that higher anatomical variability

leads to less overlap of ROIs across subjects in standard space.

It is important to note that anatomical variance within any

given standard space is a function of the algorithm used to trans-

form individual subject data into that space. Future improve-

ments in anatomical correspondence between individual

subjects would likely improve the quality of functional atlases

such as our own.

Atlas Validation

Individual ROI and Atlas Overlap

Generally speaking, there are two ways in which the atlas pre-

sented above could be applied to novel subjects (i.e., those who

were not included in the atlas generation process). In an explora-

tory, data-driven analysis, one may wish to determine the most

probable location(s) with respect to visual topography of some

functional activation defined in an individual subject.

Figure 5. Comparison of subject-specific ROI size with that of the MPM in surface

and volume space. (A) Comparison of the surface area of subject-specific ROIs

(gray bars) and the average surface area of the SBA MPM ROIs (MPM, black bars).

(B) Comparison of the volume of subject-specific ROIs (gray bars) and the VBA

MPM ROIs (black bars). In both cases, the largest discrepancies were observed

for higher-order topographic regions. Error bars denote 95% confidence

intervals. (C) A direct comparison of the MPM ROI size for the VBA versus the

SBA, presented as a proportion of the average subject-specific ROI size.

Compared with the VBA, MPM ROI size for the SBA better reflected the subject-

specific ROI size (P << 0.001, paired t-test). Data for individual hemispheres are

presented in Supplementary Figure 5.
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Alternatively, one may wish to test an a priori hypothesis about

the function of a particular visual topographic region. The FPM

is useful for exploratory analyses or interpreting patterns of func-

tional activation (Eickhoff et al. 2007), whereas the MPM is useful

for defining ROIs for hypothesis-driven questions (Eickhoff et al.

2006). To validate the use of the FPM and MPM for these applica-

tions, we used a cross-validation approach in which the atlases

were regenerated after excluding a single test subject and then

quantifying how well the atlas ROIs overlapped with the sub-

ject-specific ROIs of the test subject.

First, we address the question of whether a functionally

defined region from a novel subject (e.g., V1d) would intersect

best with the corresponding region in the leave-one-out FPM

(e.g., V1d), compared with all possible regions of the leave-

one-out FPM (e.g., V1v, V2d, etc.). To do so, we compared the cor-

respondence between the FPM and single-subject ROIs using the

central tendency metric. Figure 10 shows the mean central ten-

dency for all pairwise comparisons of ROIs in the leave-one-out

FPM (vertical axis) and subject-specific ROIs (horizontal axis).

Higher central tendency values indicate better overlap. Mean

central tendency values for corresponding ROIs did not differ

Figure 6. Peak probability values for the FPM. The peak probability value was

calculated for each ROI in both the SBA and VBA. In general, this value was

higher in SBA than VBA across all ROIs (P << 0.001, paired t-test).

Figure 7. Central tendencymetric in surface (A) and volume (B) based atlases. For all panels, the highest values consistently fall along the diagonal, with values gradually

decreasing away from the diagonal. For convenience, data are divided into 3 groups of ROIs (ventral–temporal, dorsal–lateral and parietal areas). Note, however, thatV1d is

includedwith ventral–temporal ROIs, andV3a andV3b are includedwith parietal ROIs so that all neighboring ROIs (i.e., those that share a border) can be directly compared

in at least one of the panels. The frontal region hFEF is not displayed because no other ROIs in the atlases border hFEF and thuswe donot expect any non-zero off-diagonal

values for hFEF.
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significantly across the SBA (M = 1.89, SD = 0.20) and VBA (M =

1.93, SD = 0.29; P = 0.45, paired t-test). For both the SBA and the

VBA, the highest values were always found for the comparison

of corresponding ROIs (diagonal of Fig. 10). For each subject-spe-

cific ROI, we compared the central tendency for the correspond-

ing ROI in the FPM with all other ROIs in the FPM (i.e., column-

wise comparisons in Fig. 10) using Dunnett’s correction for mul-

tiple comparisons following an ANOVA. For the SBA, the central

tendency calculated between a subject-specific ROI and the

same ROI in the atlas (i.e., diagonal of Fig. 10) was significantly

higher than all other ROIs in the atlas, with the exception of

IPS4 (confusable with IPS3;, i.e., higher but not significant [n.s.])

and IPS5 (confusable with IPS4, n.s.). The same was true for the

VBA, with the exceptions being IPS3 (confusable with IPS4, n.s.),

IPS4 (higher for IPS5, n.s.) and IPS5 (confusable with IPS4, n.s.).

Thus, the FPM was a useful predictor of visual topographic re-

gions in novel subjects, with slight local confusion (i.e., neighbor-

ing ROIs) in the anterior IPS. These confusions are likely due to

the high anatomical variance across subjects in these regions

(Fig. 9).

Next, we address the question of how well the leave-one-out

MPM can be used to define visual topographic regions of interest

in novel subjects. In other words, will an ROI in the MPM (e.g.,

V1d), when applied to a novel subject, overlap best with the

same ROI in that subject (e.g., V1d) compared with all possible

visual topographic regions in that subjects (e.g., V1v, V2d, etc.)?

To address this question, we compared the proportion overlap

between MPM ROIs and single-subject ROIs. Specifically, we cal-

culated the proportion of a single-subject ROI volume that over-

lapped with each ROI of the MPM. In other words, overlap was

quantified with respect to (i.e., the denominator) the single-

subject ROI. Figure 11 shows the proportion overlap for all pair-

wise comparisons of ROIs in the leave-one-out MPM (vertical

axis) and the subject-specific ROIs (horizontal axis). A direct

comparison of the SBA and VBA revealed that the proportion

overlap for corresponding ROIs was significantly higher for the

SBA (M = 0.41, SD = 0.23) than for the VBA (M = 0.22, SD = 0.16;

P << 0.001, paired t-test). For both the SBA and the VBA, the best

overlap was usually found for the comparison of corresponding

ROIs (diagonal of Fig. 11). For each ROI in the MPM, we compared

the proportion overlap for the corresponding subject-specific ROI

with all other subject-specific ROIs (i.e., row-wise comparisons in

Fig. 11) using Dunnett’s correction for multiple comparisons fol-

lowing an ANOVA. For the SBA, the proportion overlap calculated

between a subject-specific ROI and the same ROI in the atlas (i.e.,

diagonal of Fig. 11) was significantly higher than all other ROIs in

the atlas, with the exceptions being IPS4 (higher for IPS3, n.s.),

and IPS5 (higher for IPS4, n.s.). The same was true for the VBA,

with the exceptions being IPS3 (confusable with IPS4, n.s.), IPS4

(confusable with IPS2 and SPL1, n.s.; higher for IPS5, n.s.; signifi-

cantly higher for IPS3, P < 0.05), and IPS5 (confusable with IPS1

and IPS2, n.s.; higher for IPS4, n.s.; significantly higher for IPS3,

P < 0.05).

The results from the proportion overlap analyses demon-

strate that the MPM was a useful predictor of visual topographic

regions in novel subjects, with some local confusion (i.e., neigh-

boring ROIs) for higher-order regions, especially in the anterior

parietal cortex. As with the analysis of the FPM (leave-one-out

central tendency, see above), these confusions and exceptions

are likely due to the high anatomical variance across subjects

in these regions (Fig. 9) and, in addition, the relatively small vol-

ume of these ROIs in the MPM (Fig. 5). Although there were more

instances of confusion for the comparison of the MPM (propor-

tion overlap) with single-subject ROIs compared with the FPM

(central tendency), this should be expected given the necessary

exclusion of information by converting the continuous FPM to a

discrete MPM.

Overall, the results of the cross-validation analysis show that

the visual topographic probabilistic atlases described here can be

successfully used to interpret the location of functional activa-

tion in novel subjects or to define a priori estimates of visual

topographic regions in individual subjects.

Phase Histograms

Although the probabilistic atlas we present is designed to provide

information at the spatial scale of entire topographic ROIs, it is

useful to consider how the atlas captures the more fine-grained

polar coordinates of the visual field. To do so, we projected the

leave-one-out MPM from the SBA onto the cortical surface of

the excluded subject. For each ROI in the MPM, we extracted the

phase values from the memory-guided saccade task (IPS0-5,

SPL1, and hFEF) or the retinotopy task (all other ROIs). Phase

values were concatenated across all subjects using the leave-

one-out procedure to tally and converted into polar histograms,

Figure 8. Blurringmetric in SBA (A) and VBA (B). The blurringmetric is a measure

of how well ROIs from individual subjects overlap in the standardized space. As

this metric may be sensitive to subjects with atypical ROI locations, we

calculated the blurring metric using a pooled volume defined as the full extent

of the FPM (A) and after first excluding regions that were covered by less than

5% of all subjects (B). In both cases, the blurring metric was always lower for the

SBA and this difference was highly significant across all ROIs (P << 0.001, paired

t-test).
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separately for each hemisphere. As can be seen in Figure 12, all

MPM ROIs projected to regions with a clear contralateral bias of

visual field coverage. In addition, the ventral (Fig. 12A) and dorsal

(Fig. 12B) portion of V1-V3 show clear biases toward the upper

and lower contralateral quadrants, respectively, consistent with

the representation of a single quadrant of the visual field in

these regions (Sereno et al. 1995; DeYoe et al. 1996; Engel et al.

1997). Other expected visual field biases for higher-order regions

based on previous reports from fMRI mapping studies were also

apparent. The ventral–temporal regions hV4- PHC2 (Fig. 12A) all

showed an upper-field bias (Larsson and Heeger 2006; Hansen

et al. 2007; Arcaro et al. 2009; Kolster et al. 2010; Winawer et al.

2010). In contrast, LO1 and LO2 (Fig. 12B) showed a lower-field

bias (Larsson and Heeger 2006; Kolster et al. 2010). Finally, the

IPS regions IPS0-1 and SPL1 (Fig. 12C) showed some ipsilateral

coverage, although this was still a small proportion in compari-

son with the contralateral coverage in these regions. Overall,

these data provide further evidence that MPM is a useful

predictor of visual topographic regions in novel subjects.

Resting-State Functional Connectivity

Weevaluated the quality of the SBAandVBAusing a resting-state

fMRI dataset acquired from 12 subjects. We calculated functional

connectivity between any two atlas-based visual ROIs as well be-

tween any two subject-specific ROIs. For this analysis, the SBA

and VBA were recreated by leaving out the test subject (see

above). Themean time series was extracted from each ROI before

calculating inter-regional functional connectivity and then aver-

aged across both hemispheres and sessions.

Given the fact that the SBA better preserved the visual topo-

graphic structure relative to the VBA, we hypothesized that func-

tional connectivity matrix derived from the SBA would show a

more similar pattern to one from the single-subject ROIs (i.e., in

the subject’s native space) than one from the VBA. Figure 13

shows 3 connectivity matrices for a representative subject

(Fig. 13A–C) and for the group average (Fig. 13D–F) for the SBA

(Fig. 13A,D), single-subject ROIs (Fig. 13B,E), and VBA (Fig. 13C,F).

Globally, the connectivity pattern from both the SBA (individual:

r = 0.93, P << 0.001; group: r = 0.96, P << 0.001) and VBA (individual:

r = 0.80, P << 0.001; group: r = 0.87, P << 0.001) were significantly

correlated with the single-subject ROIs, as measured by spatial

correlation. However, we found the similarity between the con-

nectivity patterns from the SBA and single-subject ROIs was sig-

nificantly higher than those between the VBA and single-subject

ROIs based onMeng’s z-test (Meng et al. 1992) (individual: z = 8.39,

P < 0.001; group: z = 11.95, P < 0.001). These results show that the

MPM of the SBA is more representative of visual topography in

individual subjects than that of the VBA.

Discussion

Wedescribe a probabilistic atlas of topographically defined visual

areas of the human brain. Twenty-five topographic regions, cov-

ering 22 visual areas (with V1–V3 separated into ventral and dor-

sal portions), were defined in individual subjects using standard

mapping procedures. Data from individual subjectswere normal-

ized into one of the two standard spaces based on anatomical

transforms: the Buckner40 standard surface space (Fischl,

Figure 9.The effect of anatomical variance on the surface-basedprobabilistic atlas. Anatomical variancewasquantifiedby sulci and gyri convexity. Thenodal-basedmean

(A) and variance (B) of the convexity are shownon brain surfaces for visualization purposes. The ROI-basedmean variance and standard error of the convexity for each ROI

averaged across both hemispheres in MPM across the subjects is also shown (C). Significant correlations betweenmean convexity variance and peak probability value (D)

and blurring metric (E) were observed across the ROIs. Marker conventions for individual ROIs are as in Figure 5.
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Sereno, Tootell et al. 1999) or MNI volume space (Collins et al.

1994). The FPM captures the distribution of overlap across indi-

vidual subjects for each ROI and characterizes the probability

that any given position in the standard space would be classified

as that ROI. In addition, the MPM provides an estimate of the ROI

showing the most consistent overlap across subjects at each

position within standard space relative to other ROIs in the

atlas. Importantly, we validated the appropriateness of the

atlas by comparing the overlap of the MPM with data from

novel subjects in a leave-one-out cross-validation procedure.

The best overlap between the MPM and the subject-specific

ROIs was consistently between corresponding ROIs.

It should be noted that variability within any given probabil-

istic atlas is influenced by both the functional–anatomical align-

ment of regions across subjects (Hinds et al. 2008; Benson et al.

2012; Witthoft et al. 2013) and the quality of the anatomical

alignment to the normalized space. Not surprisingly, multiple

quantitative measures revealed that early visual areas (e.g.,

V1–3) were better aligned across subjects within the standard

spaces relative to higher-order areas (e.g., IPS4/5). This does not

simply reflect distance from V1. For example, peak probability

and blurring metric values indicate that hFEF displays moderate

inter-subject variability, and LO1/2 displays higher inter-subject

variability than the more anterior TO1/2. Functional alignment

was also better for regions of the ventral–temporal regions (e.g.,

PHC1/2) compared with dorso-lateral (e.g., TO1/2) and anterior

parietal regions (IPS4/5). These results are at least partially

explained by the increased anatomical variability in the anterior

intraparietal sulcus and middle temporal cortex compared with

the calcarine and collateral sulci (Fig. 9). They also highlight

an important point regarding the interpretation of data from

group-level analyses, in particular null results. If one observes a

significant group-level effect in early visual cortex (e.g., V1d, V2d,

and V3d), but not higher-order cortex (e.g., TO1 and TO2), it may

be due to the poorer anatomical and functional alignment in the

higher-order regions. As such, our atlas provides a voxel-wise

quantification of the variance in spatial sensitivity across visual

cortex that can guide the interpretation of group-level analyses.

The atlases provided here can be applied to novel subjects for

both hypothesis-driven and data-driven analyses. In hypothesis-

Figure 10. Leave-one-out validation of FPM. Central tendency calculated for all pairwise comparisons of ROIs in the leave-one-out FPM and ROIs defined in independent

individual subjects for the SBA (A) and VBA (B). For example, V1v of leave-one-out FPM (y-axis) is compared with all subject-specific ROIs (x-axis) in the ventral–temporal

portion of cortex fromV1v to PHC2. For all panels shown, higher values consistently fall along the diagonal, with values gradually decreasing away from the diagonal. This

analysis validates the use of the FPM for use with novel subjects that did not contribute to the atlas generation. Conventions are the same as in Figure 7.
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driven testing, it is important to be able to define corresponding

putative topographic ROIs in individual subjects a priori. In con-

trast, for exploratory analyses, onemaywish to identify the likely

topographical locus of some functional contrast (e.g., cluster

or peak coordinate). In general, the MPM is useful for testing

hypothesis-driven questions (Eickhoff et al. 2006), whereas the

FPM is useful for exploratory analyses or interpreting patterns of

functional activation (Eickhoff et al. 2007). Importantly, cross-

validation procedures demonstrate that both the MPM (Fig. 11)

and FPM (Fig. 10) are generally predictive of single-subject ROIs

for novel subjects that did not contribute to the atlas generation.

The atlases provided here have many practical applications.

First, the probabilistic atlas provides an unbiased approach to

comparing the relative location of different functional activa-

tions with visual topography in meta-analyses. For example,

we recently compared reported coordinates for grasping- and

reaching-related activations from a series of fMRI studies in the

parietal cortex (Konen et al. 2013). We compared these coordi-

nates to the topographic regions of the IPS using our surface-

based probabilistic atlas. In the spirit of the group-averaged

metadata, this allowed an unbiased comparison that was not in-

fluenced by the topographic maps of any one subject. Important-

ly, the location of grasping- and reaching-related activity relative

to the topographic regions as identified from the meta-analysis

was consistent with data from individual subjects, where

detailed topographicmaps and functional activationswere avail-

able for a direct comparison.

A second application of the probabilistic atlas is under condi-

tions in which collecting the data to define maps in individual

subjects is impractical or not feasible. For example, time-

limitations and subject-fatigue both potentially limit the time re-

searchers may be able to spend with patients suffering from

neurological or neuropsychological disorders, or with implanted

subdural or deep electrodes (e.g., ECoG). As an example, we have

recently collected ECoG data from several epileptic patients who

have a number of electrodes implanted on the surface of the par-

ietal lobe (Wang et al. 2013). Although some of these electrodes

are likely over visual topographic areas, it is impossible to assign

these electrodes to a specific visual area without a functional

benchmark. However, after aligning the individual subject

Figure 11. Leave-one-out validation of MPM. Proportion overlap calculated between all pairwise comparisons of ROIs in the leave-one-out MPM and ROIs defined in

independent individual subjects for the SBA (A) and VBA (B). For example, V1v of leave-one-out MPM (y-axis) is compared with all subject-specific ROIs (x-axis) in the

ventral–temporal portion of cortex from V1v to PHC2. For all panels shown, higher values mainly fall along the diagonal, with values gradually decreasing away from

the diagonal. This analysis validates the use of theMPM for usewith novel subjects that did not contribute to the atlas generation. Conventions are the same as in Figure 7.
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surfaces to our probabilistic atlas, we were able to identify some

electrodes in visual areas, such as IPS2/3, and compare attention-

related effects observed on these electrodeswith the results from

previous fMRI studies.

In a recent study,Abdollahi et al. (2014) generated a similar set

of surface-based probabilistic area maps and MPMs for a set of

18 topographic areas across occipital– and lateral–temporal

cortex. By comparing across 4 different inter-subject registration

Figure 12. Visual field coverage for all ROIs in the SBA MPM. Polar angle histograms of the visual field coverage of the MPM projected onto novel subjects using the leave-

one-out SBA. Polar angle phase values were extracted from data obtained using the retinotopy (A and B) or memory-guided saccade task (C) and concatenated across all

subjects. Thick lines show the visual field coverage for the left (black) and right (gray) hemispheres as a proportion of the total coverage of an ROI. The thin-lined vectors

represent the mean phase for a given ROI. As expected, all MPM ROIs projected to regions with a clear contralateral bias.
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methods, they concluded that a multimodal surface matching

method, which utilizes the retinotopic maps themselves for

inter-subject alignment, produced the best set of MPMs. This

study offers an important complement to the current dataset,

although a few differences are worth noting. First, Abdollahi

et al. (2014) derived their probabilistic atlas from a relatively

small sample of 12 subjects, whereas our atlas is based on a

much larger population, between 31 and 50 subjects depending

on the ROI (Table 1). Second, our atlas and the one presented by

Abdollahi et al. (2014) differ in theway inwhich certain regions of

visual cortex were parcellated into distinct retinotopic regions. In

particular, our studies used different criteria for defining ROIs in

the region near our V3a/b and TO1/2. These differences are

important given the current debate over the most appropriate

way to define distinct functional regions in these areas of cortex

(Orban et al. 2006; Georgieva et al. 2009; Silver and Kastner 2009;

Kolster et al. 2010; Wandell and Winawer 2011). Finally, each

study included topographic regions that are absent in the other

atlas. Abdollahi et al. (2014) defined 2 topographic regions

(phPITd and phPITv) in the region of cortex between hV4/VO1

and medial–temporal cortex. On the other hand, our study

includes a comprehensive set of topographic maps in ventral–

temporal (VO2 and PHC1-2), parietal (IPS1-5, SPL1), and frontal

(hFEF) cortex. Overall, comparisons of these atlases in future

studies may help shed light on the topographic divisions of

human cortex.

In the current study, the majority of analyses that we per-

formed revealed that the surface-based cortical normalization

provided a superior alignment of visual topographic regions

across subjects compared with the nonlinear MNI transform-

ation in volume space. A variety of metrics including ROI size

(Fig. 5), peak probability value (Fig. 6), central tendency (Fig. 7),

and the blurring metric (Fig. 8) showed that the SBA displays

more desirable properties compared to the VBA. The superiority

of the SBAwas also shown by the leave-one-out validation proce-

dures. In particular, the MPM of the SBA showed better overlap

with subject-specific ROIs in novel subjects than the VBA

(Fig. 11). However, we did not observe a significant difference

between the SBA and VBA in terms of the leave-one-out central

tendency analysis quantifying the overlap between subject-

specific ROIs and the FPM (Fig. 10). Thus, the largest advantages

of the SBA were related to the use of the MPM, rather than the

FPM. Overall, these comparisons suggest that the surface-based

atlas would be preferred for future studies utilizing these atlases.

Figure 13. Resting-state functional connectivity across all ROIs in the probabilistic atlas. Values represent Fisher transformed correlations averaged across both

hemispheres and 4 resting-state runs. (A) From a representative subject, functional connectivity matrix is calculated for surface-based atlas (left), subject-specific ROIs

in the native volume space (center) and volume-based atlas with nonlinear transformation to the same native volume space (right). (B) The group-averaged functional

connectivity is displayed using the same conventions. Notably, two panels of each column show similar distribution, which indicates strong connectivity within ventral–

temporal, dorsal–lateral and parietal–frontal ROIs, as well as between two parts of ROIs, but weak connectivity between ventral–temporal (and dorsal–lateral) ROIs and

parietal/frontal ROIs.

3928 | Cerebral Cortex, 2015, Vol. 25, No. 10

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/c
e
rc

o
r/a

rtic
le

/2
5
/1

0
/3

9
1
1
/3

9
3
6
6
1
 b

y
 g

u
e
s
t o

n
 2

0
 A

u
g
u
s
t 2

0
2
2



However, it is also important to keep in mind that the method

used for registration to standard space (e.g., MNI or surface-

space) will contribute to the inter-subject variability in anatomic-

al alignment. Here, we used a cortical surface-based registration

as implemented in FreeSurfer and SUMA or a nonlinear MNI

transformation as implemented in FSL. Using alternate methods

for spatial normalization or using the MNI-based atlas for sur-

face-based data (after transforming the probabilistic atlas itself

between normalized spaces) would necessarily result in add-

itional variability that would not be captured by these atlases.

Thus, it would seem most appropriate to use the surface-based

atlas in the case where it is applied to data that have been trans-

formed into the same standard space (i.e., Buckner40) using the

same alignment method (i.e., FreeSurfer pipeline). However,

Abdollahi et al. (2014) found that the atlas generated from their

multimodal surface matching method provided the best match

for novel subjects, evenwhen the novel subject itself was aligned

to the standard atlas space using an alternate (and presumably

suboptimal) method. This suggests that the benefits of using

the superior surface-based alignment for atlas generation may

outweigh the additional variability introduced by aligning novel

subjects to the standard atlas space using volume-based align-

ment algorithms.

In summary,we describe 2 probabilistic atlases of visual topo-

graphic regions of human cortex derived from a large population

of subjects. Both the SBA and MNI VBAwill be made freely avail-

able to the scientific community in formats that are compatible

with several major neuroimaging analysis packages (see www.

princeton.edu/~napl/vtpm.htm).

Supplementary Material

Supplementary material can be found at: http://www.cercor.

oxfordjournals.org/.
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