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Abstract— This article presents an approach to IP traceback in a DDOS attack. We allow thatt may have knowledge
based on the probabilistic packet marking paradigm. Our ap- about our traceback algorithms, and that he can even try to
proach, which we call randomize-and-link, uses large checksum design his DDOS attack so as to confuse, break, or delay our
cordsto “link” message fragments in a way that is highly scalable, . . - ’ ’
for the checksums serve both as associative addresses andada a'go“thm& by spopflng the IP headers OT attack packets. |
integrity verifiers. The main advantage of these checksum eds  this context, we define BDOS attacko consist of a stream of
is that they spread the addresses of possible router message many attacks packets sent from the attack hosts to the victim
across a spectrum that is too large for the attacker to easily (in an attempt to overwhelm the victim). We assume that the
create messages that collide with legitimate messages. attacker cannot compromise routers, however. In so doing,

Index Terms— Distributed denial of service, IP, traceback, can make it difficult for us to identify some of the routers in

probabilistic packet marking, checksum cords, associate d¢ the attack tred". In addition, we allow thatd may know the

dresses. IP addresses of routers in the Internet; hence, he can try to
trick us so as to implicate routers notin
I. INTRODUCTION A major challenge in the IP traceback problem is that there
A. Modeling the Problem are over 400 million hosts on the Internet. Conservatively

o o . ) assuming that there is a router for every 100-200 hosts on the
One of the insidious aspects of distributed denial-ofiserv |nternet, we therefore estimate the number of routersriate

attacks is that they _maliciqusly use the stre_ngth of rowerspodes) inU to be at least two million. Thus, in practical
to move packets quickly—in that they exploit many differenferms solving the IP traceback problem amounts to coyrectl
compromised hosts as “zombies” to fire packets at a victigjentifying a few thousand of the million internal nodeslin

In order to model DDOS attacks, we consider the attack g§ forming the leaves of the attack tr&e Ideally, we would
propagating in a tred’, where the root of the tre€' is the |ike to do this identification without requiring ang priori
victim, V, and each node ifI" corresponds to a routek'  nowledge of the universal trdé on the part of the victin?’,

on the Internet that is downstream from an attack host to th& sy ch information could be difficult to obtain and maintai
victim. From the perspective df, the treeT" is a subtree of  Eing|ly, we desire solutions to the IP traceback problert tha
a much largemniversaltree U that consists of the union of 5r6 fast and efficient. We prefer solutions that minimize the
all routes toV'. (See Figure 1.) amount of additional traffic on the Internet needed to solve
the traceback problem or create an infrastructure for sglvi
it. Likewise, we want to allow for incremental adoption by
routers in any new infrastructure needed for tracebackyand
want to minimize the amount of state that must be maintained
by routers. That s, if only a subsEt of routers on the Internet
implement our protocol, then we want our traceback alguorith
to still work correctly, in this case to identify the leavefstie
treeT NU’. In addition, the computations needed on the part
of the victim to identify the leaves of the attack tréeshould

be fast enough so thaf can quickly reconstruct.

Victim

B. Pattern-based Filtering and Hop-by-hop Tracing

Fig. 1. The universal tre&/ and attack tred’. The nodes il are shown
darkened. In some cases, such as in reflector-based attacks, we can

. . . . use patterns in the attack packets to filter out DDOS packets
The goal in the traceback problem is to identify the Ieave(ﬁ a firewall. Likewise, the approach bibp-by-hoptracing,

of T, that is, the routers upstream from the victim close%hiCh is also known adink testing uses a pattern-based
to attack hosts. We model the attacker as an advers;ary,a proach to do traceback of a DOS attack while it is in

who can compromise many hosts and use them as “zomb|ﬁ ogress. This is the approach of the automated Pushback
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0000-0000/00$00.0®) 2006 IEEE



IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. X, NO. X, JANUARY2007 2

approach, a network administrator or his/her agent logs int Probabilistic packet marking was originally introduced by
the routers nearest the victim, and using statistics annpat Savageet al. [11]. In this approach to the IP traceback
analysis, determines the next upstream routers in thekdtee problem, each routeX performs, for each packet it processes,
T. The approach is then repeated at the upstream routersdniinformation injection event that occurs with a set prolitsb

as long as the attack continues. This scheme thereforeresqup (e.g.,p = 1/20). The information injection involves using
immediate action during the attack, and requires considdits in the IP header that are typically not used or changed
able coordination between network administrators (toegithby routers (they identify the 16-bit IP identification field)
communicate directly or setup access points for the agefitsey use 5 bits of this field for a hop count, which helps
of partnering administrators). This technique also rezpiirtheir reconstruction algorithm. The remaining bits areduse
some pattern-based way to separate legitimate packets frimmthe messagd/x that the routetX wishes to send. If that
attack packets. A similar approach is used by Burch amdessage is too big, they break it into fragments and use the
Cheswick [4] to perform traceback by iteratively floodingdr 5 —5 bits of usable IP header to store a fragment offset and its
V' portions of the Internet to see its effects &'s incoming data fragment. By then including a hash interleaved with the
traffic. Unfortunately, because of their iterative natuteese messagé/x, the victim can reconstruét/x from the packets
approaches have limited traceback capabilities in a laogde it receives during the DOS attack. Their algorithm is quite

DDOS attack. interesting, as it introduces the packet marking framework
and does not requir@a priori knowledge of the universal
C. ICMP Messaging treeU. But their algorithm, unfortunately, is not practical for

large distributed denial-of-service attacks. In par@ecutheir

have each routek decide, with some probability (typically, &!gorithm for reconstructing a.mes;sagéx from a router at
¢ = 1/20000 is mentioned), for each packé? to send an distanced from the victim requires:;, checksum tests, where

additional ICMP packet to the destination, which identifiés 7 iS the number of routers iii at distancel from V' and! is

and some content oP. The main idea of this approach isthe number of fragments messages have been divided into (and

that during a DDOS, a sufficient amount of attack packel@iS bound generously assumes there are no “noise” packets
will trigger ICMP messages from the routers in the attadkom the adversary). For example, if; = 30 and! = 8,
tree T so that the victim can identify the leaves &f from then the victim has to perform over 650 trillion checksum
these messages. The main drawback of this approach is {§SfS in order to reconstruct each of the 30 messages. Such a
it causes additional network traffic even when no DDOS fPMPutation s, of course, not feasible for the victim, anere
present. Even so, it is not efficient, for identifying theleaf 1T it Were, it would introduce many false positives. Moregve
nodes in the attack tre® requires, according to the analysidhis scheme is easily spoofed by an adversary who knows this
of the coupon collectors problem (e.g., see Motwani arigorithm. _ ,

Raghavan [10]), an expected numberioff,, /g packets are __So_ng and Perrlg_ [13] improve the performance of p_roba—
needed to arrive at the victim, whefg, is then-th Harmonic bilistic packet marking and suggest the use of hash chaimns fo

number. For example, it = 1000, then the expected numberduthenticating routers. They also use a 5-bit distance, it
of attack packets needing to arrive at the victimbeforeV’ they do not fragment router messages. Instead, they assume

will have sufficient information to identify the leaves of  the victim knows the universal tre€, and they include a
is 138 million. (b — 5)-bit XOR of hashed message authentication codes

(HMACSs) from each routeX and its downstream neighbr.
Once a time-released key is revealed, which is a computation
B ) performed out-of-band, the victim uses his/her knowledgé o

In addition to the hop-by-hop and ICMP messaging apq the revealed keys to determine which routers have marked
proaches, several researchers have advocated a 1099ing@0yiven packets. The computation proceeds breadthbrst f
proach to the IP traceback problem. In a logging solutior‘y, so that each phase requireg_; N; HMAC tests, where
we either ask routers to log the packets they process or We  yanotes the number of routers in at distanced — 1

. 1
augment the data packets themselves to contain a full IngFf;m V and N, denotes the number of routers in the universal
all the routers they have encountered on their way to th‘afaphU at distanced from V. For example, ifng_1 = 50

destinations. Stone [14] and Baba and Matsuda [2] advocgigy e conservatively estimate that the number of routers
logging of packet information at the routers, and Sno&en i, ; 4t distanced is 100,000, then their algorithm would

al. [12] propose the logging of message digests of packetSform 5 million HMAC tests to determine the routers at
the routers. The drawback with these approaches is that the¥ianced in 7. Summing over distances = 5 to d = 25
require additional storage at the routers. (and assuming that near-by tests are faster), implies hdbta
o ) at least 100 million HMAC tests, which is several orders of
E. Probabilistic Packet Marking magnitude better than a similar reconstruction in the Saeag
An intriguing alternative solution to the IP traceback probal. approach. Such a computation is still a great effort for the
lem is probabilistic packet markingThis traceback approach,victim, of course, but it is at least feasible. Unfortungteking
which we follow in this paper, can be applied during or after aan 11-bit HMAC implies that over 45,000 of these tests will be
attack, and it does not require any additional network traffivalidated at random. Thus, the authentication aspectsenf th
router storage, or packet size increase. algorithm has scalability issues in addition to the dravikbafc

An alternative approach, based I&@MP messagingg], is to

D. Logging
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requiring knowledge ot/. Il. EFFICIENT PACKET MARKING

Deanet al. [5] introduce an algebraic approach to prob- | et denote the number of bits in the IP header that we can
abilistic packet marking, where a routéf will mark the gafely use to encode information from a router. For example,
b reusable bits of a packet with probability as in the \ye may wish to usé = 25, as advocated by Dezet al. [5].
previous schemes, but the marking information is the vafue pjeed, we will usé = 25 as a running example throughout
a linear polynomial withX's identity as its leading coefficient. most of this paper. Still, even if one does not use the 8 type-
nevertheless changes theits by performing an iteration of seryices), we would still havé = 17 (and we give some
Horner's rule to create an evaluation of a new polynomigkamples using this value foras well). In either case, we may
having the IP addresses of the routers on the path o Y sometimes upset packet fragmentation, but the frequency of

as its coefficients. Thus, in order to reconstruct each petifte  fragmentation is arguably below typical packet loss rafds [
attack tree, the victim must perform polynomial interpmiat

with noise on the packets it has received. Deaal. identify .
25 bits in the IP header that can be used for marking, namé?y, High-Level View

16 bits from the ID field used in fragmentation (which is used Our scheme for sending to the messagé/x from each
only 0.25% of the time), 8 type-of-service bits, and one flagputer X in the attack tree is based on using a technique that
bit (which is also used in fragmentation). Unfortunatehgit We call randomize-and-linkThe main idea of this technique
interpolate-with-noise algorithms are complex and slow fds to perform the following transformation it y:

large distributed denial-of-service attacks. 1) PadMx as needed to maké/x| a multiple of, which

Lee et al. [9] show how to add statistical analysis to is a parameter in our algorithm.
an existing probabilistic packet marking scheme, so that, i 2) Compute a reasonably large (and statistically random)
addition to identifying the routers that are downstreanmmfro checksumC = C(Mx) on the sequencé/x. The
attack hosts, they can estimate the average traffic rateafdr e checksumC(Mx) should utilize randomness in itself
edge in the attack tree. Their scheme appears to work with any or Mx, so thatC(Mx) is statistically random (like a
probabilistic packet marking scheme, so combining it witin 0 random hash function) and unpredictable to the adver-
approach should allow for traffic analysis of larger attaeles. sary.

3) BreakMx into a sequencé’ of non-overlapping word
fragmentsMy, My, Mo, ..., M;_4.

Create a collection of blocks, which are used to over-
In this paper we introduce a novel approach to probabilistic  write theb bits, sob; = [i, C, M;].

packet marking, which we call theandomize-and-linkap- Thys, the block consists of an index, checksum cord, and a
proach, that greatly improves the practicality and segwift message fragment. (See Figure 2.)

probabilistic packet marking. The main idea of our appraach \ve yse thesé; blocks to transmit the messagéy to the

to have each routeX fragment its messag&/x into several yictim V. These pieces are not sent in any particular order,
words and include in thé reusable bits such a word fragmenhowever. We calC’ = C(Mx) the cord for My, as it will be

at random together with a large checksoord on the entire ysed as both an associative addressiMbg and a checksum
message\/x. For example, ib = 25, we may wish to include t “link” all the pieces ofMx back together. Moreover, since
14 bits of a checksum cord in every marked packet. Such @& cordC is statistically random and unpredictable to the
approach to packet marking may at first seem counter-iméjiti attacker, he cannot easily create false cords that woutflisen

for we are apparently wasting a large amount of “real estatge reconstruction algorithm. This reconstruction altoni is

in the precious bits. But the checksum cords make the recofherefore quite simple—given a collection 6fs with the
struction algorithm much more efficient. The checksum cordgme cord”, a victim simply tries all possible ways of putting
serve both as associative addresses for the router messag€$,’'s back together in the right order, using the checksum
and also as partial integrity validators. They also spréed throperty of the cordC' to eliminate unintended sequences.
spectrum of possible messages across a large domain, witig{te the victimV has a valid sequence df's correctly
significantly reduces the ability of the adversary to ir@etj constructed in orderly will have built the messaga/x. We
false messages that collide with legitimate ones. In agtdity  give the details below. (See also Figure 3.)

including reasonably-large HMAC information in the messag
Mx, we can achieve unpredictability for these checksu
cords, which makes the adversary’s job harder, while also
providing moderate-to-strong authentication of the rmaia As mentioned above, we assume that the IP header allows
the attack treel’. Moreover, our algorithms do not requirethe reuse of some of its bits for the purpose of information
any knowledge of the universal treé, and we avoid the marking by routers. We partition thiereusable bits in the IP
requirement of having routers sign individual setup messagieader as follows:

by employing authenticated dictionaries [1], [7] for thetou « [logl] bits for the fragment index

of-band validations. In addition, our scheme can be deploye « ¢ bits for the cord, which serves both as an associative
incrementally—not all routers need be using our scheme in  address and as a checksum

order for it to work. e h=>b—c— [logl] bits for the data word\/;.

F. Our Results 4)

Randomize-and-Link Transmission
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Fig. 2. The message blocks in our packet marking scheme.

If B=1, chose a block P:

Version | H. Length | Type of Service (8 bits) Total Length

at random and inject -

Fragment ID (16 bits) i Flags Fragment Offset

Time to Live | Protocol Header Checksum

Source IP Address

| Destination IP Address

Fig. 3. The block injection process. Potentially-reusdlits are shown shaded.

For example, ih = 25 and! = 8, then we could us@log!] = that we wish to change to a nelfx, the routerX repeats
3 bits for the indexi, ¢ = 15 bits for the checksund’, and that above computation for thie blocks for the new message.
h = 7 bits for each data word/;. The router then repeats the probabilistic packet marking fo

We assume that either the functiélf) or Mx itself contain this new set of blocks, until we decide yet another change is
a sufficient randomness so that the checksum v@lile x ) is needed. Thus, we keep very little state at a router in order to
statistically random and unpredictable to the adversamat T implement the randomize-and-link packet marking scheme. A
is, it is as unlikely as a random hash function with similarouter doesn’t even need to store the blo6kshi, ..., bi—1,
output size forC(Mx) = C(My) for two different router so long as it has a fast way of generating;aat random.
messagesV/x and My . In particular, we wantC(Mx) to Moreover, note that the computational overhead per pasket i
be unpredictable to an adversary who knows only the valwery small. In the default case, when the “coin flip” is taitse
of X (we assume the adversary does not know all\b§). router’s work is the same as if it were doing no packet marking
For example, ifMx does not contain sufficient randomnesat all; hence, this scheme can be deployed incrementally.
in itself, we could padV/x with a random nonce.

We pad Mx to have a size that is a multiple défand p Message Reconstruction
we compute thec-bit checksum cordC = C(Mx) on
Mx, and we breakMy into a sequencdV of [ words
My, My, Ms, ..., M;_; of length h bits each. We define a
set of | blocks by, b1,...,b;—1 so thatb; = [i,C, M;]. Note
that the cord” is included in every block;. Indeed, it is the
inclusion of the cord” that links the block®; together, as it
makesC' an associative address for the blocks.

The message reconstruction algorithm is based on a simple
combinatorial process. Given a set of packets receivedeat th
victim, we sort their b-bit blocks lexicographically by the
(C,1i, M;) values, and remove duplicates (interpreting values
according to the same format we used to store blocks in the IP
header). This sorting can be done, for example by a radix sort
Thus, we have, for each distinct cogd all the distinct blocks
for this cord ordered by theii-index. We letP. ; denote the
C. Packet Marking set of distinct packets that have cotdand fragment index
Once we have the blocksy,by.... b, defined for a i We then try all comblnatongl combinations of the blocks

. . . in Poo-Poy--- Poy—1, computing a checksum for each. We
messageVlx, we proceed with probabilistic packet markmq{ : ' PR
: . o eep only those combinations that have a checksum equal to
in the natural way. Namely, we define a probability parametﬁ{ ; . )

(€.g.,p — 1/20). With each packet thak receives, we e c_ordC. That is, we accept these strings as being strong
b \S3- ' § candidates as having been sent from the routers (although we

(Z'r? :vgzl[nth\;\{[ltgc?:ruorks)avl\)/ilmy pr.oll;atg:ﬁ n;i)m)c?;g iSXUFSJir:]a':S must recognize that some of these may have been sent by the
P p), PY  attacker). (See Figure 4.)

forwards the packet on to its destination as usual. Othefwis . . . .
: . “ . , The total running time, then, for this reconstruction algo-
if the coin comes up “heads," theli chooses one of its blocks rithm at the victim is proportional to the following quanmtit
b; at random, insert$; into the reusable bits of this packet prop g quant
(updating the header checksum as needed), and forwards this !
revised packet on to its destination. N+ Z HNC,z',
This packet marking process continues until we choose, for ¢ =0
timeliness reasons, to change the messdge At such a time whereN is the total number of packets ané ; is the number
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(12 combinations)

Fig. 4. The message-fragment combination process.

of distinct packets from this set with cord and fragment subwords,)/; ; at random and interjects this. Reconstruction

index . of the message, of course, proceeds in two phases. In the first

phase we reconstruct all the candidate woldsand in the

second phase we reconstruct all the candidate messages. Thu

the running time for message reconstruction in the two-@has
In the above discussion, we argued how fragmentingsgheme is proportional to the following:

message into small blocks indexed (that is, linked) by a m 1

large statistically-random checksum cord can be an effecti N + ZHMCJ- + ZHNC=Z"

means for sending a message to the victim that is longer C i=0 C i=0

than b bits. In particular, fragmenting a message into twawhere N is the total number of packets the victim is using
four, or eight word fragments can be an efficient way to sefgr reconstructionMc; is the number of distinct phase-one
a moderate-sized message to the victim (say, on the or@@icks from this set with cord’ and fragment index, and

of 48 to 96 bits). Unfortunately, if we have a larger-sizedv,, ; is the number of distinct phase-two blocks with card
message (say, on the order of 128 or 192 bits), eight fragineghd fragment index. In the analysis section that follows, we
may not be sufficient to send the message and still utilizesfow that these quantities can be quite reasonable, prbvide

large checksum cord (which is needed for both security afiht there are a sufficient number of bits devoted to the
message reconstruction). We can iterate our randomize-agiflecksum cords.

link approach, however, to send larger messages. We begin

as in our previous method. We take the messageand [1l. ANALYSIS

subdivide it intol words, Mg, M, ..., M;. This subdivision = We begin our analysis by estimating the number of packets
should be done in such as way as to preserve in each wetet are needed for traceback in our single-phase methad. Le
M, the same degree of randomness as is present globallyzidenote the number of leaf routers in the attack ffeeand

the messagé/. Still, in many cases where we waiM to recall that/ is the number of words in the messalg; each

be reasonably large, we may observe that each wdrds router X wishes to transmit to the victiriy. Thus, the victim

too big to be transported with high confidence in a single dadshes to receivenl distinct packets if we are to reconstruct
block. So we further subdivide each wakd; into m subwords the messages from all the leaf routersZin

M;o,M;q, ..., M; . Given the valuen and the size of the Let p denote the probability that a router inserts its infor-
subwords, we determine the number, of checksum bits that mation into a packet that it is routing. Sp(1 — p)¢~1! is the

we can devote to sending the subwords in the first round (givprobability that a packet is marked and arrives unchanged fr
our fixed size ob bits per block). We devote— c¢; — [logm]  a router that isl hops away from/. If we conservatively as-
bits to the data in each subwoid; ;. Thus, we can composesume that all routers have their packets successfully eteli/
subwords to form bigger blocks of(b — ¢; — [logm]) bits. with probability at least that of the farthest routers, tives

In order for these big blocks to have the same security as iten safely estimate that the information from some leafeout
smaller blocks, we should devotg = ¢; — [logm] bits to in the attack tree will be contained in a packet received lay th
a random checksum cord for each of them, just as we didvittim with probability at leastp(1 — p)?~!, whered is the

our single-phase approach. This factor is due to the fadt tlmaximum hop-distance for any such router.

the probability of collision between two distinct packeighe Since every router must successfully sértifferent blocks
first round is1/m2¢ and this probability in the second roundor all of its information to arrive at the victim, the expedt

is 1/lm2¢2, since every round-two word was comprisednef number of packets that must be received before all fragments
round-one subwords. In addition, we must also deybie!] have been received is an instance of the coupon collectors
bits to a fragment number of each indéxSo, for each word problem [10], where the number of “coupons”7#$ and the

M; we compute acp-bit checksum cord we wish to use inprobability of receiving a marked packet is at lea&t—p)?—.
order to achieve high confidence of message transmission Tdnis observation implies that the expected number of packet

E. Two-Phase Fragmentation

each word. (See Figure 5.) that must arrive at the victim before it can identify thdeaf
Data transmission in the two-level scheme is as in theuters of1 is at most
one-level scheme, except that now when a router decides to nlHy,

interject a message into a packet it chooses one of its many p(1 —p)d—1’
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Fig. 5. The two-phase fragmentation scheme.

where H,, denotes thex-th Harmonic number. Using a well- the checksum cords are statistically random, we can view the
known inequality forH,,, mapping of messages to checksum indices as a random hash
1 function. Thus, the number of collisions among legitimate
H,<lnn+~y+ o messages should be small. Of course, the adversary might
construct lots of fake messages and then construct lots of
wherey = 0.5772156649... is Euler's constant. Thus, thecojjisions with these messages, but let us ignore this pilisgi
expected number of packets that must arrive dtefore it can for the time being (we will revisit this possibility shorjly
perform a complete traceback ofrouters using our scheme \ve pegin with the reconstruction algorithm for our single-

is at most phase scheme. Le¥ denote the number of distinct packets
nlln(nl) +ynl 4+ 1 i, .

Tt the victim has received and letdenote the number of routers

p(1 - p) in the attack tree. Since there argieces to each message

For example, ifp = 1/20, d = 10, n = 1000, and! = 8, then and each one has @bit checksum cord that is statistically
the expected number of needed packets to do reconstructiaadom, the probability that two random packets have the
of all the leaf router messages 16516, not considering the same fragment index and cordC' is 1/(/2¢). In addition,
minimum packet marking probability(1 — p)?~!. Dividing the probability that two router-sent packets have the same
this expectation by the minimum packet marking probabilitifagment index and cordC is at mostl /2¢, since any router
in this case implies that the expected total number of packetishing to send a message will send a packet with each
needed by the victim to do complete reconstruction of amdex for the checksum cord it is using. Thus, the expected
messages is at mogu28118. Note that there are only/ number of packets with the same fragment indexd cordC'
distinct packets that come from the leaf routers in the kttats at most[N/(12¢) +n/2¢]. For any given cord’, then, the
tree. The challenge for the attacker is that he cannot predignning time for computing all combinatorial combinatiafs
the checksum cords; hence, it is unlikely that the packets tiplocks with this cord is proportional t& = ZyZ, --- Z;_1,
get routed to the victim without marking (which occurs wittwhere Z; is a random variable corresponding to the number
probability (1 — p)?) will be confused for marked packets. 0f packets with fragment index (for this checksum cord
The analysis of the two-phase version of the randomize-arfd)- Since theseZ;’s refer to different fragment indices, they
link algorithm is similar to that given above for the singleare independent; hence, the expected value of their product
phase version. The main difference is that in the two-phaiseequal to the product of their expected values. That is, the
algorithm we wish to receive, from each routérwords €expected running time for checking all the combinationsafor
subdivided intom subwords. That is, we wish to receive, given checksum cord’ is [(N + In)/(12°)]". Summing this
packets from each leaf router i Thus, the expected numberexpectation over the at mosf possible cord values, we see

of packets we have to receive in order to do complete traéebd@at the expected number of checksum tests in the message
is reconstruction phase is
nimH,im

R ()

Let us address next the expected running time needed to
reconstruct all the messages received by the victim. We giwere theN/l bound comes from the fact that we have to
the analysis first for our single-phase algorithm, and wa théave at least different fragments for a given checksum cord
explain the slight differences for our two-phase algorithm before we will have to perform an actual checksum test. So,
The important observation in analyzing the expected rufer example, if N = 80000, [ = 8, n = 1000, andc = 14,
ning time of the message reconstruction algorithm is tliates then the expected number of checksum tests the victim must
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. Frag. Number,¢, of Checksum Bits
make is only 10,000. _ scheme| 9 10 11 12 13 14 15
The adversary has little advantage in our two-phase algo- > 56 52 48 44 40 36 32

rithm, as well, although the total number of packets needed 3 104 96 88 80 72 64 56

in this case is somewhat greater than in the single-phase 2+2 | 188 168 148 128 108 88 68
approach. Specifically, in the two-phase algorithm, eacitero 3+2 328 ggg 2(1)2 5471421 igg 42188 égg
sends a total ofm fragments. The victim first assembles 3+3

these agn-length- subwords, ar_]d then aslsembleSltmDrdls Fig. 6. Message sizes for the given fragmentation schemé<laecksum
produced from this reconstruction. If the first phase usdsit lengths, assuming = 25 is the bit length of individual blocks. A fragment
checksum cords and the second phase usdst checksum scheme identified by2” indicates a scheme witke number of bits used

] to index fragments. A fragment scheme identified by+ y” indicates a
cords, then the expected number of checksum tests is two-phase fragmentation scheme where the first round uskis for the

m 1 fragment index and the second round ugdsits for the fragment index. We
(N) [N + nlm—‘ < N > [N + nlm—‘ index the checksum needs in the two-phase schemes tsince we can set

m m2 im Im2c2 cg = c1 — [logl].

The arguments justifying this bound are similar to thosevabo

but applied twice. So, for example, ¥ = 80000, I = 8, of Y. For anyk > p,

m = 4, n = 250, ¢; = 14, andcy, = 12, then the expected

number of checksum tests the victim must make is 10,000. Pr(Y > k) < €
Of course, the adversary may deliberately send false mes- . : k .

sages that have valid checksum cords according by ou eturning tq our anaIyS|s., th_en, note thatcan pe defined

scheme. But the number of such messages is limited, sfthe sum of mdepend_entmdlcator random variables artd tha

the adversary must be limited to the same coupon collectof expected value df is E(Zo) + E(Z1) +--- + E(ijl)'

bounds as the legitimate routersin To estimate the number usc, in the smgls-phase aIgonthrﬁ,(Y) Is INJ(12°) +

of such false messages, let us conservatively assume rhatlﬂ‘/2 = (N + In)/2% Thus, \ive have: .

probability that a packet arrives unchanged from the adwgrs Lemma 3:SupposeV < (2¢. Then, for any integez > 2,

is equal to the probability that the victim receives a packet etl—(N+in)/2°

marked by a router. Thus, the maximum number of false Pr(Y > lz) < 1)

messages the adversary can send is bounded the number

of legitimate routers in the attack tree. Still, the adveysaay hence,

not only try to send us false message with valid checksum Pr(Z > 2!) <

cords. He may also send lots of extra packets that hav

checksum cords that deliberately collide with each other, ﬁﬂe odds thaZZ > . So, for example, if — 8. ¢ — 15, = — 3,

as to make us do extra wasteful work trying in vain to find™ ~ ¢ 18 . .
a combination of these word fragments that have a checksum_ 27, and V. = 2 7, then the probability that” > 24 is

18 I S
equal to this cord. Fortunately, as we show below, we ¢ oo th?nl/z » Which fISI a(\j/_ery sdmtart:l numlf(e;. 'I;hus, n th';
apply a probabilistic packet filtering strategy to our altfon example, we may sately discar € packets for any Index

that significantly limits the amount of extra work the adweeys gst:haaﬁj r:r\]ves mborri)greamai tﬁ;fkeés] dT:;tslgi \2/?0 mgryfosrﬁtegore
can force us to do in combining colliding word fragments. ' y subp wou use P

s A "
We can derive a high-probability upper bound on thtehan3 = 6561 checksum tests. With high probability, such

S ; : . a subproblem will not occur at random, so it most likely was
running time of the message reconstruction algorithm, Wwksc .
: o . . sent to us by the adversary in an attempt to make us do extra
useful for identifying improbably large numbers of colias

that are most likely deliberately sent by the adversary in apnecessary work in our single-phase traceback algorifm.

attempt to slow down our traceback algorithm. Armed witﬁ'm”alr analysis can be done for the two-phase algorithm.
this high-probability bound, we can safely discard packets

that define an improbably large number of collisions in res. Trading-Off Message and Cord Size

constructing the blocks for a specific cofd Let us fix a A b d ab : ing the check ize lead
checksum cord’, and letY = Zo + Zy + - + Z1_,, where s we observed above, increasing the checksum size leads

Z,; denotes the number of distinct blocks with fragment indetQ h|gher security. A large checksum m_ake§ the space Of_
i and cordC. We will boundY and thereby derive a boundpOSS|bIe messages addresses large, which in turn makes it
ONZ = ZyZy - Zi_1. We will utilize the following Chernoff more difficult for the adversary to interject false messages

that collide with legitimate ones. Of course, this increhse
security has a cost. Namely, as the checksum becomes larger,
the bits left over for the message must go down. Even so,
there are still several strong choices for checksum lengths
and fragmentation schemes that allow for message sizes long
el a enough to do authenticated IP traceback. We show in Figure 6
Pr(Y >(1+0p) < | —= ) - : : ; [
(1+ )49 the maximum message size for various randomize-and-link
Corollary 2: Let Y be the sum of independent indicatofragmentation schemes, assuming 25, and we show similar

(0/1) random variables, and let denote the expected valueinformation forb = 17 in Figure 7.

k—uuk

eml—(N+ln)/2C

xl[l(z—1)
eThus, we can bound with thig same probability that> [z

bound (e.g., see Motwani and Raghavan [10]):

Theorem 1 ((Chernoff Bound Theorembet Y be the sum
of independent indicator (0/1) random variables, and /et
denote the expected value Bt Then,
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Frag. | Number,c, of Checksum Bits

hosts uniformly at random. Experiments were performed to
scheme| 8 9 10 11 S
3 28 40 32 >4 _test 'Fhe average number of packets needed by a victim to
242 80 60 40 20 identify all of 1000 attack hosts that were 10 hops away, for
3+2 | 160 124 88 52 varying values of the marking probability. Average packet

3+3 | 320 248 176 104 frequencies are reported in Figure 10 for the total number

of packets and the number of unmarked packets. Note that,
Fig. 7. Message sizes for the given fragmentation schemesclaecksum P P

lengths, assuming = 17 is the bit length of individual blocks. for high pr(_)babiliti_es, most packets_ are marked, but not by
leaf nodes inl", while, for low probabilities, most packets are
Frag. | Number,n, of Routers in Attack Tree unmarked. Fortunately, the results show that as long as the
scheme| 50 100 250 500 1000 probability is roughly equal to the inverse of the distance t
2 1176 2628 7486 16357 35486

the attack hosts, the number of total packets needed tafiglent
3 2628 5810 16357 35486 76516

912 | 5810 12720 35486 76516 16412z Al the leaves off" is reasonable.
341 | 5810 12729 35486 76516 164122

2+3 | 12729 27675 76516 164122 350424 ’ T
342 | 12729 27675 76516 164122 350424 oo
3+3 | 27675 59785 164122 350424 745208 om0 I I
Fig. 8. Expected upper bounds & the number of packets that need to be — IJJ? B e
received for various fragmentation schemes and numberutémr® ., in the 1000000 5
attack tree. The volumes given are the expected number digedeover all sooeee |
the routers. To convert the presented numbers to an ex’mtaat factors in O W6 w7 8 v 10w iz w13 1A 1S 16 W17 AN e 120 12t 12 29 v 125
the marking probability, the above values should be dividgg(1 —p)9—1. o

Fig. 10. Average packet frequencies needed to identify 18@0es in a
. binary attack treel” with depth 10, for various marking probabilities. Each
B. Sufficient Packet Volume frequency is averaged over 100 runs of the experiment.
We have described the randomize-and-link strategy in a
general way, so as to allow for several possible message
sizes. But we should also recognize that reconstructirgglar IV. ROUTERIDENTIFICATION AND AUTHENTICATION
messages requires more packets. Moreover, the number dn this section, we discuss how our packet marking algo-
needed packets also increases with the number of routere infithm could fit into a complete IP traceback scheme. This
attack tree. In order to keep the reconstruction algorithst,f discussion is not meant to be exhaustive, however, as the
we prefer that expected number of collisions between a givegndomize-and-link approach only specifies the length ef th
packet and any other packet be less tBaThe randomize- information that is sent from the routers in an attack tree
and-link algorithm will still work for higher expectations to the victim. The main point we want to make in the
but it is most efficient when the expected collision size i#llowing discussion, then, is to show how the randomize-
less than2. Thus, we have worked out the needed packand-link strategy can be used to create a traceback method th
volume and checksum bit-length for various randomize-angcales to thousands of routers, that does not require thienvic
link fragmentation schemes under various numbers of reutdénow the universal treé¢/, and that can authenticate routers
in the attack tree. We provide this information in Figures ®ithout requiring them individually to sign setup messages
and 9. As mentioned above, our general approach is based on the
We have performed an experimental simulation of ow@Xistence of a messagex that a routerX' will transmit so
scheme to test empirically the average number of packets tHt it includesX's identity. That is,Mx includesX’s 32-
must be received by a victim before it can identify all thef ledit IP address. Additionally, if we want to learn edges of the
routers in an attack tre@. We used a complete binary treedttack treeT’, as opposed to simply learning the names of
for T and assumed that packets were being generated at at@lEfhe leaf routers iril’, we can optionally have each router
X also include inMx the name of its downstream router in
T, which would add another 32 bits fdx. This identity and

Frag. Number,n, of leaf routers inl” optional topology information, of course, does not pro\aag
scheme| 50 100 250 500 1000 2000 " . . .

> 5 5 0 11 13 v additional randomness or authentication informatiomig,

3 8 9 10 12 13 14 as is needed by the security needs of a good randomize-and-
242 |10 11 13 14 15 16 link traceback scheme. Fortunately, there are several Whays
3+1 |9 10 12 13 14 15 we can simultaneously add randomness and authentication to
§+g ié ﬁ ig iz ig ig M. Before we describe one of these ways, however, let us
343 |11 12 14 15 16 17 E;ggg i)er:new the main cryptographic tool that this methed i

Fig. 9. The checksum sizes needed for the different randsaniz-link

fragmentation schemes, assuming various values of the ewofitteaf routers, A. Authenticated Dictionaries

n, in the attack tree. The checksum sizes given are the nuneleeled to force . . . .

the expected collision size to be less tarFor the two-phase schemes, the One possible authentication scheme utilizes an authéedica

checksum size is given for the first round, since its checkseeds are higher. dictionary for some portions of the task of authenticating
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routers. An authenticated dictionary [1], [7] consists of ao thatKx,; = g(Kx,+1). Then we need only stor&x o
trusted source and many untrusted directories. The trustadthe authenticated dictionary fok's autonomous system.
source produces and maintains a dictionary databBseyf For given any revealed(x ;, the victim can determine the
objects, stored as key-value pai(s, o), while the directories authenticity of this key by performing applications of the
answer key-value queries fdp on behalf of client users. In function g. Thus, this approach reduces the work required of
requesting a key-value query, a client provides a kegnd the AS administrator, so that rather than revealing keyf wit
asks the directory to return the objecin D that hask as its each time quantum, the administrator now just needs to revea
key. If there is such an object, then the directory returng,it the base of each router’s hash chain. The trade-off is that we
on the other hand, there is no object with keyn D, then now are including more information in/x. Namely, we are
the directory returns a special “no-such-object” valuesither adding 64, 96, or 128 bits td/x, depending on whether we
case, in addition to the answer a directory gives, a dirgctawant fair, moderate, or strong authentication®fIn addition,
also provides a cryptographic proof of that answer, whidkince the keys are determined through a hash chain, we now
validates (subject to standard cryptographic assumptitias require the victim to performt hash computations for every
the answer is current and is as accurate as if it had comwaiter in the attack tree. This effort can be significant & th
directly from the source. There is a small (usually logamiit) number of routers iff" is over1000.

overhead incurred for this cryptographic proof, but it aio

the source to be offline during the request. In addition, by V. DISCUSSION ANDCONCLUSION

deploying many directories widely dispersed in the network
ploying y o y CISP We have presented a new approach to IP traceback based
using an authenticated dictionary allows us to reduce respo

latency and the effectiveness of a denial-of-service ttal" the probabilistic packet marking paradigm. Our approach
leéhich we call randomize-and-link, uses large checksumscord

on the authenticated dictionary itself (for such an attacio link message fragments in a way that is highly scalable, fo

WOUId. have to target all of th(_e dlrectqugs smultaneou % he cords serve both as associative addresses and datitynteg
describe below how authenticated dictionaries can be used | . . :
verifiers. For example, with a 12-bit checksum cord we can

various traceback schemes to allow for strong authenticati . . .
e a single-phase randomize-and-link scheme to produce an

of routers without requiring them to sign any setu messag% ) . .
q 9 9 Y P -bit message that contains a router’s 32-bit IP addreds an

individually. a 48-bit combination HMAC. Such a scheme would allow for
fast and efficient message reconstruction for up to 500 rsute
B. HMAC with Individual Key Exposure in the attack tred’". If we wish to traceback efficiently attacks
Hil'at are targeting a victim through a larger attack tree, ovecc
use a 16-bit initial checksum cord in a two-phase randomize-
and-link strategy (using 8 subwords in phase one and 4 words
iraphase two) that produces a 128-bit message. Such a message
ould contain a routeX's IP address, the IP address of the
ownstream neighbor of, and a 64-bit HMAC (collective or
ividual). Or such a message could contaiis IP address, a
-bit HMAC, and a 48-bit key revelation. In either casengsi
a 16-bit checksum cord with a two-phase scheme producing a

the possibility of a replay attack. We reveal the K&y, for X o
each routerX in time quantun + 2. The revelation is done 128-bit message WOL_JId allow for fast and efficient traceback
tfor attack trees of size up to 2000 routers. In general, our

using an authenticated dictionary for each autonomougsys . o
(AS), whose source is the administrator of the AS. Indeed, \Ué?thOdS do not require that a victim know the tc_>po|ogy of the
assume this administrator distributed the secret keyssoihi universal tred/, we do not require that routers sign any setup

her routers in the first place. To determine the amount Ohexag:essages individually, and we allow for incremental adopti

space this scheme adds to the messtige note that we did or the default router action is to process packets in timesa
not include the packet’'s source address in the HMAC, as\gY @s a non-participating router).
done, for example, in a previous scheme [13], for this value

is set by the adversary. Thus, there is no risk of a birthd&cknowledgments

attack for our hash functioh, as its data is fixed fo¥” and We thank Maithili Narasimha, Dawn Song, and Gene Tsudik
the current time quantum This scheme will therefore add o nelpful discussions related to this paper. A prelimjnar

32, 48, or 64 bits tal/y depending on whether we want fair,yersion of this paper was announced in [6]. This work was
moderate, or strong authentication &t supported by DARPA grant F30602-00-2-0509 and NSF grants

a) HMAC with Messaged Key Exposurén alternate cCR-0225642, CCR-0311720, and CCR-0312760.
scheme to the previous authentication method is to utilize a
sequence of secret keys x o, Kx 1, ..., as before, but include
Kx 2 in Mx during time quantum. In this way, the router
X itself reveals the secret key used in the HMAC. In thigl] A- Anagnostopoulos, M. T. Goodrich, and R. Tamassia. sitnt

authenticated dictionaries and their applications.Phoc. Information
case, we should create the sequence of keys themselves as 8security Conference (ISC 20Q1plume 2200 oLNCS pages 379-393.

hash chainusing a one-way cryptographic hash functign, Springer-Verlag, 2001.

One way to do router authentication is to determine, for ea
router X, a sequence of secret keysx o, Kx1,.... Then,
with a messageV/x intended for a victimV/, the routerX
includes a hashed message authentication code (HMAC)
h(V||Kx,), whereh is a one-way cryptographic hash functiort
andt is a time-quantum counter that is of sufficient granularit}
that we can assume rough synchronization between rout
and the victim. We includé” in the HMAC so as to reduce

REFERENCES



IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. X, NO. X, JANUARY2007

[2] T.Baba and S. Matsuda. Tracing network attacks to ttmirces.|[EEE
Internet Computing6(2):20-26, 2002.

[3] S. M. Bellovin. ICMP traceback messagesWork in Progress, Internet
Draft draft-bellovin-itrace-00.txt March 2000.

[4] H. Burch and B. Cheswick. Tracing anonymous packets teirth
approximate source. Iblsenix LISA (New Orleans) Conferengages
313-322, 2000.

[5] D. Dean, M. Franklin, and A. Stubblefield. An algebraicpepach to
IP traceback. IMNetwork and Distributed System Security Symposium
(NDSS) pages 3-12, 2001.

[6] M. T. Goodrich. Efficient packet marking for large-scdf traceback.
In 9th ACM Conf. on Computer and Communications Security (CCS)
pages 117-126, 2002.

[7] M. T. Goodrich, R. Tamassia, and A. Schwerin. Implemgataof an
authenticated dictionary with skip lists and commutatiashing. In
Proc. 2001 DARPA Information Survivability Conference dfxposi-
tion, volume 2, pages 68-82, 2001.

[8] J. loannidis and S. M. Bellovin. Implementing pushbadRouter-
based defense against DDoS attacks.Pmceedings of Network and
Distributed System Security Symposiurhe Internet Society, 2002.

[9] T.K.T. Law, D. K. Y. Yau, and J. C. S. Lui. You can run, butiyean't
hide: An effective statistical methodology to trace baclogiattackers.
IEEE Transactions on Parallel and Distributed Systett#(9):799-813,
2005.

[10] R. Motwani and P. RaghavanRandomized Algorithms Cambridge
University Press, New York, NY, 1995.

[11] S. Savage, D. Wetherall, A. R. Karlin, and T. Andersonradical
network support for IP traceback. BIGCOMM pages 295-306, 2000.

[12] A.C. Snoeren, C. Partridge, L. A. Sanchez, C. E. JoneB¢lrakountio,
S. T. Kent, and W. T. Strayer. Hash-based IP tracebackProt. of
the ACM SIGCOMM 2001 Conference on Applications, Techmedog
Architectures, and Protocols for Computer Communicati®d01.

[13] D. Song and A. Perrig. Advanced and authenticated mgrkchemes
for IP traceback. IMEEE Infocomm 2001.

[14] R. Stone. Centertrack: An IP overlay network for trackiDoS floods.
In Proc. of 9th USENIX Security Symposijuftugust 2000.

Michael T. Goodrich received his PhD in Computer
Sciences from Purdue University in 1987, and is a
professor of computer science at UC-Irvine, where
he also serves as director of the Center of Cyber-
Security and Privacy. Dr. Goodrich’s research is di-
rected at the design of high performance algorithms
and data structures for solving large-scale problems
motivated from information assurance and security,
the Internet, information visualization, and geomet-
ric computing. He has pioneered and led research
on efficient parallel and distributed solutions to a
number of fundamental problems, including sorting, conteM construc-
tion, segment intersection reporting, fixed-dimensiomaddr programming,
polygon triangulation, Voronoi diagram construction, ateda authentication.

10



