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Compressed sensing is a signal processing method that acquires data directly in a compressed
form. This allows one to make less measurements than what was considered necessary to record a
signal, enabling faster or more precise measurement protocols in a wide range of applications. Using
an interdisciplinary approach, we have recently proposed in [1] a strategy that allows compressed
sensing to be performed at acquisition rates approaching to the theoretical optimal limits. In this
paper, we give a more thorough presentation of our approach, and introduce many new results.
We present the probabilistic approach to reconstruction and discuss its optimality and robustness.
We detail the derivation of the message passing algorithm for reconstruction and expectation max-
imization learning of signal-model parameters. We further develop the asymptotic analysis of the
corresponding phase diagrams with and without measurement noise, for different distribution of sig-
nals, and discuss the best possible reconstruction performances regardless of the algorithm. We also
present new efficient seeding matrices, test them on synthetic data and analyze their performance
asymptotically.

ar
X

iv
:1

20
6.

39
53

v1
  [

co
nd

-m
at

.s
ta

t-
m

ec
h]

  1
8 

Ju
n 

20
12



2

CONTENTS

I. Introduction 3
A. Background on compressed sensing 3
B. Our main results 3
C. Related works 5

II. Probabilistic reconstruction in compressed sensing 7
A. Optimality in the noiseless case 7
B. The Bayesian optimality and the Nishimori conditions 8
C. Expectation maximization learning 9

III. The belief propagation reconstruction algorithm for compressed sensing 10
A. Belief Propagation recursion 10
B. The TAP form of the message passing algorithm 12
C. Further simplification for measurement matrices with random entries 13
D. Parameter learning with expectation maximization 14

IV. Asymptotic analysis: State evolution and replicas 16
A. Density evolution of the message passing 16
B. Replica analysis 17
C. Analysis of Bayes-optimal inference 21
D. Density evolution with parameter learning 22
E. Density evolution for block matrices 23

V. The phase diagrams 25
A. Noiseless measurements and the optimal Bayes case 25
B. Noiseless measurements and the mismatching signal model 26
C. Phase diagram for noisy measurements 28

VI. Seeding matrices: a way to achieve optimality 30
A. Why and when does seeding work? 31
B. Seeding experiments for noiseless measurements 33
C. Seeding experiments for noisy measurements 35

VII. Conclusion 36

Acknowledgments 36

A. Derivation of the replica analysis for block matrices 37

B. Phase diagram of the ℓ1 reconstruction for seeding matrices 38

C. Equations for a mixture of Gaussians 40

References 41



3

I. INTRODUCTION

A. Background on compressed sensing

When acquiring a signal, one needs to perform as many measurements as the number of unknowns. For a continuous
signal, for instance, this translates into the Nyquist’s law: in order to sample perfectly, the sampling rate must be at
least twice the maximum frequency present in the signal. This conventional approach underlies virtually all signal
acquisition protocols used in physics experiments, in audio and visual electronics, in medical imaging devices and so
on. The compressed sensing (CS) approach is triggering a major evolution in signal acquisition that goes against this
common wisdom: According to CS, one can recover signals and images perfectly using far fewer measurements, and
this results in a gain of time, cost, and precision. To make this possible, CS relies on the fact that many signals of
interest contain redundancy and thus are sparse in some basis (i.e they contain many coefficients close to or equal
to zero when represented in some domain). This is the same insight used in data compression: the pictures we
take with our cameras can be strongly compressed in the wavelet basis (almost) without the loss of quality, and this
idea is for instance behind the JPEG 2000 algorithm. It would thus be convenient to record signals directly in a
compressed format (thus the origin of the name “compressed sensing”) to save both in memory space and in number
of measurements. The CS approach aims to design measurement protocols that acquire only the necessary information
about the signal, in some compressed form. In a second step, one uses computational power to reconstruct the original
signal exactly [2, 3]. The inverse problem posed by this second step is in general highly non-trivial.
Mathematically, the CS problem can be posed as follows: given an N -component signal s, one makes M measure-

ments that are grouped into an M -component vector y, obtained from s by a linear transformation using a M ×N

measurement matrix F, given by yµ =
∑N

i=1 Fµisi with µ = 1, 2, . . . ,M . The observer has freedom in the choice of
the measurement protocol, and he knows the results of the measure (the M values in vector y) and the M ×N matrix
F (in general various kinds of noise are present, as we shall discuss below). The aim is then to reconstruct the signal
s from the knowledge of F and y. This amounts to inverting the linear system y = Fs. However, we want to have
M as small as possible and when M < N there are fewer equations than unknowns. The system is under-determined
and the inverse problem is ill-defined. CS, however, deals with sparse signals s, in the sense that only K < N of the
components are non-zero. In the noiseless case, an exact reconstruction is possible for such signals as soon as M > K,
and this condition is also a necessary one for instance in the case where the non-zero component of the signal are
independent identically distributed (iid) real variables, drawn from a distribution with a continuous part. This ability
to recover signals using only a limited number of measurements is crucial in many fields ranging from experimental
physics and image processing to astronomy or systems biology, making CS a very attractive concept.

The most widely used technique in CS is based on a development that took place six years ago thanks to the works
of Candès, Tao, Donoho and collaborators [2–5]: they proposed to find the vector satisfying the constraints y = Fx

which has the smallest ℓ1 norm, defined as ||x||ℓ1 =
∑N

i=1 |xi|. This optimization problem is convex and can be solved
using efficient linear programming techniques. They have also suggested the use of a random measurement matrix
F with iid entries. This is a crucial point, as it makes the M measurements random and incoherent. Incoherence
expresses the idea that objects having a sparse representation must be spread out in the domain in which they are
acquired, just as a Dirac function or a spike in the time domain is spread out in the frequency domain after a Fourier
transform. These ideas have led to fast and efficient algorithms, and the ℓ1-reconstruction is now widely used, and
has been at the origin of the burst of interest in CS over the last few years. It is possible to compute exactly the
performance of the ℓ1 reconstruction in the limit N → ∞, and the analytic study shows the appearance of a sharp
phase transition [6]. For any signal with density ρ = K/N , the ℓ1 reconstruction gives indeed the exact result x = s
with probability one only if α =M/N > αℓ1(ρ) where αℓ1(ρ) is, however, larger than ρ. The ℓ1 reconstruction is thus
sub-optimal: it requires more measurements than theoretically necessary.

B. Our main results

In this paper we analyze a probabilistic reconstruction of the signal in compressed sensing, which we have introduced
in [1]. We provide here a more detailed presentation, and we include several new results. We use a simplification
of the belief propagation (BP) algorithm, also known as approximate message passing (AMP) [7] or generalized
approximate message passing (G-AMP) [8] in the context of CS. The probabilistic approach is combined with an
expectation-maximization type of learning of parameters as in [1] (which has been independently proposed in the
context of G-AMP in [9]). We use the replica and cavity methods to analyze on one hand the asymptotic performance
of the BP algorithm and on the other hand the information theoretical limits for signal reconstruction, and the
associated phase transitions. For sensing matrices with iid entries there is a region of parameters (signal sparsity,
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undersampling rate and measurement noise) in which there is a gap between the BP reconstruction and the optimal
reconstruction. In this hard region, BP iterations are blocked in a suboptimal fixed point. We also study in detail the
phase diagram in the presence of measurement noise and observe that the region where BP is suboptimal persists,
but becomes smaller and eventually disappears as the noise variance grows. Analyzing the origin of this algorithmic
barrier and thinking about an analogy with crystal nucleation in [1] we designed and tested BP reconstruction with
seeded measurement matrices for which this gaps shrinks or entirely disappears. The implementation of our matrices
and of the algorithm is available at http://aspics.krzakala.org/.
We now describe the organization of this paper and list its main contributions:

• Optimality of the probabilistic reconstruction We review in Sec II B the well known fact that probabilistic
inference is optimal when the signal model matches the actual signal distribution. For good performance one
usually requires a signal model that is “close enough” to the actual signal to be inferred. The unavailability
of such a good signal model is often at the basis of the critics of this probabilistic - Bayesian - inference. The
situation is much more favorable in the case of noiseless compressed sensing. We noticed, and proved, in [1] that in
the case of noiseless CS probabilistic inference is optimal even if the signal model mismatches seriously the actual
signal, details are in Sec. II A. This property makes our approach very robust. In our numerical experiments
we successfully use the Gauss-Bernoulli model even for signals that are far from having iid Gauss-Bernoulli
components. Despite this result, in practice it turns out to be useful to incorporate expectation-maximization
learning of parameters of the signal model, as described in Sec. II C.

• The message passing reconstruction algorithm We derive in detail the reconstruction algorithm and
discuss how it is related to the existing ones. In section IIIA we give it in a form where the messages are being
sent between signal components and measurement components and back - this being equivalent to the relaxed-
BP algorithm [10, 11]. In section III B we then derive a simplified form where messages “live” only on the signal
components and on the measurement component. This form is related to the seminal Thouless-Anderson-Palmer
(TAP) [12] equations in spin glass theory, and is equivalent to the AMP algorithm in the context of CS [8, 13].
For measurement matrices with iid entries further simplifications of the algorithm exist, and are useful for a
more efficient implementation, and this is shown in Sec. III C. We also derive the BP equations for expectation
maximization learning of parameters in Sec. IIID.

• Asymptotic analysis of the algorithm and of the probabilistic approach We use the cavity and replica
methods to perform two types of asymptotic analysis. On one hand using the density evolution we describe the
behavior of the belief propagation algorithm in the limit of large systems (Sec. IVA), on the other hand using
the replica method we compute the theoretical limits for reconstruction (Sec. IVB), which are non-trivial in
particular in the presence of noise and by definition do not depend on the algorithm. We derive the asymptotic
evolution for measurement matrices having iid (or iid per block) entries of zero mean and variance 1/N . The
equations are independent of the other details of the distribution of matrix elements, and these predictions thus
hold for many type of matrices (for instance, Gaussian or discrete binary ones). This makes our results very
robust. In Sec. IVC we then discuss the simplifications that appear in the Bayes optimal case of matching signal
model and signal distribution. In Sec. IVD we derive the asymptotic evolution of the parameters in expectation
maximization learning. Finally in Sec. IVE we summarize all these previous equations in the case of block
measurement matrices.

• Phase transitions, phase diagrams Using both the BP reconstruction algorithm and the asymptotic analysis
we study the phase diagram and associated phase transitions for reconstruction of the signal. We study several
settings: The optimal Bayesian inference when the signal model matches the signal distribution in Sec. VA,
the case when the signal model does not match the signal distribution and the phase diagram after expectation
maximization learning in Sec. VB, the phase diagram in the presence of measurement noise in Sec. VC, and
the reconstruction with seeding block matrices in Sec. VI. Note that in doing the optimal Bayesian inference
case, we thus study the best possible reconstruction performance, regardless of the algorithm.

• Optimality achieving measurement matrices In [1] we introduced a new type of “seeding” measurement
matrices with which theoretically optimal reconstruction can be obtained using the BP algorithm. Such a
“threshold saturation” was later on proved for this type of matrices in [14] (called “spatial coupling”). In
Sec. VIA we discuss again our motivation for the design of seeding matrices and show that there is relatively
a lot of freedom in implementing the concept of seeding. We give new examples of efficient seeding matrices,
which are actually simpler and more efficient than the one we have introduced earlier. In Sec. VIB we also
show that these matrices are effective even when the model signal in the prior is different from the actual ones.
In Sec. VIC we illustrate that one can approach the optimal reconstruction limit, even in the case of noisy
measurements.

http://aspics.krzakala.org/
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• Noise-sensitivity We discuss in detail the phase diagram and the performance of the algorithm in the presence
of measurement noise in Sec. VC. We show that there are two regions in the phase diagram. Either the BP
approach is optimal, i.e. it provides the same mean-squared-error as would be obtained by an intractable
exhaustive search algorithm. Or BP is suboptimal due to an existence of a metastable state - in this case
optimality can be restored using the seeding matrices as we show in Sec. VIC. Overall this shows that the
present approach has the best achievable noise stability.

• Rigorous versus exact It is important to notice that the density evolution that we use for asymptotic analysis
of BP was proven to be exact for the homogeneous matrices [15]. According to a private communication with
the authors a proof for the block matrices also exists [16]. Therefore, our predictions on the behavior of the
algorithm are exact. As far as our predictions for the optimal inference are concerned, although our presentation
here is not rigorous, the predictions are exact in the context of the series of works [17–19].

Let us define here the block measurement matrices that we use in this paper to implement the seeding concept.
Note however, that the seeding measurement matrices do not have to be block matrices. Other implementations are
possible. We leave for future work an investigation into the optimal design for practical situations.

The block measurement matrices Fµi are constructed as follows: The N variables are divided into Lc groups of Np,
p = 1, . . . , Lc, variables in each group. We denote np = Np/N . And the M measurements are divided into Lr groups
of Mq, q = 1, . . . , Lr, measurements in each group, define αqp =Mq/Np. Then the matrix F is composed of Lr × Lc

blocks and the matrix elements Fµi are generated independently, in such a way that if µ is in group q and i in group
p then Fµi is a random number with zero mean and variance Jq,p/N . Thus we obtain a Lr ×Lc coupling matrix Jq,p.
For the asymptotic analysis we assume that Np → ∞, for all p = 1, . . . , Lc and Mq → ∞ for all q = 1, . . . , Lr. We
define I(µ) (I(i)) to be the index of the block to which µ (i) belongs, Bq is the set of indices in block q. The case
of homogeneous matrix can easily be recovered by setting Lc = Lr = 1. Note that not all block matrices are good
seeding matrices, the parameters have to be set in such a way that seeding is implemented (i.e. existence of the seed
and interaction such that the seed grows). The choice of parameters is discussed in Sec. VI.

Let us note that for both the homogeneous and the block matrices the results do not depend on the details of
the distribution of its entries, as far as its mean and variance are fixed. In our simulations we mostly use Gaussian
distributed random entries, or ±1/N . The later has the advantage of taking less memory space, since we can store

them with bits and deal with the
√
N separately (memory space to store the matrix is the main limitation of our

simulations).
Note also that throughout the paper we use matrix entries of zero mean. Physical constraints might require the mean

to be non-zero, but our algorithm would have to be modified for such cases. The problem, however, can be transformed
rather easily to one of zero mean. Consider indeed the system y = Fs. Summing all M values of the vector y (and
denoting y = (1/M)

∑

µ yµ and Fi = (1/M)
∑

µ Fµi) one finds My =
∑

µ

∑

i Fµixi =
∑

i(
∑

µ Fµi)si = M
∑

i Fisi.

Denote y the vector whose all M components are equal to y and F the M ×N matrix where the i-th column is given
by the values Fi. Then the system y− y = (F− F)s has a matrix with zero mean entries.

C. Related works

Here we discuss some interesting connections to other works on compressed sensing. It is important to realize
that our main result, namely the joint design of an algorithm and a class of measurement matrices that lead to
optimal CS reconstruction, and their analysis, is based on three main ingredients that were previously explored in
the literature. These ingredients are the probabilistic approach, the use of message passing algorithm for sampling
from the probability distribution, and the design of seeding matrices. It is only the joint use of these three ingredients
that achieves optimal reconstruction, and the understanding of the reasons owes a lot to accumulated knowledge from
statistical physics of disordered systems (for instance, using seeding matrices with ℓ1 reconstruction is useless, because
ℓ1 reconstruction is not limited by a glass transition, its limitation is intrinsic to the use of the ℓ1 norm).

• The state-of-the-art method for signal reconstruction in CS is based on the minimization of the ℓ1 norm of the
signal under the linear constraint, for an overview of this technique see [2, 6]. A number of works also adopted
a probabilistic or Bayesian approach [20–22]. Generically, one disadvantage of the probabilistic approach is that
no exact algorithm is known for evaluation of the corresponding expectations. Whereas ℓ1 minimization is done
exactly using linear programming. In our approach, this problem is resolved with the use of belief propagation
that turns out to be an extremely efficient heuristic. Another issue of the Bayesian approach is the choice of the
signal model. Whereas the performance of the ℓ1 reconstruction is independent of the signal distribution, this
is not the case for the Bayesian approach in general. We show that actually for the noiseless CS the optimal
exact reconstruction is possible even if the signal model does not match the signal distribution.
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• In the noiseless case of CS it is very intuitive that exact reconstruction of the signal is in principle possible
if and only if the number of measurements is larger than the number of non-zero component of the signal,
α > ρ0. In a more generic case, for instance in the presence of the measurement noise it is not straightforward
to compute the best achievable mean-squared error in reconstruction. These theoretical optimality limits were
analyzes rigorously in very general cases by [18, 19]. These results agree with the non-rigorous replica method
as developed for CS e.g. in [23–25]. Here we analyze the theoretically optimal reconstruction using as well the
replica method (and explicit its connection with the density evolution).

• The belief propagation (BP) is an inference algorithm that is exact on tree graphical model and that is a powerful
heuristic also on loopy graphical models. It was discovered independently by several communities, in coding [26],
in inference [27], or in statistical physics [12]. See [28, 29] for good overviews. Belief propagation was used for
CS with sparse measurement matrices by several authors, see e.g. [22, 30, 31]. In the usual setting, however, CS
corresponds to dense measurement matrices, hence a fully connected graphical model with continuous variables,
the canonical form of BP iterations is intractable for such a case. However, neglecting only factors that go to
zero in the large system size limit, the iterative equations can be written only for the means and variances of the
corresponding probability distributions. Such a belief propagation algorithm was used in CS under the name
relaxed BP (rBP) [10, 11]. Again, by neglecting only o(1) terms rBP can be further simplified as shown for ℓ1
reconstruction in [7, 13] this version of the message passing was called approximate message passing (AMP),
it is equivalent to the Thouless-Anderson-Palmer (TAP) [12] equations in spin glass theory. The AMP was
further generalized (G-AMP) to the case of a general signal model in [8, 13]. The algorithm that we use here is
equivalent to G-AMP. We, however, provide an independent derivation.

• The performance of the belief propagation algorithm can be analyzed analytically in the large system limit.
This can be done either using the replica method, as in [32], or using density evolution. An asymptotic density-
evolution-like analysis of the AMP algorithm, called state evolution, was developed in [7], and more generally
in [15]. State evolution is the analog of density evolution for dense graphs. General analysis of algorithmic phase
transitions for G-AMP was presented in [33]. In this paper we perform the same density evolution analysis for
other variants of the problem (with learning, where the signal model does not match the signal distribution,
with noise, etc.), without the rigorous proofs. Our main point is to analyze and understand the phase transitions
that pose algorithmic barriers to the message passing reconstruction.

• In cases when the signal distribution is not known, we can use expectation maximization (EM) to learn the
parameters of the signal model [34]. EM learning with the expectation step being done with BP was done in
e.g. [35]. In the context of CS, the EM was applied together with message passing reconstruction in [1]. An
independent implementation along the same ideas also appeared in [9] under the name EM-GAMP algorithm
(where EM stands for expectation-maximization). All the predictions made in the present paper thus also apply
to the EM-GAMP algorithm.

• Based on our understanding of the properties of the algorithmic barrier encountered by the message passing
reconstruction algorithm, we have design special seeded measurement matrices for which reconstruction is pos-
sible even for close-to-optimal measurement rates. These matrices are based on the idea of spatial coupling that
was developed first in error correcting codes [36, 37], see [38] for more transparent understanding and results.
Several other applications of the same idea exist, in different contexts. For an overview see [39].

• The use of spatial coupling was first suggested for compressed sensing in [40], where the authors observed
an improvement over the reconstruction with homogeneous measurement matrices (see Fig. 5 in [40]). They,
however, did not combine all the key ingredients to achieve reconstruction up to close to the theoretical limit
α = ρ0, as we did in [1]. Their implementation of belief propagation was also not using the simplification under
which only mean and variance of the messages are needed, hence the algorithm was not competitive speed-wise.

We introduced seeded measurement matrices for CS in [1], and showed there, both numerically and using
the density evolution, that with such matrices it is possible to achieve the information theoretically optimal
measurement rates. The design was motivated by the idea of crystal nucleation and growth in statistical
physics. Subsequent work [14] justified this threshold saturation rigorously in the special case when the signal
model corresponds to the signal distribution, but also more generally using the concept of Rényi information
dimension instead of sparsity, as in [17, 19]. Numerical experiments with seeded non-random (Gabor-type)
matrices were also performed in [41].
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II. PROBABILISTIC RECONSTRUCTION IN COMPRESSED SENSING

The definition of the compressed sensing problem as studied in this paper is as follows

yµ =

N
∑

i=1

Fµisi + ξµ µ = 1, . . . ,M , (1)

where si are the signal elements, out of which only K = ρ0N are non-zero, 0 < ρ0 < 1. We denote by φ0 the
asymptotic empirical distribution of the non-zero elements. Fµi are the elements of a known measurement matrix,
yµ are the known result of measurements, and ξµ is Gaussian white noise on the measurement with variance ∆µ.
We denote by α = M/N the number of measurements per variable. The goal of CS is to find an approach (i.e.
measurement matrix and a reconstruction algorithm) that allows reconstruction with as low values of α as possible.
In the asymptotic theoretical analysis we will be interested in the case of large signals N → ∞, we will keep signal

density ρ0 and measurement rate α of order one. We also want to keep the components of the signal and of the
measurements of order one, hence we consider the elements of the measurement matrix to have mean and variance of
order O(1/N).
We shall adopt a probabilistic inference approach to reconstruct the signal. The aim is to sample a vector x from

the following probability measure

P̂ (x) =
1

Z

N
∏

i=1

[(1− ρ)δ(xi) + ρφ(xi)]

M
∏

µ=1

1
√

2π∆µ

e
− 1

2∆µ
(yµ−

∑N
i=1 Fµixi)

2

, (2)

where Z, the partition function, is a normalization constant. Here we model the signal as stochastic with iid entries,
the fraction of non-zero entries being ρ > 0 and their distribution being φ, we restrict ourselves to functions φ(x) <∞
with finite variance.

We stress that in general the signal properties are not known and hence (unless stated otherwise) we do not assume
that the signal model matches the empirical signal distribution, ρ = ρ0, ∆ = ∆0, nor φ = φ0. Most previous
approaches to reconstruction in CS can be stated in the form (2), e.g. the ℓ1 minimization is equivalent to ρ = 1
and Laplace function φ. One crucial point in our approach is using ρ < 1 which includes the fact that one searches a
sparse signal in the model of the signal.

Eq. (2) can be seen as the Boltzmann measure on the disordered system with Hamiltonian

H(x) = −
N
∑

i=1

log [(1− ρ)δ(xi) + ρφ(xi)] +

M
∑

µ=1

(yµ −∑N
i=1 Fµixi)

2

2∆µ
, (3)

where the “disorder” comes from the randomness of the measurement matrix Fµi and the results yµ. Stated this
way, the problem is similar to a spin glass with N particles interacting with a long-range disordered potential. The
signal x = s is a very special configuration of these particles, that we can call “planted”, which was used to generate
the problem (i.e. the value of the vector y). In this sense all inference problems are equivalent to planted spin glass
models.

A. Optimality in the noiseless case

In the noiseless case, ∆µ → 0, sampling from the measure P̂ (x) leads to exact reconstruction as long as α > ρ0 and
the support of the function φ contains all the non-zero elements of the signal (i.e. an arbitrary finite function of finite
variance supported on real numbers for general real entry signals). In particular the density and the distribution of
the true signal does not need to be known, i.e. ρ 6= ρ0 and φ 6= φ0. This is a strong optimality property that was
proven in the large size limit N → ∞ in [1] and that can be seen as follows.

Define an auxiliary partition function Y (D) as the normalization of the measure P̂ (x) restricted to configurations
at a mean-squared distance D from the signal s, i.e.

Y∆(D) ≡
∫

BD(s)

N
∏

i=1

dxi

N
∏

i=1

[(1− ρ)δ(xi) + ρφ(xi)]

M
∏

µ=1

1√
2π∆

e−
1

2∆ [
∑N

i=1 Fµi(xi−si)]
2

, (4)

where BD(s) is the sphere centered on s, defined by
(

1
N

∑N
i=1(xi − si)

2 = D
)

. When D → 0 and ∆ → 0, the N

dimensional integral in (4) involves a product of (1 − ρ0 + α)N Dirac delta functions. Hence as long as α > ρ0 the
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function Y∆(D) diverges as D → 0, ∆ → 0. This holds for every matrix F and every function φ as long as it is
supported on all the elements of s.

In a second part of the optimality argument one needs to show that lim∆→0 Y∆(D)/Y∆(0) = 0 whenever D > 0.
First note that only configurations that solve all the M linear equations give a non-zero contribution to (4). Second,
it is known that the signal s is the solution of the linear system with the largest number of zero elements [5] hence all
the other solutions of the linear system have a negligible contribution to the integral (necessarily, a smaller number
of Dirac delta functions remains after the integration).

Given this result, it then follows that for any ρ0-dense original signal s, and any α > ρ0, the probability P̂ (s) of the
original signal goes to one when ∆ → 0. This result holds as long as the configuration minimizing the ℓ0 norm equals
the original signal s. Remarkably this optimality holds independently of the distribution φ0 of the original signal,
which does not even need to be iid. Hence in the noiseless case, sampling x proportionally to the measure P̂ (x) gives
the exact reconstruction in the whole region α > ρ0.

B. The Bayesian optimality and the Nishimori conditions

The probabilistic approach can also be recovered from a Bayesian point of view. Indeed, given F and y, from Bayes
theorem, we have

P (x|F,y) = P (x|F)P (y|F,x)
P (y|F) . (5)

The value of measurements y given the knowledge of the matrix F and the signal x is, by definition of the problem,

given by P (y|F,x) =∏M
µ=1 δ(yµ −∑N

i=1 Fµixi) in the noiseless case, and by

P (y|F,x) =
M
∏

µ=1

1
√

2π∆µ

e
− 1

2∆µ
(yµ−

∑N
i=1 Fµixi)

2

, (6)

with random Gaussian measurement noise of variance ∆µ, for measurement µ. To express the probability P (x|F) we
consider that the signal does not depend on the measurement matrix (which is true in all practical situations we are
aware of). Further, in this paper, we do not aim to exploit possible correlations in signal entries (which could only
improve the result of inference) and hence we model the signal as an iid:

P (x|F) =
N
∏

i=1

[(1− ρ)δ(xi) + ρφ(xi)] . (7)

Thus the posterior probability of x after the measurement of y is given by

P (x|F,y) = 1

Z(y,F)

N
∏

i=1

[(1− ρ)δ(xi) + ρφ(xi)]
M
∏

µ=1

1
√

2π∆µ

e
− 1

2∆µ
(yµ−

∑N
i=1 Fµixi)

2

, (8)

where Z(y,F) = P (y|F) is again the normalization constant. This is nothing else than the P̂ (x) in Eq. (2).
We remind the reader that in the noiseless case, ∆0 = ∆µ = 0, we have the optimality result for an arbitrary

signal, as described in the previous section. However, for the case with noise, if the true density of the signal, ρ0,
the measurement noise, ∆0, and the asymptotic empirical distribution of the signal, φ0, are not known then sampling
from (8) is in general not optimal.
However, if we assume knowledge of the true density of the signal, ρ = ρ0, the measurement noise, ∆ = ∆0, and

the asymptotic empirical distribution of the signal, φ = φ0, then we just described the Bayes-optimal way to infer the
signal s from the knowledge of the matrix F and the measurements y. In particular, an estimator x⋆ that minimizes

the mean-squared error with respect to the original signal s, defined as E =
∑N

i=1(xi − si)
2/N , is then obtained from

averages of xi with respect to the probability measure P (x|F,y), i.e.,

x⋆i =

∫

dxi xi νi(xi) , (9)

where νi(xi) is the marginal probability distribution of the variable i

νi(xi) ≡
∫

{xj}j 6=i

P (x|F,y) . (10)
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In the remainder of this article we will be using this estimator. To give another example, the optimal estimator that

minimizes the mean “absolute value” error AVE =
∑N

i=1 |xi−si|/N is given by the median of the marginal probability
νi(xi).
There are important identities that hold for the Bayes-optimal inference and that simplify many of the calculations

that follow. In the physics of disordered systems these identities are known as the Nishimori conditions [42, 43].
Basically, the Nishimori conditions follow from the fact that the planted configuration (i.e. the original signal) is
an equilibrium configuration with respect to the Boltzmann measure (8). Hence many properties of the planted
configuration can be computed without its knowledge by averaging over the distribution (8).
To derive the Nishimori conditions, consider the measurement matrix F fixed and for simplification let us drop the

dependence on F from the notation. Consider a function A(x) depending on a “trial” configuration x. We define the
“thermodynamic average” of A as

〈A(x)〉 ≡
∫

dxA(x)P (x|y) , (11)

where P (x|y) is given by Eq. (8). Similarly, for a function A(x1,x2) that depends on two trial configurations x1 and
x2, we define

〈〈A(x1,x2)〉〉 ≡
∫

dx1

∫

dx2A(x1,x2)P (x1|y)P (x2|y) , (12)

For a function B that depends on the measurement y and on the signal s we define the “disorder average” as

[B(s,y)] ≡
∫

dy

∫

dsP (s)P (y|s)B(s,y) , (13)

where the signal distribution P (s) is given by Eq. (7), and P (y|s) is the probability of a measurement y given the
signal s, as in Eq. (6). Note that if B does not explicitly depend on s then we have [B(y)] ≡

∫

dyZ(y)B(y) because
Z(y) =

∫

dsP (s)P (y|s). Using these definitions we obtain

[〈A(x, s)〉] =
∫

dy

∫

dsP (s)P (y|s)
∫

dxA(x, s)P (x|y) =
∫

dyZ(y)

∫

ds

∫

dxA(x, s)
P (s)P (y|s)

Z(y)
P (x|y)

=

∫

dyZ(y)

∫

dx1

∫

dx2A(x1,x2)P (x2|y)P (x1|y) = [〈〈A(x1,x2)〉〉] , (14)

where in the 3rd equality we renamed variables as s = x2 and x = x1. Eq. (14) is the general form of the Nishimori
condition.
We remind the reader that for many thermodynamic quantities the self-averaging property holds, i.e. for large

system sizes the quantity 〈A(x, s)〉 converges to the average over disorder of the same quantity. Eq. (14) provides a
rather general form of the Nishimori condition that holds for inference problems where the model for signal generation
is known.
To give specific examples, let us definem =

∑N
i=1 sixi/N ≡ s·x and q = x1 ·x2. Then we have in the thermodynamic

limit [〈m〉] = [〈q〉]. Due to self-averaging we also have m = q if x,x1, and x2 were samples from the distribution
P (x|y). Defining Q = x · x, and using the Nishimori condition, we get Q = ρ varφ.

C. Expectation maximization learning

In general, one does not know the true density of the signal, ρ0, the measurement noise, ∆0, nor the asymptotic
empirical distribution of the signal, φ0 (or its parameters). These parameters can be learned within the Bayesian
approach, in a way similar to the expectation maximization algorithm [34, 42, 44]. Let us denote θ as the ensemble
of these unknown parameters. Given the matrix F and measurement vector y, the probability that the parameters
take a given set of values θ is

P (θ|F,y) = P (θ|F)
P (y|F )

∫

dxP (y,x|F, θ) ∝ P (θ|F)Z(θ) , (15)

where Z(θ) is the normalization from (8) with a given set of parameters θ

Z(ρ, x, σ,∆) =

∫ N
∏

i=1

dxi

N
∏

i=1

[

(1− ρ)δ(xi) +
ρ√
2πσ

e−
(xi−x)2

2σ2

] M
∏

µ=1

1√
2π∆

e−
1

2∆ (yµ−
∑N

i=1 Fµixi)
2

. (16)
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Considering that without knowing the measurements y we have no prior knowledge of θ, looking for the most probable
value of parameters is equivalent to maximizing the partition function with respect to the parameters. Even if we do
have a prior knowledge of θ, in the situations considered in this article the partition function scales exponentially in
N and hence for large N and function P (θ|F) independent of N , and maximizing Z(θ) is still the right thing to do.
In what follows, in order to learn parameters θ we will hence derive stationary equations for the partition func-

tion Z(θ) (or its logarithm). Remarkably, in many settings this leads to simple iterative equations for learning of
parameters.

III. THE BELIEF PROPAGATION RECONSTRUCTION ALGORITHM FOR COMPRESSED SENSING

Exact computation of the averages (see Eq. (9)) requires exponential time and is thus intractable [45]. To approx-
imate the expectations we will use a variant of the belief propagation (BP) algorithm [28, 29, 46]. Indeed, message
passing has been shown very efficient in terms of both precision and speed for the CS problem. Our form of the
message passing algorithm is closely related to the approximate message passing of [7] and is a special case of the
generalized AMP of [8, 13]. We provide here an independent derivation of the algorithm.

A. Belief Propagation recursion

The canonical BP equations for the probability measure P (x|F,y), Eq. (2), are expressed in terms of 2MN “mes-
sages”, mj→µ(xj) and mj→µ(xj), which are probability distribution functions. They read:

mµ→i(xi) =
1

Zµ→i

∫

∏

j 6=i

dxje
− 1

2∆µ
(
∑

j 6=i Fµjxj+Fµixi−yµ)
2 ∏

j 6=i

mj→µ(xj) , (17)

mi→µ(xi) =
1

Zi→µ
[(1− ρ)δ(xi) + ρφ(xi)]

∏

γ 6=µ

mγ→i(xi) , (18)

where Zµ→i and Zi→µ are normalization factors ensuring that
∫

dximµ→i(xi) =
∫

dximi→µ(xi) = 1. These coupled
integral equations for the messages are too complicated to be of any practical use. However, in the large N limit,
when the matrix elements Fµi scale like 1/

√
N , one can simplify these canonical equations.

Using the Hubbard-Stratonovich transformation

e−
ω2

2∆ =
1√
2π∆

∫

dλ e−
λ2

2∆+ iλω
∆ , (19)

for ω = (
∑

j 6=i Fµjxj) we can simplify Eq. (17) as

mµ→i(xi) =
1

Zµ→i
√
2π∆

e
− 1

2∆µ
(Fµixi−yµ)

2
∫

dλe
− λ2

2∆µ

∏

j 6=i

[∫

dxjmj→µ(xj)e
Fµjxj
∆µ

(yµ−Fµixi+iλ)
]

. (20)

Now we expand the last exponential around zero because the term Fµj is small in N , we keep all terms that are of
O(1/N). Introducing means and variances as new ”messages”

ai→µ ≡
∫

dxi ximi→µ(xi) , (21)

vi→µ ≡
∫

dxi x
2
i mi→µ(xi)− a2i→µ , (22)

we obtain

mµ→i(xi) =
1

Zµ→i
√

2π∆µ

e
− 1

2∆µ
(Fµixi−yµ)

2
∫

dλe
− λ2

2∆µ

∏

j 6=i

[

e
Fµjaj→µ

∆µ
(yµ−Fµixi+iλ)+

F2
µjvj→µ

2∆2
µ

(yµ−Fµixi+iλ)2
]

. (23)

Performing the Gaussian integral over λ, we obtain

mµ→i(xi) =
1

Z̃µ→i
e−

x2
i
2 Aµ→i+Bµ→ixi , Z̃µ→i =

√

2π

Aµ→i
e

B2
µ→i

2Aµ→i , (24)
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where the normalization Z̃µ→i contains all the xi-independent factors, and we have introduced the scalar messages:

Aµ→i =
F 2
µi

∆µ +
∑

j 6=i F
2
µjvj→µ

, (25)

Bµ→i =
Fµi(yµ −∑j 6=i Fµjaj→µ)

∆µ +
∑

j 6=i F
2
µjvj→µ

, (26)

The noiseless case corresponds to ∆µ = 0.
To close the equations on messages ai→µ and vi→µ we notice that

mi→µ(xi) =
1

Z̃i→µ
[(1− ρ)δ(xi) + ρφ(xi)] e

− x2
i
2

∑

γ 6=µ Aγ→i+xi
∑

γ 6=µ Bγ→i . (27)

Messages ai→µ and vi→µ are respectively the mean and variance of the probability distribution mi→µ(xi). It is also
useful to define the local beliefs ai and vi as

ai ≡
∫

dxi ximi(xi) , (28)

vi ≡
∫

dxi x
2
i mi(xi)− a2i , (29)

where

mi(xi) =
1

Z̃i
[(1− ρ)δ(xi) + ρφ(xi)] e

− x2
i
2

∑

γ Aγ→i+xi
∑

γ Bγ→i . (30)

For a general function φ(xi) let us define the probability distribution

Mφ(Σ
2, R, x) =

1

Ẑ(Σ2, R)
[(1− ρ)δ(x) + ρφ(x)]

1√
2πΣ

e−
(x−R)2

2Σ2 , (31)

where Ẑ(Σ2, R) is a normalization. We define the average and variance of Mφ as

fa(Σ
2, R) ≡

∫

dxxM(Σ2, R, x) , (32)

fc(Σ
2, R) ≡

∫

dxx2 M(Σ2, R, x)− f2a (Σ
2, R) , (33)

(where we do not write explicitly the dependence on φ). We give an explicit form for these two functions for the
Gauss-Bernoulli signal model, Eqs. (67-68), and for the mixture of Gaussians signal model in Appendix C. Notice
that:

fa(Σ
2, R) = R+Σ2 d

dR
log Ẑ(Σ2, R) , (34)

fc(Σ
2, R) = Σ2 d

dR
fa(Σ

2, R) . (35)

The closed form of the BP update is

ai→µ = fa

(

1
∑

γ 6=µAγ→i
,

∑

γ 6=µBγ→i
∑

γ 6=µAγ→i

)

, ai = fa

(

1
∑

γ Aγ→i
,

∑

γ Bγ→i
∑

γ Aγ→i

)

, (36)

vi→µ = fc

(

1
∑

γ 6=µAγ→i
,

∑

γ 6=µBγ→i
∑

γ 6=µAγ→i

)

, vi = fc

(

1
∑

γ Aγ→i
,

∑

γ Bγ→i
∑

γ Aγ→i

)

. (37)

For a general signal model φ(xi) the functions fa and fc can be computed using a numerical integration over xi. In
special cases, like the case of Gaussian φ which we use in practice, these functions are easily computed analytically and
are given in Eqs. (67-68). Eqs. (21-22) together with (25-26) and (27) then lead to closed iterative message passing
equations, which can be solved by iterations. There equations can be used for any signal s, and any matrix F. When
a fixed point of the BP equations is reached, the elements of the original signal are estimated as x∗i = ai, and the
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corresponding variance vi can be used to quantify the correctness of this estimate. Perfect reconstruction is found
when the messages converge to a fixed point such that ai = si and vi = 0.

A message passing algorithm equivalent to the one that we have just described was used in [11], where it was called
“relaxed belief propagation”. In [11], it was used as an approximate algorithm for the case of a sparse measurement
matrix F. In our case, the matrix is not sparse, and the use of mean and variances instead of the canonical BP
messages is exact in the large N limit, thanks to the fact that the matrix is not sparse (a sum like

∑

i Fµixi contains

of order N non-zero terms), and each element of the matrix F scales as O(1/
√
N).

B. The TAP form of the message passing algorithm

In the message-passing form of BP described above, 2M×N messages are sent, one between each variable component
i and each measurement, in each iteration. In fact, it is possible to rewrite the BP equations in terms of N +M
messages instead of 2M ×N , always within the assumption that the F matrix is not sparse, and that all its elements
scale as O(1/

√
N). In statistical physics terms, this corresponds to the Thouless-Anderson-Palmer equations (TAP)

[12] used in the study of spin glasses. In the large N limit, these are asymptotically equivalent (only o(1) terms are
neglected) to the BP equations. Going from BP to TAP is, in the compressed sensing literature, the step to go from
the rBP [11] to the AMP [7] algorithm. Let us now show how to take this step.

In the large N limit, it is clear from (36-37) that the messages ai→µ and vi→µ are nearly independent of µ. However,
one must be careful to keep the correcting “Onsager reaction terms”. Let us define

ωµ =
∑

i

Fµiai→µ , Vµ =
∑

i

F 2
µivi→µ , (38)

Σ2
i =

1
∑

µAµ→i
, Ri =

∑

µBµ→i
∑

µAµ→i
. (39)

Then we have

Σ2
i =

[

∑

µ

F 2
µi

∆µ + Vµ − F 2
µivi→µ

]−1

=

[

∑

µ

F 2
µi

∆µ + Vµ

]−1

, (40)

Ri =

[

∑

µ

Fµi(yµ − ωµ + Fµiai→µ)

∆µ + Vµ − F 2
µivi→µ

][

∑

µ

F 2
µi

∆µ + Vµ − F 2
µivi→µ

]−1

= ai +

∑

µ Fµi
(yµ−ωµ)
∆µ+Vµ

∑

µ F
2
µi

1
∆µ+Vµ

. (41)

In order to compute ωµ =
∑

i Fµiai→µ, we see that when expressing ai→µ in terms of ai we need to keep all corrections
that are linear in the matrix element Fµi

ai→µ = fa

(

1
∑

ν Aν→i −Aµ→i
,

∑

ν Bν→i −Bµ→i
∑

ν Aν→i −Aµ→i

)

= ai −Bµ→iΣ
2 ∂fa
∂R

(

Σ2
i , Ri

)

. (42)

Therefore

ωµ =
∑

i

Fµiai −
(yµ − ωµ)

∆µ + Vµ

∑

i

F 2
µivi . (43)

The computation of Vµ is similar, this time all the corrections are negligible in the limit N → ∞.
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Finally, we get the following closed system of iterative TAP equations that involve only matrix multiplication:

V t+1
µ =

∑

i

F 2
µi v

t
i , (44)

ωt+1
µ =

∑

i

Fµi a
t
i −

(yµ − ωt
µ)

∆µ + V t
µ

∑

i

F 2
µi v

t
i , (45)

(Σt+1
i )2 =

[

∑

µ

F 2
µi

∆µ + V t+1
µ

]−1

, (46)

Rt+1
i = ati +

∑

µ Fµi
(yµ−ωt+1

µ )

∆µ+V t+1
µ

∑

µ

F 2
µi

∆µ+V t+1
µ

, (47)

at+1
i = fa

(

(Σt+1
i )2, Rt+1

i

)

, (48)

vt+1
i = fc

(

(Σt+1
i )2, Rt+1

i

)

. (49)

We see that the signal model P (xi) = (1−ρ)δ(xi)+ρφ(xi) assumed in the probabilistic approach appears only through
the definitions (32-33) of the two functions fa and fc . In the case where the signal model is chosen as Gauss-Bernoulli,
these functions are given explicitly by Eqs. (67-68). Equations (44-49) are equivalent to the (generalized) approximate
message passing of [7, 8].

A reasonable initialization of these equations is

at=0
i = ρ

∫

dxxφ(x) , (50)

vt=0
i = ρ

∫

dxx2 φ(x)−
(

at=0
i

)2
, (51)

ωt=0
µ = yµ . (52)

C. Further simplification for measurement matrices with random entries

For some special classes of random measurement matrices F, the TAP equations (44-47) can be simplified further.
Let us start with the case of a homogenous matrix F with iid random entries of zero mean and variance 1/N (the
distribution can be anything as long as the mean and variance are fixed). The simplification can be understood
as follows. Consider for instance the quantity Vµ. Let us define V as the average of Vµ with respect to different
realizations of the measurement matrix F .

V =

N
∑

i=1

F 2
µivi =

1

N

N
∑

i=1

vi . (53)

The variance is

varV ≡ (Vµ − V )2 =
∑

i 6=j

(

F 2
µi −

1

N

)(

F 2
µj −

1

N

)

vivj +

N
∑

i=1

(

F 2
µi −

1

N

)2

v2i

= 0 +
2

N

(

1

N

N
∑

i=1

v2i

)

= O

(

1

N

)

. (54)

Since the average is of order one and the variance of order 1/N , in the limit of large N we can hence neglect the
dependence on the index µ and consider all Vµ equal to their average. The same argument can be repeated for all
the terms that contain F 2

µi. Hence for the homogenous matrix F with iid random entries of zero mean and variance

1/N , one can effectively “replace” every F 2
µi by 1/N in Eqs. (46-47) and (44-45). The iteration equations then take
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the simpler form (assuming for simplicity that ∆µ = ∆)

V =
1

N

∑

i

vi , (55)

ωµ =
∑

i

Fµiai −
(yµ − ωµ)

∆ + V

[

1

N

∑

i

vi

]

, (56)

Σ2 =
∆+ V

α
, (57)

Ri = ai +
∑

µ

Fµi
(yµ − ωµ)

α
. (58)

ai = fa
(

Σ2, Ri

)

, (59)

vi = fc
(

Σ2, Ri

)

. (60)

These equations can again be solved by iteration. They only involve 2(M +N + 1) variables. For a general matrix F

one iteration of the above algorithm takes O(NM) steps (and in practice we observed that the number of iterations
needed for convergence is basically independent of N). For matrices that can be computed recursively (i.e. without
storing all their NM elements) a speed up of this algorithm is possible, as the message passing loop takes only
O(M +N) steps.
A second class of matrices for which a similar simplification exists is the case of the block matrices defined in

Sec. I B. For simplicity, we consider the case when the noise only depends on the block, i.e., ∆µ = ∆q for all µ in
block q. For the block measurement matrix with random entries of variance Jq,p/N the simplified TAP equations
read

Vq =
1

N

Lc
∑

p=1

Jq,p
∑

i∈Bp

vi , (61)

ωµ =

Lc
∑

p=1

∑

i∈Bp

Fµiai −
yµ − ωµ

∆I(µ) + VI(µ)

1

N

Lc
∑

p=1

JI(µ),p
∑

i∈Bp

vi , (62)

Σ2
p =

[

np

Lr
∑

q=1

αqpJq,p
∆q + Vq

]−1

, (63)

Ri = ai +

∑Lr

q=1

∑

µ∈Bq
Fµi

yµ−ωµ

∆q+Vq

nI(i)

∑Lr

q=1
αqI(i)Jq,I(i)

∆q+Vq

, (64)

ai = fa

(

Σ2
I(i), Ri

)

, (65)

vi = fc

(

Σ2
I(i), Ri

)

, (66)

where p = 1, 2, . . . Lc, q = 1, 2, . . . Lr. I(µ) (and I(i)) is defined as the index of the block to which µ (i) belongs, Bq

is the set of indices in block q. We remind that αqp =Mq/Np and np = Np/N .

D. Parameter learning with expectation maximization

In our practical implementation, we use as signal model a Gauss-Bernoulli distribution. That is, the function φ(x)
is Gaussian with mean x and variance σ2. The functions fa and fc are in this case:

fa(Σ
2, R) =

ρ e
− (R−x)2

2(Σ2+σ2) Σ

(Σ2+σ2)
3
2
(xΣ2 +Rσ2)

(1− ρ)e−
R2

2Σ2 + ρ Σ√
Σ2+σ2

e
− (R−x)2

2(Σ2+σ2)

, (67)

fc(Σ
2, R) =

ρ (1− ρ)e
− R2

2Σ2 − (R−x)2

2(Σ2+σ2) Σ

(Σ2+σ2)
5
2

[

σ2Σ2(Σ2 + σ2) + (xΣ2 +Rσ2)2
]

+ ρ2e
− (R−x)2

(Σ2+σ2) σ2Σ4

(σ2+Σ2)2

[

(1− ρ)e−
R2

2Σ2 + ρ Σ√
Σ2+σ2

e
− (R−x)2

2(Σ2+σ2)

]2 . (68)
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See also appendix C where we give the form of fa and fc for the signal model consisting of mixture of Gaussians.
The most likely values of parameters ρ, x, σ,∆ can be obtained via maximizing the partition function. Within the

belief propagation approach this is equivalent to maximizing the Bethe free entropy F (ρ, x, σ,∆) ≡ logZ(ρ, x, σ,∆)
expressed as [46]

F (ρ, x, σ,∆) =
∑

µ

logZµ +
∑

i

logZi −
∑

(µi)

logZµi , (69)

where

Zi =

∫

dxi
∏

µ

mµ→i(xi)

[

(1− ρ)δ(xi) +
ρ√
2πσ

e−
(xi−x)2

2σ2

]

, (70)

Zµi =

∫

dximµ→i(xi)mi→µ(xi) . (71)

Zµ =

∫

∏

i

dxi
∏

i

mi→µ(xi)
1

√

2π∆µ

e
− (yµ−

∑

i Fµixi)
2

2∆µ =
1

√

2π(∆ + Vµ)
e
− (yµ−ωµ)2

2(∆+Vµ) . (72)

The stationarity condition of Bethe free entropy (69) with respect to ρ leads to

ρ =

∑

i
1/σ2+1/Σ2

i

Ri/Σ2
i+x/σ2 ai

∑

i

[

1− ρ+ ρ

σ(1/σ2+1/Σ2
i )

1
2
e

(Ri/Σ
2
i
+x/σ2)2

2(1/σ2+1/Σ2
i
)
− x2

2σ2

]−1 . (73)

Stationarity with respect to x and σ gives

x =

∑

i ai

ρ
∑

i

[

ρ+ (1− ρ)σ(1/σ2 + 1/Σ2
i )

1
2 e

− (Ri/Σ
2
i
+x/σ2)2

2(1/σ2+1/Σ2
i
)
+ x2

2σ2

]−1 , (74)

σ2 =

∑

i(vi + a2i )

ρ
∑

i

[

ρ+ (1− ρ)σ(1/σ2 + 1/Σ2
i )

1
2 e

− (Ri/Σ
2
i
+x/σ2)2

2(1/σ2+1/Σ2
i
)
+ x2

2σ2

]−1 − x2 . (75)

For simplicity, we consider that the noise is homogeneous, i.e., ∆µ = ∆, for all µ. The noise level ∆ may be unknown,
in which case one can learn it, like the other parameters, by maximizing the free entropy. The resulting condition for
learning of the noise variance ∆ reads:

∆ =

∑

µ
(yµ−ωµ)

2

(1+ 1
∆Vµ)2

∑

µ
1

1+ 1
∆Vµ

, (76)

where ωµ and Vµ are defined in Eq. (38).
Note that instead of using the steepest gradient descent in the Bethe free energy for the mean and variance (i.e.

Eqs. (74-75)) one can also use simpler expressions that are satisfied in the Bayes-optimal setting. In particular

x =

∑

i ai
Nρ

, (77)

σ2 =

∑

i(vi + a2i )

ρN
− x2. (78)

In our numerical implementations we use these simplified conditions. In the case where the matrix F is random with

iid elements of zero mean and variance 1/N , we can also use for learning the variance:
∑M

µ=1 y
2
µ/N = αρ(σ2 + x2).

Eqs. (73) and (74, 75) or (77, 78) can be used for iterative learning of the parameters, in the spirit of expectation
maximization. Eqs. (25, 26, 36, 37, 73, 77, 78) altogether lead to the Expectation Maximization Belief Propagation
(EM-BP) algorithm that we have first presented in [1]. In EM-BP one update of the BP messages is followed by an
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update of the parameters and this is repeated till convergence (of both BP messages and the parameters). In our
implementations we initialize the parameters as follows

ρt=0 = α/10 , xt=0 = 0 , σ2
t=0 = 1 . (79)

In case the variance of the signal is not at all close to one, the sum rule 1
M

∑

µ y
2
µ = 1

M

∑

µ,i F
2
µis

2
i suggests a more

sensible initialization σ2
t=0 =

∑

µ y
2
µ/(MNvarFρt=0). A new guess of parameters is obtained using Eqs. (73, 77, 78)

except if the variance becomes negative, then the new variance is set to zero, or if the new value of ρ becomes larger
than α, in which case α is taken as the new value for ρ. To obtain an updated guess for the parameters we also
use “damping”. The updated guess is obtained as 1/2 times the old value plus 1/2 times the newly computed value.
Empirically this speeds up the convergence and prevents some numerical instabilities. If needed, such damping is also
used to improve convergence for the BP messages themselves.

IV. ASYMPTOTIC ANALYSIS: STATE EVOLUTION AND REPLICAS

Belief propagation is an efficient heuristic algorithm that is in some cases (such as the present one) amenable to
asymptotic (N → ∞) analytical analysis. This statistical analysis of BP iterations is known as the “cavity method”
(in statistical physics) [46, 47], the “density evolution” in coding [48], and the “state evolution” in the context of CS
[7, 15]. The corresponding equations can also be derived using the replica method, that provides an exact asymptotic
analysis of both the BP performance and the performance of an optimal (perhaps exponentially costly) reconstruction
algorithm. In this section we first concentrate (parts A to D) on the case of ’homogeneous’ measurement matrices
with iid entries. We derive the density evolution equations in part A, and we detail the replica approach in part B.
Part C shows the simplifications that takes place in the Bayes-optimal case where the signal model gives the correct
statistical properties of the underlying signal, and part D generalizes the density evolution equations to the case where
one uses the learning procedure for the parameters of the signal model. Part E gives the density evolution equations
in the more general case of block measurement matrices.

A. Density evolution of the message passing

We derive the density evolution equations in the case where the measurement matrix F has random entries that
are iid, with mean 0 and variance 1/N , and we assume that the parameters of the signal model are fixed.

The density evolution (or cavity method) uses a statistical analysis of the BP messages at iteration t, in the large N
limit, in order to derive their distribution at iteration t+1. It turns out that these distributions are simply expressed
in terms of two parameters:

V t ≡ 1

N

N
∑

i=1

vti (80)

Et ≡ 1

N

N
∑

i=1

(ati − si)
2 . (81)

We remind the reader that si are the components of the original signal s, and ati, v
t
i are the mean and variance of the

local beliefs defined in (28), at iteration t. V t just measures the average variance of the local beliefs, and Et is the
mean-squared error achieved by BP, at a given iteration t.

Using the definition of the quantity Ri (39) and Eq. (26), we get

Rt
i = si +

1

α





∑

µ

Fµiξµ +
∑

µ

Fµi

∑

j 6=i

Fµj(sj − atj→µ)



 , (82)

where ξµ is the measurement noise (as defined in (1)), a centered Gaussian variable with variance ∆0. The variable
rti =

∑

µ Fµiξµ+
∑

µ Fµi

∑

j 6=i Fµj(sj−atj→µ) is a random variable with respect to the distribution of the measurement

matrix elements Fµi (zero mean and 1/N variance matrix) and the noise ξi. Therefore r
t
i a Gaussian random variables
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with mean and variance

rt =
∑

µ

∑

j 6=i

FµiFµj(sj − aj→µ) = 0 , (83)

(rt)2 =
∑

µ

ξ2µF
2
µi +

∑

µ

∑

j 6=i

F 2
µiF

2
µj(sj − aj→µ)

2 = α∆0 +
1

N2

M
∑

µ=1

N
∑

j=1

(sj − aj)
2 = α(E +∆0) , (84)

In the second inequality of (84) we neglected terms of O(1/
√
N).

Using the above results this leads us to the belief at iteration t+ 1, mt+1
i (xi), being distributed as

mt+1
i (xi) ≃

1

Ẑi
[(1− ρ)δ(xi) + ρφ(xi)]e

−
α

(

xi−si−z

√
E+∆0

α

)2

2(∆+V ) (85)

where z is a random Gaussian variable with zero mean and unit variance, and Ẑi is a normalization constant. Hence
using the definition of the BP order parameters given in (81) we get for a signal with iid elements

V t+1 =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz fc
(

∆+ V t

α
, s+ z

√

Et +∆0

α

)

, (86)

Et+1 =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz
[

fa

(

∆+ V t

α
, s+ z

√

Et +∆0

α

)

− s

]2

, (87)

where Dz = dz e−z2/2/
√
2π is a Gaussian integration measure. For the special case of a Gauss-Bernoulli signal model,

i.e. when the function φ is Gaussian with mean x and variance σ2, the functions fa(Σ
2, R) and fc(Σ

2, R) are expressed
explicitly in Eqs. (67-68).
Equations (86-87) are the density evolution equations. They describe how the mean-squared error E and the variance

order parameter V evolve during the iterations of the BP algorithm. Note that the density evolution equations are
the same for the message passing and for the TAP equations as indeed factors of O(1/N) are neglected in the density
evolution. If the messages are initialized as in (50-52), the initial conditions of the density evolution equations are:

Et=0 = ρ0s2 − 2ρρ0s

∫

dxxφ(x) + ρ2
[∫

dxxφ(x)

]2

, (88)

V t=0 = ρ

∫

dxx2φ(x)− ρ2
[∫

dxxφ(x)

]2

. (89)

Fig. 1 shows several examples of this mapping for the noiseless case ∆ = ∆0 = 0. We plot the evolution of the
normalized vector (V (t+1) − V (t), E(t+1) − E(t)). For a relatively high measurement density α, there is unique fixed
point E = V = 0 corresponding to an exact reconstruction of the signal. When α is below some critical point, another
attractive fixed point E > 0, V > 0 appears.

B. Replica analysis

The density evolution presented in the previous section can also be derived independently using the replica
method [47]. The main advantage is that the replica computations give a physical meaning to all the fixed points of
Eqs. (86-87), even to those that are not reached by iterating the BP algorithm.

The thermodynamic properties of a disordered system given by the Hamiltonian defined in Eq. (3) are characterized
by the average free entropy EF,s,ξ(logZ), where Z is the partition function defined in (2), s is the original signal and
ξ = {ξµ}Mµ=1

are the measurement noise with zero mean and variance ∆0 for µ = 1, 2, . . . ,M . The free entropy is
evaluated via the replica trick as

Φ ≡ 1

N
EF,s,ξ(logZ) =

1

N
lim
n→0

EF,s,ξ(Z
n)− 1

n
. (90)

Introducing n replicas, we get

EF,s,ξ(Z
n) =

∫

∏

i,a

dxai
∏

i,a

[(1− ρ)δ(xai ) + ρφ(xai )]
∏

µ

EF,s,ξ
1√
2π∆

e−
1

2∆

∑n
a=1(

∑N
i=1 Fµisi+ξµ−

∑N
i=1 Fµix

a
i )

2

, (91)
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FIG. 1. (color online) Examples of the BP density evolution, y-axes is the mean-squared error of the current signal estimate

E = q−2m+ρ0s2, the x-axes is the average variance V = Q−q. Each arrow is a normalized vector (V (t+1)−V (t), E(t+1)−E(t)).
The signal model φ(x) is Gaussian with zero mean and unit variance, the signal distribution φ0(x) is Gaussian on the top and
{±1} on the bottom. The measurements are noiseless. On the left we show an example for relatively large measurement rate
where there is a unique fixed point E → 0, V → 0. On the right there is another fixed point E > 0, V > 0 which is the
attractive one for “uninformed” initial conditions. Notice that on the top plots the line V = E is stable: this is thanks to the
Nishimori condition when the signal is described by the correct model (ρ0 = ρ and φ0 = φ). In that case one can work in the
V = E sub-space.

where a, b, . . . denote the replica indices, ∆ is the assumed measurement noise and generally ∆ 6= ∆0.
In the case where the matrix F has iid elements with zero mean and variance 1/N , we introduce the order parameters

as follows

ma =
1

N

N
∑

i=1

xai si , a = 1, 2, . . . , n , (92)

Qa =
1

N

N
∑

i=1

(xai )
2, a = 1, 2, . . . , n , (93)

qab =
1

N

N
∑

i=1

xai x
b
i , a < b . (94)

We use a common trick of rewriting the identity

1 =

∫

∏

a

dQ̂adQadm̂adma

∫

∏

a<b

dq̂abdqabe
∑

a Q̂a[
N
2 Qa− 1

2

∑

j(x
a
j )

2]−∑

a<b q̂ab(Nqab−
∑

j xa
j x

b
j)−

∑

a m̂a(Nma−
∑

j xa
j x

0
j) .
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When averaging Zn, we first need to evaluate the quantity

Xµ = EF,ξ

[

e−
1

2∆

∑n
a=1(

∑

i Fµisi+ξµ−
∑

i Fµix
a
i )

2]

(95)

at fixed signal s and configuration x. In order to evaluate Xµ we first need to define vaµ =
∑N

i=1 Fµi(x
0
i − xai ) + ξµ

with a = {0, 1, . . . , n}, and where 0 corresponds to the index of the signal: x0i = si. The va obeys a joint Gaussian
distribution with covariance

EF,ξ

[

(

vaµ
)2
]

= EF,ξ

∑

i

F 2
µi

(

x0i − xai
)2

+∆0 =
1

N

∑

i

(

x0i − xai
)2

+∆0 = Qa − 2ma + ρs2 +∆0 (96)

EF,ξ

[

vaµv
b
µ

]

= EF,ξ

∑

i

F 2
µi

(

x0i − xai
) (

x0i − xbi
)

+∆0 = qab − (ma +mb) + ρs2 +∆0 (97)

We shall use the so-called replica symmetric (RS) Ansatz. This is consistent with using Belief Propagation, and it is
known to be correct for the optimal Bayesian inference (i.e. when the signal model correspond to the empirical signal
distribution) [43, 46]. In this Ansatz the replicas are considered as equivalent, therefore:

ma = m, qab = q, Qa = Q . (98)

Going back to Xµ, we now have

Xµ = Ev

[

e−
1

2∆

∑n
a=1(v

a
µ)

2]

(99)

with

P (v) =
1

√

(2π)ndet(G)
e−

1
2

∑

a,b va(G
−1)abvb , (100)

where (under the RS hypothesis) the covariance matrix reads

Gaa = Ev(v
a
µv

a
µ) = Q+ ρs2 − 2m+∆0, a = 1, 2, . . . , n , (101)

Gab = Ev(v
a
µv

b
µ) = q + ρs2 − 2m+∆0, a < b . (102)

Computing explicitly Xµ, one now finds

Xµ =
1

√

(2π)ndet(G)

∫

Dv e−
1
2

∑

a,b va[(G−1)ab+
1
∆ δa,b]vb

=

∫

Dve−
1
2v

T (G−1+ 1

∆ )v

∫

Dve−
1
2v

TG−1v
=

1
√

det(1+ G
∆ )

. (103)

We now compute this determinant. We have

G = (q + ρs2 − 2m+∆0)∐+(Q− q)1 , (104)

where ∐ stands for the n × n matrix with elements all equal to one. The eigenvectors of G are (a) one eigenvector

(1, 1, . . . , 1) with an eigenvalue Q−q+n(q−2m+ρs2+∆0), and (b) n−1 eigenvectors of the type (0, 0, 1,−1, 0, . . . , 0)
with eigenvalues Q− q. Therefore

det(1+
G

∆
) =

[

1 +
1

∆

(

Q− q + n(q − 2m+ ρs2 +∆0)
)

] [

1 +
Q− q

∆

]n−1

(105)

To conclude the computation of Xµ we get

lim
n→0

Xµ = e
−n

2

[

q−2m+ρs2+∆0
Q−q+∆ +log(1+Q−q

∆ )

]

. (106)

We thus obtain

EF,s,ξZ
n =

∫

∏

a

dQ̂adQadm̂adma

∫

∏

ab

dq̂abdqabe
N[ 12

∑

a Q̂aQa−
∑

a<b q̂abqab−
∑

a m̂ama]
∏

µ

Xµ√
2π∆

(107)

×
{

∫

dx0 [(1− ρ0)δ(x0) + ρ0φ0(x0)]
∏

a

dxa [(1− ρ)δ(xa) + ρφ(xa)] e
− 1

2

∑

a Q̂ax
2
a+

1
2

∑

a 6=b xaxbq̂ab+
∑

a m̂axax0

}N
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Let us call Y the expression in the {.} in the last equation. Introducing the following transformation into the last
equation

e
1
2 q̂p

∑

a 6=b xaxb

=

∫

Dz ez
√

q̂p
∑n

a=1 xae−
q̂p
2

∑n
a=1(x

a)2 (108)

where Dz is a Gaussian integration measure with zero mean and variance one, we obtain under the RS hypothesis

Y =

∫

dx0 [(1− ρ0)δ(x0) + ρ0φ0(x0)]

∫

Dz

{∫

dx [(1− ρ)δ(x) + ρφ(x)] e−
Q̂+q̂

2 x2+m̂xx0+z
√
q̂x

}n

(109)

In the n→ 0 limit, one can write that f(z)n = 1+n log f(z) and thus
∫

Dzf(z)n = 1+n
∫

Dz log f(z) ≈ en
∫

Dz log f(z).
Grouping all terms together we finally get

EF,s,ξZ
n =

∫

dQ̂ dQ dq̂ dq dm̂ dmenNΦ(Q,q,m,Q̂,q̂,m̂) (110)

where Φ is the replica free energy function

Φ(Q, q,m, Q̂, q̂, m̂) = −α
2

q − 2m+ ρ0s2 +∆0

∆+Q− q
− α

2
log (∆ +Q− q) +

QQ̂

2
−mm̂+

qq̂

2

+

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz log
{∫

dx e−
Q̂+q̂

2 x2+m̂xs+z
√
q̂x [(1− ρ)δ(x) + ρφ(x)]

}

. (111)

We remind that Dz is a Gaussian integration measure with zero mean and variance one, ρ0 is the density of the signal,
and φ0(s) is the distribution of the signal components and s2 =

∫

ds s2 φ0(s) is its second moment, ∆0 is the true
variance of the measurement noise.
The physical meaning of the order parameters is

Q =
1

N

∑

i

〈x2i 〉 , q =
1

N

∑

i

〈xi〉2 , m =
1

N

∑

i

si〈xi〉 , (112)

in which the average is with respect to the measure P̂ (2), whereas the other three m̂, q̂, Q̂ are auxiliary parameters.

Using the saddle point method and performing derivatives with respect to m, q, Q − q, m̂, q̂, and Q̂ + q̂ we obtain
the self-consistent equations

m̂ = Q̂+ q̂ =
α

∆+Q− q
, q̂ =

α(q − 2m+ ρ0s2 +∆0)

(∆ +Q− q)2
, (113)

m = ρ0

∫

ds s φ0(s)

∫

Dz fa
(

1

m̂
, s+ z

√
q̂

m̂

)

, (114)

Q− q =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz fc
(

1

m̂
, s+ z

√
q̂

m̂

)

, (115)

q =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz f2a
(

1

m̂
, s+ z

√
q̂

m̂

)

. (116)

From the definition of the order parameters (112) we obtain

E = q − 2m+ ρ0s2 , V = Q− q . (117)

It is easily seen that the set of stationary point equations (113-116) exactly reproduces the fixed point condition of
the density evolution equations (86-87): BP fixed points are stationary points of the free entropy (111).

The uniform sampling from the measure P̂ , Eq. (2), is described by the global maximum of Φ. We can use equation
(111) in order to confirm (non-rigorously) our previous result about the optimality of the probabilistic approach for
any φ(x) with a support that contains that of the signal φ0, and finite second moment. Indeed the free entropy Φ,

evaluated close to the the signal i.e. when Q = q = m = ρ0s2, diverges as −(α − ρ0) log(∆ +Q− q)/2. Therefore in
the noiseless limit ∆ → 0, Φ diverges when E, V → 0, whenever α > ρ0.
It is useful to compute the free entropy restricted to configurations x at a fixed squared distance D from the signal,

D =
∑

i(xi − si)
2/N . When sampling from the probability P̂ = P (x|F,y), in the limit of large N , the probability
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that the reconstructed signal x is at a squared distance D =
∑

i(xi− si)2/N from the original signal s is proportional

to eNΦ(D) where Φ(D) is the free entropy restricted to squared distance D. In order to compute Φ(D) we need to
evaluate the following saddle point

Φ(D) = SPQ,q,Q̂,q̂,m̂Φ(Q, q, (Q−D + ρ0〈s2〉)/2, Q̂, q̂, m̂) , (118)

which can be done using Eqs. (114-116) and q̂ = α(q − 2m + ρ0〈s2〉)/(Q − q)2, and m̂ = Q̂ + q̂. The resulting free
entropy Φ(D) is a useful quantity to visualize when the BP reconstruction fails. It will be shown and analyzed in the
next section.

Let us, at this point, underline the difference between distance D =
∑

i〈(xi − si)
2〉/N = Q − 2m + ρ0s2 and the

mean-squared error E =
∑

i(〈xi〉 − si)
2/N = q− 2m+ ρ0s2. Clearly D = E + V , and one should not confuse the two

definitions.

C. Analysis of Bayes-optimal inference

So far we were discussing the general case when the signal is created using density ρ0 and empirical distribution of
the non-zero elements φ0, and the belief propagation reconstruction algorithm is used with a signal model with density
ρ 6= ρ0 and entry distribution φ 6= φ0. As we explained in section (II B) the Bayes-optimal inference corresponds to
the case when the statistical properties of the signal, and the distribution of the measurement noise are known. Then
one can use a signal model with

ρ = ρ0 , φ(x) = φ0(x) , ∆ = ∆0 . (119)

In such a case exact sampling from the measure P̂ (2) corresponds to the information-theoretic optimal way of recon-
structing the signal. This means that the predictions obtained in this case represent the best possible reconstruction
performances regardless of the algorithm used.

The replica symmetric computation presented in the previous section becomes exact in this case, for reasons similar
to those known in mean field spin glasses on the ’Nishimori line’ [42, 43, 46]. Hence in this Bayes-optimal case
the above replica calculation can be used to study the information-theoretic limits for reconstruction in CS. This is
equivalent to what was rigorously established by [18, 19].
The density evolution and the free entropy can be simplified greatly in the Bayes-optimal case, since the Nishimori

condition (14) gives the following equalities:

q = m, Q = ρs2 , E = V . (120)

Hence in the Bayes-optimal case the density evolution is characterized by a single parameter, the mean-squared error
E = ρs2 −m. Note that the mean-squared distance from the signal to a configuration sampled from the distribution
P̂ is D = E + V = 2E. The density evolution equations (86-87) or (113-116) reduce to:

Et+1 = ρs2 − ρ

∫

ds s φ(s)

∫

Dzfa
(

∆+ Et

α
, s+ z

√
∆+ Et

√
α

)

. (121)

(we remind that the function fa is defined in (32)). The initial condition of Eq. (88) is Et=0 = ρs2 − ρ2s2.
The free entropy also becomes a function of the single variable E:

ΦNL(E) = −α
2
− α

2
log (∆ + E)− α(ρs2 + E)

2(∆ + E)

+

∫

ds [(1− ρ)δ(s) + ρφ(s)]

∫

Dz log
{∫

dx e
α

∆+E x(s− x
2 )+zx

√
α√

∆+E [(1− ρ)δ(x) + ρφ(x)]

}

. (122)

When the signal distribution is known, the value of the MSE E at the global maximum of this free entropy provides
the Bayes optimal reconstruction of the signal, i.e. the lowest achievable MSE given the knowledge of the measurement
vector y and the measurement matrix F. As we will see, depending on parameters α, ρ and φ(x), the BP algorithm
where the MSE evolves according to (121) will either find this global maximum or it will get blocked in a local
suboptimal maximum.
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For completeness let us give the explicit form of the free entropy (122) for a Gauss-Bernoulli signal where φ0 has
zero mean and unit variance:

ΦNL(E) = −α
2

[

log (∆ + E) +
∆

∆+ E

]

+ (1− ρ)
α

2(α+∆+ E)
(123)

+ (1− ρ)

∫

Dz log
[

(1− ρ)e−
z2α

2(α+∆+E) +
ρ
√
∆+ E√

∆+ E + α

]

+ ρ

∫

Dz log
[

(1− ρ)e
−z2α

2(∆+E) +
ρ
√
∆+ E√

∆+ E + α

]

.(124)

In this case, the condition of stationarity of the free entropy, giving also the fixed-point condition of density evolution,
takes the simple form:

E = ρ− ρ2

α+∆+ E

∫

Dz z2

ρ+ (1− ρ)
√
α+∆+E√
∆+E

e−
z2

2
α

∆+E

. (125)

D. Density evolution with parameter learning

We study here the general case where the signal is created using a density ρ0 and empirical distribution of the
non-zero elements φ0, and the belief propagation reconstruction algorithm is used with a different signal model, with
density ρ 6= ρ0 and distribution of the non-zero elements φ 6= φ0. In this case, expectation maximization can be used
to learn the parameters, as described in Sec. IIID. This modified BP procedure, including parameter learning, can
also be studied with density evolution. We describe here the case that we use in our implementation, namely a model
signal which is Gauss-Bernoulli, where φ is Gaussian with mean x and variance σ2. The learning conditions (73-75)
give the evolution of the parameters:

ρ(t+1) = ρ(t)

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
∫

Dz g(Σ2,s+zU)
1−ρ(t)+ρ(t)g(Σ2,s+zU)

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
∫

Dz 1
1−ρ(t)+ρ(t)g(Σ2,s+zU)

, (126)

x(t+1) =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
∫

Dzfa(Σ2, s+ zU)

ρ(t)
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
∫

Dz g(Σ2,s+zU)
1−ρ(t)+ρ(t)g(Σ2,s+zU)

, (127)

(σ2)(t+1) =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
∫

Dz[f2a (Σ2, s+ zU) + fc(Σ
2, s+ zU)]

ρ(t)
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
∫

Dz g(Σ2,s+zU)
1−ρ(t)+ρ(t)g(Σ2,s+zU)

−
[

x(t+1)
]2

, (128)

where the function g is defined as

g(Σ2, R) =
Σ√

Σ2 + σ2
e

(R/Σ2+x/σ2)2

2(1/Σ2+1/σ2)
− x2

2σ2 . (129)

And we use

Σ2 =
∆+ V t

α
, U ≡

√

∆0 + Et

α
. (130)

The density evolution for the simplified learning (77, 78) reads

x(t+1) =
1

ρ(t)

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz fa(Σ2, s+ zU) , (131)

(σ2)(t+1) =
1

ρ(t)

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz
[

f2a (Σ
2, s+ zU) + fc(Σ

2, s+ zU)
]

−
[

x(t+1)
]2

. (132)

The density evolution equations now provide a mapping
(

E(t+1), V (t+1), ρ(t+1), x(t+1), σ(t+1)
)

= f
(

E(t), V (t), ρ(t), x(t), σ(t)
)

(133)

obtained by complementing the previous equations on V , and E (86-87) with the learning update equations (126,
127, 128). In our implementation we initialize ρt=0 = α/10, xt=0 = 0, and σ2

t=0 = 1.
When a measurement noise is present the variance of the noise can be learned using Eq. (76) which in the density

evolution becomes

∆(t) =
∆0 + Et

1 + V
∆(t)

. (134)
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E. Density evolution for block matrices

In the case of the block measurement matrices defined in Sec. I B, one can easily generalize the above derivation
of the density evolution and of the replica analysis. We just give the results here. For details of the derivation see
appendix A.

The order parameters are now

Qp ≡ 1

Np

∑

i∈Bp

〈x2i 〉 , qp ≡ 1

Np

∑

i∈Bp

〈xi〉2 , mp ≡ 1

Np

∑

i∈Bp

si〈xi〉 (135)

in each block p ∈ {1, . . . , Lc}. The free entropy analogous to that in Eq. (111) becomes

Φ({Qp}Lc
p=1, {qp}Lc

p=1, {mp}Lc
p=1, {Q̂p}Lc

p=1, {q̂p}Lc
p=1, {m̂p}Lc

p=1) =

−1

2

Lr
∑

q=1

n1αq1

[

q̃q − 2m̃q + ρ̃q +∆0

Q̃q − q̃q +∆
+ log (∆ + Q̃q − q̃q)

]

+

Lc
∑

p=1

np

(

QpQ̂p

2
−mpm̂p +

qpq̂p
2

)

+

Lc
∑

p=1

np

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz log
{∫

dx e−
Q̂p+q̂p

2 x2+x(m̂ps+z
√

q̂p) [(1− ρ)δ(x) + ρφ(x)]

}

, (136)

where we introduced

ρ̃q = ρ0s2
Lc
∑

p=1

Jqpnp, m̃q =

Lc
∑

p=1

Jqpnpmp, q̃q =

Lc
∑

p=1

Jqpnpqp, Q̃q =

Lc
∑

p=1

JqpnpQp . (137)

The equations corresponding to the stationarity condition for this free entropy read:

q̂p = np

Lr
∑

q=1

αqpJqp(q̃q − 2m̃q + ρ̃q +∆0)

(Q̃q − q̃q +∆)2
, (138)

m̂p = np

Lr
∑

q=1

αqpJqp

Q̃q − q̃q +∆
, (139)

Q̂p = m̂p − q̂p (140)

mp = ρ0

∫

ds s φ0(s)

∫

Dzfa
(

1

m̂p
, s+ z

√

q̂p

m̂p

)

, (141)

Qp − qp =

∫

ds[(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz fc
(

1

m̂
, s+ z

√

q̂p

m̂p

)

, (142)

qp =

∫

ds[(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz f2a

(

1

m̂p
, s+ z

√

q̂p

m̂p

)

. (143)

When interpreted as a mapping (given the order parameters Qp, qp,mp at time t, one computes Q̂p, q̂p, m̂p form
(138-140), and then finds the new order parameters Qp, qp,mp at time t + 1 using (141-143)), these equations are
exactly the density evolution equations for the case of block matrices. These equations can be written in term of only
2Lc order parameters, the mean-squared error Ep = qp − 2mp + ρ0s2 and the variance Vp = Qp − qp in each block
p ∈ {1, . . . , Lc}. The explicit form of the density evolution equations in terms of these 2Lc order parameters is:

E(t+1)
p =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dz
[

fa

(

1

m̂p
, s+ z

√

q̂p

m̂p

)

− s

]2

, (144)

V (t+1)
p =

∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

∫

Dzfc
(

1

m̂p
, s+ z

√

q̂p

m̂p

)

, (145)



24

where:

m̂p = np

Lr
∑

q=1

αqpJqp

∆+
∑Lc

r=1 JqrnrV
(t)
r

, (146)

q̂p = np

Lr
∑

q=1











αqpJqp
[

∆+
∑Lc

r=1 JqrnrV
(t)
r

]2

[

∆0 +

Lc
∑

s=1

JqsnsE
(t)
s

]











. (147)

If one uses block measurement matrices together with expectation-maximization learning of the parameters, for a
Gauss Bernoulli signal model, the density evolution equations for the parameters are:

ρ(t+1) = ρ(t)









1

Lc

Lc
∑

p=1

∫

Dz
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

g

(

1
m̂p
, s+ z

√
q̂p

m̂p

)

1− ρ+ ρg

(

1
m̂p
, s+ z

√
q̂p

m̂p

)









(148)









1

Lc

Lc
∑

p=1

∫

Dz
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]
1

1− ρ+ ρg

(

1
m̂p
, s+ z

√
q̂p

m̂p

)









−1

, (149)

x(t+1) =
1

ρ

(

1

Lc

Lc
∑

p=1

∫

Dz
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)] fa

(

1

m̂p
, s+ z

√

q̂p

m̂p

))









1

Lc

Lc
∑

p=1

∫

Dz
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

g

(

1
m̂p
, s+ z

√
q̂p

m̂p

)

1− ρ+ ρg

(

1
m̂p
, s+ z

√
q̂p

m̂p

)









−1

, (150)

(σ2)(t+1) =
1

ρ

(

1

Lc

Lc
∑

p=1

∫

Dz
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)] [f
2
a

(

1

m̂p
, s+ z

√

q̂p

m̂p

)

+ fc

(

1

m̂p
, s+ z

√

q̂p

m̂p

)

]

)









1

Lc

Lc
∑

p=1

∫

Dz
∫

ds [(1− ρ0)δ(s) + ρ0φ0(s)]

g

(

1
m̂p
, s+ z

√
q̂p

m̂p

)

1− ρ+ ρg

(

1
m̂p
, s+ z

√
q̂p

m̂p

)









−1

−
[

x(t+1)
]2

. (151)

As in the homogeneous case, the density evolution equation of the block measurement matrices simplify in the
optimal Bayesian approach, when the correct distribution of the signal and its density are known ρ0 = ρ, φ0 = φ. In
this case, the Nishimori conditions mp = qp and Qp = ρs2 hold, hence Ep = Vp holds for every block p = 1, . . . , Lc.
This leads to a single set of closed density evolution equations for the vector Ep, p = 1, . . . , Lc, that reads

E(t+1)
p =

∫

ds [(1− ρ)δ(s) + ρφ(s)]

∫

Dz
[

fa

(

1

m̂p
, s+ z

1
√

m̂p

)

− s

]2

, (152)

m̂p =

Lr
∑

q=1

np
αqpJqp

∆+
∑Lc

r=1 JqrnrE
(t)
r

. (153)

In the case where φ0 is a centered Gaussian with unit variance, we get explicitly:

E(t+1)
p = ρ− ρ2m̂p

m̂p + 1

∫

Dz z2

ρ+ (1− ρ)e−
z2m̂p

2

√

m̂p + 1
. (154)
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V. THE PHASE DIAGRAMS

In this section we turn the equations from the previous section into phase diagrams to display the performance of
belief propagation in CS reconstruction. We first discuss the noiseless case, with random homogeneous measurement
matrices, this is a benchmark case that has been widely used to demonstrate the power of the ℓ1 reconstruction.
We use measurement matrices with iid entries with zero mean and variance 1/N (we remind that our approach is
independent of the distribution of the iid matrix elements and depends only on their mean and variance). Finally we
discuss the phase diagram for noisy measurements, that present several interesting features.

A. Noiseless measurements and the optimal Bayes case

In Fig. 2 we show the free entropy density at fixed squared distance, Φ(D), for the Bayes-optimal case in which
both φ0 and φ are Gaussian with zero mean and unit variance. The elements of the M ×N measurement matrix F

are independent random variables with zero mean and variance 1/N .
The free entropy Φ(D) is computed using Eq. (111) and (118) which was derived using the replica method. The

dynamics of the message passing algorithm (without learning) is a gradient dynamics leading to a maximum of the
free-entropy Φ(D) starting from high distance D. As expected, we see in Fig. 2 that Φ(D) has a global maximum
at D = 0 if and only if α > ρ0, which confirms that the Bayesian optimal inference is in principle able to reach the
theoretical limit α = ρ0 for exact reconstruction. The left-hand side of the figure shows the existence of a critical
measurement rate αBP(ρ0) > ρ0, below which a secondary local maximum of Φ(D) appears at D > 0. When this
secondary maximum exists, the BP algorithm converges instead to it, and does not reach exact reconstruction. The
threshold αBP(ρ0) is obtained analytically as the smallest value of α such that Φ(D) is monotonic. The behavior
of Φ(D) is typical of a first order transition. The equilibrium transition appears at a number of measurement per
unknown α = ρ0, which is the point where the global maximum of Φ(D) switches discontinuously from being at D = 0
(when α > ρ0) to a value D > 0. In this sense the value α = αBP(ρ0) appears like a spinodal point: it is the point
below which the global maximum of Φ(D) is no longer reached by the dynamics. Instead, in the regime below the
spinodal (α < αBP(ρ0), the dynamical evolution is attracted to a metastable non-optimal state with D > 0.

On the right-hand side of Fig. 2, we show the evolution of the MSE as predicted by the density evolution equations,
as well as the MSE measured using the BP algorithm for a system with size N = 15000. Below the spinodal point
αBP(ρ0) the MSE does not converge to zero, because the system is trapped in a metastable state.
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FIG. 2. Left: The free entropy, Φ(D), is plotted as a function of D =
〈
∑

i
(xi − si)

2/N
〉

for ρ0 = 0.4 and several measurement
rates α in the Bayesian approach (when both the signal and the signal model are described by a Gauss-Bernoulli distribution).
The evolution of the BP algorithm is basically a steepest ascent in Φ(D) starting from a large value of D. Such ascent goes to the
global maximum at D = 0 for large value of α but is blocked in the local maximum that appears for α < αBP(ρ0 = 0.4) ≈ 0.59.
For α < ρ0, the global maximum is not at D = 0 and exact inference is impossible. Right: Using the same conditions as
for the left figure, we show the evolution of the MSE measured experimentally during the iterations of BP for a signal of size
N = 15000 (data points) compared to the theory using density evolution (line). For the two lower measurement rates, where
α < 0.59, the MSE saturates at a finite value. For the two higher ones it goes to zero. The full circles are for measurement
matrices with iid Gaussian elements, the empty squares for matrices with iid ±1 elements. We see small finite size corrections,
but otherwise there is excellent agreement between the two cases, as expected from the theory which states that only the mean
and variance of the distribution of each matrix element matters.

The spinodal transition is the physical reason that limits the performance of the BP algorithm. To illustrate this
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statement, we plot in Fig. 3 the BP convergence time as a function the measurement rate α. As expected, the
convergence time diverges around the spinodal transition αBP. In the same Fig. 3 we also plot the MSE achieved by
the BP reconstruction algorithm compared to the MSE achieved by the ℓ1 minimization reconstruction for the same
signal and the same measurement matrix as before. We remind that here we are still in the favorable case when the
signal model was equal to the signal distribution ρ = ρ0, φ(x) = φ0(x).
Notice that the ℓ1 transition at αℓ1 is continuous (second order), whereas the spinodal transition is discontinuous

(first order). The transition at αBP is called a spinodal transition in the mean field theory of first order phase
transitions. It is similar to the one found in the cooling of liquids which go into a super-cooled glassy state instead of
crystallizing, and appears in the decoding of error correcting codes [46, 48] as well. This difference might seem formal,
but it is absolutely essential for what concerns the possibility of achieving the theoretically optimal reconstruction
with the use of seeding measurement matrices (as discussed in the next section).
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FIG. 3. The full (red) line (left y-axis) is the convergence time of the BP algorithm, defined as the number of iterations needed
such that the MSE obtained by the algorithm at a given iteration does not change more than by 10−7 in the next iteration.
The data are obtained with the density evolution for a signal with density ρ0 = 0.4, where the non-zero elements of the signal
are Gaussian with zero mean and unit variance. Reconstruction is done in the Bayes-optimal case. The BP convergence time
diverges as α → αBP. The dotted lines (right y-axis) give the mean-squared error achieved by the BP algorithm (blue) and
by the ℓ1 minimization (black) for reconstruction of the same signal. Exact reconstruction is in principle possible in the whole
region α > ρ0. The reconstruction with BP is exact for α > αBP(ρ0 = 0.4) ≈ 0.59, whereas the ℓ1-reconstruction is exact only
for α & 0.75. Note also in the regime α < αBP where BP does not reconstruct exactly the signal, the MSE achieved by BP is
always smaller than the one of ℓ1.

In Fig. 4 we show how the critical value αBP depends on the signal density ρ and on the type of the signal, for
several Gauss-Bernoulli signals. In this figure we still assume that the signal distribution is known, and hence ρ0 = ρ
and φ0 = φ. We compare to the Donoho-Tanner phase transition αℓ1 that gives the limit for exact reconstruction
with the ℓ1 minimization [7, 24, 49], and to the information-theoretical limit for exact reconstruction α = ρ.

Note that for some signals, e.g. the mixture of Gaussians Φ(x) = [N (−1, 0.1) + N (1, 0.1)]/2, there is a region of
signal densities (here ρ0 & 0.8) for which the BP reconstruction is possible down to the optimal subsampling rates
α = ρ0.

B. Noiseless measurements and the mismatching signal model

In this section we show the performance of BP reconstruction and the corresponding phase diagrams in the general
case when the density of the signal and the distribution of the non-zero signal elements is not known

ρ 6= ρ0 , φ(x) 6= φ0(x) . (155)

All the results we show are for the Gauss-Bernoulli model of the signal, i.e. φ(x) = e−(xi−x)2/(2σ2)/(
√
2πσ). As we

argued in Sec. II A, for noiseless measurements the probabilistic reconstruction for CS is optimal as long as α > ρ0
even if the signal model is not the correct one, as in (155). This property can also be seen by analyzing the replica

calculation of the free entropy (111) that close to exact reconstruction (Q → ρ0s2, q → ρ0s2, m → ρ0s2) behaves
as Φ → −(α − ρ0) log (Q− q)/2. Unfortunately, in general, BP encounters a spinodal line (barrier) as in the case
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FIG. 4. Phase diagram for the BP reconstruction in the optimal Bayesian case when the signal model is matching the empirical
distribution of signal elements, i.e. φ(x) = φ0(x). The elements of the M × N measurement matrix F are iid variables with
zero mean and variance 1/N . The spinodal transition αBP(ρ0) is computed with the asymptotic replica analysis and plotted for
the following signal distributions: φ(x) = N (0, 1) (green), φ(x) = N (1, 1) (blue) φ(x) = [N (−1, 0.1) +N (1, 0.1)]/2 (magenta,
equations needed to obtain this curve are summarized in appendix C). Note that for some signals, e.g. the third case, there
is a region of signal densities (here ρ0 & 0.8) for which the BP reconstruction is possible down to the optimal subsampling
rates α = ρ0. The data are compared to the Donoho-Tanner phase transition αℓ1(ρ0) (dashed) for ℓ1 reconstruction that does
not depend on the signal distribution, and to the theoretical limit for exact reconstruction α = ρ0 (red). The left hand side
represents the undersampling rate α as a function of the signal density ρ0. The right hand side shows the same data in the
Donoho-Tanner notation, i.e. the number of nonzero elements in the signal per measurement is plotted as a function for the
undersampling rate.

discussed in the previous section. The position of this line (phase transition) depends on both the signal model φ(x)
and the signal distribution φ0(x).

In Fig. 5 we show the phase diagram for Gauss-Bernoulli signal model, i.e. the distribution of components being

P (x) = (1− ρ)δ(x) + ρ
1√
2π
e−

x2

2 (156)

and various signal components distributions P0(x) = (1 − ρ0)δ(x) + ρ0φ0(x). Here we assume ρ = ρ0. We see
that the performance of BP mostly slightly decreases. For some signal distributions (e.g. the binary case φ0(x) =
[δ(x − 1) + δ(x + 1)]/2) there is a narrow region of parameters in which the ℓ1-reconstruction becomes better than
the probabilistic-BP approach.
In case the signal distribution and its sparsity are not known, the performance of BP can be improved by including

the expectation maximization learning. We call this generalization EM-BP. In this paper we study the performance
of EM-BP in the case where the signal model is Gauss-Bernoulli

P (x) = (1− ρ)δ(x) + ρ
1

σ
√
2π
e−

(x−x)2

2σ2 . (157)

Expectation maximization is used to learn the three parameters ρ, x and σ. In EM-BP we do one update of BP
messages followed by one update of the parameters. New values of parameters are computed using Eqs. (73, 77,
78). BP message are then updated again using parameter values ρ = [ρold + min(ρnew, α)]/2, x = (xold + xnew)/2,
σ2 = [σ2

old + max(σ2
new, 0)]/2. And this is repeated till convergence. The evolution of parameters under learning is

illustrated in the left part of Fig. 6.
We observe that for the Gaussian-distributed signal elements (left part of Fig. 5) the correct mean and variance are

always learned (even in the region where exact reconstruction is not possible). In this case the spinodal line is always
the same as in the case when the signal distribution was known, see Fig. 4. For signals with non-Gaussian distribution
of elements, right part of Fig. 5, the spinodal line changes slightly, the lines with learning are shown in the right part
of Fig. 6. We conclude that EM-BP improves on pure BP and on ℓ1-reconstruction in many cases and hence it can
be useful in practical situations. Of course if one has some knowledge of the signal distribution it is helpful to further
include it in the signal model.
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curves correspond to different distributions φ0 of the signal. The dashed line gives the Donoho-Tanner transition line for ℓ1
reconstruction, which is independent of the signal distribution.
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FIG. 6. Left: Learning of parameters for noiseless measurements. The signal is Gauss-Bernoulli with density ρ0 = 0.25, mean
s = 1 and variance s2 − s2 = 0.5. The measurement density is α = 0.5. The EM-BP algorithm is initialized with ρ = 0.05,
x = 0, σ2 = 1. In the figure we plot the evolution of the parameters and of the mean-squared error E. The full line is the
analytic prediction using density evolution, the data points is the EM-BP algorithm on an instance of N = 12000, the full
points are for a measurement matrix with Gaussian elements, the empty points for a matrix with elements ±1/N . Right:
Phase diagram for the EM-BP reconstruction, that is when the signal model is not matching the empirical distribution of signal
elements, i.e. φ(x) 6= φ0(x). Different curves correspond to different distributions φ0 of the signal. The dashed line gives the
Donoho-Tanner transition line for ℓ1 reconstruction, which is independent of the signal distribution.

C. Phase diagram for noisy measurements

In this section we discuss compressed sensing with noisy measurements, ∆ > 0. We first describe the performance of
the BP algorithm and the corresponding phase diagrams in the Bayes optimal case when the signal model corresponds
to the signal distribution. In a second part we then discuss the general noisy case with non-matching signal model
and learning.
In Fig. 7 we plot the free entropy Φ(E), obtained from Eq. (124), as a function of the mean-squared error E, for

signal with nonzero elements being iid Gaussian variables with zero mean and unit variance, and a matching signal
model. The main difference with the noiseless case, Fig. 2, is that the global maximum of the free entropy, that
described the optimal achievable mean-squared error, is at non-zero values of the MSE. This indeed reflects the fact
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FIG. 7. (color online) The free entropy Φ(E) in presence of noise as a function of the MSE. (a) ρ = 0.4 and ∆ = 10−4,
there is a first order phase transition and two local maxima do co-exist for region of subsampling rates αd > α > αs. (b) for
larger noise, ∆ = 10−3, there is always only one maxima, in this case the EM-BP approach is always optimal, although the
mean-squared error may be quite large.

that with noisy measurements exact reconstruction is no longer possible.
Let us investigate whether BP algorithm finds a configuration with the best achievable MSE or not. Again, BP

is basically performing steepest ascent in the free entropy starting from a large value of MSE. Depending on the
value of the signal density ρ and the measurement noise variance ∆, we see two kinds of behavior as a function the
subsampling rate α. For some values of ρ, ∆, see Fig. 7 (b), the global maximum of Φ(E) is the only maximum for
all α, and in that case BP will converge to it. For other values of ρ, ∆, see Fig. 7 (a), the situation is similar to the
noiseless case:

• For α > αd the free entropy has a single maximum at a small value of MSE comparable to ∆.

• For αd > α > αc the free entropy has two maxima, the one at lower MSE being the global one.

• For αc > α > αs the free entropy has two maxima, the one at higher MSE being the global one.

• For α < αs the free entropy has a single maximum at a value of MSE much larger than ∆.

The above result means that for a region of subsampling rates αd > α > αc the BP algorithm is sub-optimal, as it
converges to much higher MSE than the MSE corresponding to the optimal Bayes inference (global maximum of the
free entropy). In the left part of Fig. 8 we plot the dependence of αd, αc, and αs on the noise variance. In the right
part we plot the MSE achieved by BP as a function of the subsampling rate. In cases where BP is suboptimal (for
the two lowest noise variances) we compare to the optimal MSE. The data presented in Figs. 7 and 8 are obtained
from the density evolution, i.e. N → ∞ limit of BP behavior. The behavior of BP for finite N agrees well with these
results for systems sizes of several thousands of elements and more.
In Fig. 9 we plot again the three phase transition lines for reconstruction with measurement noise. This time we

plot the lines in the ρ-α phase diagram for several values of the variance ∆. As the noise increases the region of
densities for which there is a sharp phase transition shrinks. For large enough values of ∆ & 0.00078 there is no sharp
phase transition for the inference of Gauss-Bernoulli signal (with matching Gauss-Bernoulli signal model).

Another illustration of this phase diagram with noise is in Fig. 10 where we plot level lines following the MSE
achieved by BP reconstruction. On the line αd the MSE of BP reconstructions increases discontinuously from values
comparable to ∆ to large values.
Of course in practical applications the noise level ∆0 is often not known. In such cases learning of the noise level

can be included in the EM-BP algorithm, using noise variance update Eq. (76). In Fig. 11 we illustrate the evolution
of parameters and the mean-squared error E under such expectation maximization learning for a Gaussian signal of
density ρ0 = 0.2, with measurement rate α = 0.5 and noise variance ∆0 = 10−4.
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FIG. 8. (color online) (a) The three phase transition lines in CS with noisy measurements for Gauss-Bernoulli signal and
matching signal model with density ρ = 0.4. The blue line is the spinodal line αs, red line is the dynamical line αd, and green is
the critical line αc. For larger noise there is no such sharp threshold. A perfect sampling algorithm changes its behavior abruptly
at αc (the green line), where the quality of reconstructed signal would jump discontinuously from high MSE to low MSE. The
BP algorithm (with the uninformed initialization) always converges to the local maxima of the free entropy corresponding to
the largest MSE, hence its MSE jumps from a relative low value to a high value at αd (the red line). BP is hence suboptimal
for αd > α > αc. (b) The MSE achieved by BP for several noise strengths. In the inset is the case of ∆ = 10−4 with the three
phase transitions depicted. For αd > α > αc the best achievable MSE corresponds to the lower part of the curve, whereas BP
reconstruction achieves the MSE corresponding the the upper part of the curve. Note that in this case the MSE achieved by
ℓ1 reconstruction would be much larger (nonzero for α & 0.75 even for the noiseless case, see Fig. 3).
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VI. SEEDING MATRICES: A WAY TO ACHIEVE OPTIMALITY

In the previous section we exposed the reason why BP reconstruction for homogeneous measurement matrices F

does not achieve subsampling rates down to the information theoretical limit α = ρ0. In [1] we developed a new type
of measurement matrices —that we coined seeding matrices— for CS for which the limit α = ρ0 is achievable using
the BP reconstruction. This was built on several result in the error correcting code community[36–39]. Here we shall
explain further our motivations for the construction of the seeding matrices.

We shall give heuristic arguments why with these matrices it is possible to achieve theoretically optimal reconstruc-
tion ande show, using the replica method (or equivalently, density evolution) that this is indeed the case. We want
to point out that, while we use mostly the replica method/density evolution formalism, some rigorous results can
be obtained. In particular, in the special Bayes optimal case —when the signal model corresponds to the empirical
distribution of the nonzero signal elements— it has been now proven rigorously in [14] that the for CS with seeding
matrices the BP reconstruction is indeed able to achieve the information theoretical limit α = ρ0. Here, we shall
show, using the statistical physics tools, that seeding matrices allow close to optimal reconstruction also when the
signal distribution is not known, which is even more appreciable.



31

a)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

ρ
/α

=
K

/M

α=M/N

0.2

0.1

1E-4
1E-9

1E-10

1E-11

1E-12

DT

Spinodal lin
e

b)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

ρ
/α

=
K

/M

α=M/N

0.2

0.1

1E-2 1E-3

1E-4

1E-5

DT

Spinodal lin
e
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FIG. 11. Learning of parameters for noisy measurements. The signal is Gauss-Bernoulli of density ρ0 = 0.2, mean s = 0.5 and
variance s2 − s2 = 1. The measurement rate is α = 0.5 and the noise variance ∆0 = 10−4. The EM-BP algorithm is initialized
with ρ = 0.05, x = 0, σ2 = 1, ∆ = 10−10. In the figure we plot the evolution of the parameters and of the mean-squared error
E for three cases. The full line is the density evolution, the data points is the EM-BP algorithm on an instance of N = 10000,
the full points are for a measurement matrix with Gaussian elements, the empty points for a matrix with elements ±1/N .

A. Why and when does seeding work?

As exposed in the previous section, for homogeneous measurement matrices with iid entries, BP is able to reconstruct
the signal correctly at α > αBP, bellow αBP a metastable state (i.e. a local maximum of Φ(D) at D > 0) appears in
the measure P (x|F,y). The iterations of the BP algorithm get “trapped” in this state and BP is therefore unable to
find the global maximum corresponding to the original signal (see Fig. 3). This is a situation well known in physics,
that is typical for a system undergoing a first order phase transition. A familiar example of first order phase transition
being crystallization, i.e. the way a liquid changes into a solid. In physics, systems undergoing a first order phase
transition can be divided into two groups: (a) Mean field systems, where the size of the boundary of a sphere of a
(large) finite radius drawn around one particle (variable) is of the same order as the volume of this sphere. (b) Finite
dimensional systems where the size of the boundary is much smaller than its volume. Typically in d dimensions, a
sphere of radius r has surface sdr

d−1 and volume vdr
d (sd and vd being the surface and volume of a sphere of radius

one).

In mean field systems metastable states have exponentially large (in the size of the system) living time, meaning
that is would take an exponential time to randomly find a fluctuation that would be able to overcome the barrier
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between the local maximum and the global one. Whereas in finite dimensional systems the living time of metastable
states is always constant. A simplified argument leading to this conclusion uses the fact that maximization of the
entropy is the driving force of system dynamics. Consider the system being in the metastable state (e.g. supercooled
liquid), if a random fluctuation appears flipping a droplet of radius R into the equilibrium state (crystal) then this
causes free entropy increase of ∆ΦvdR

d and decrease because of the surface terms ΓsdR
d−1 for R large enough

R > R∗ = Γsd(d − 1)/(∆Φvdd) the gain is more important than the loss and such a randomly created droplet will
start to grow. The crucial point is that the critical radius R∗ does not depend on the system size N and hence such
a fluctuation arises with a constant probability in the finite dimensional systems. The processus we described here is
on the basis of nucleation theory in physics that described the growth of crystal droplets close to a first order phase
transition [50, 51].
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FIG. 12. Examples of seeding measurement matrices F for CS. Here Lc = 8. (i) A band-diagonal matrix, already introduced
in [1], where L = Lc = Lr, and Jp,q = 0, except for Jp,p = 1, Jp,p−1 = J1, and Jp−1,p = J2. Good performance is typically
obtained with large J1 and small J2. (ii) Another band-diagonal matrix where L = Lc = Lr, and Jp,q = 0, except for Jp,p = 1,
Jp−1,p = J , and Jp,p−w = 1 with w = 1, . . . ,W . Good performance is typically obtained with small J and W ≥ 2. Since all
variances are lower or equal to one, this matrix can be realized only having elements (0,±1). (iii) A lower triangular matrix,
that can be viewed as the matrices of type (ii) when W = L − 1. Again, good performance is obtained with relatively small
J . (iv) In some cases, we observed that the last block of variables was not recovered correctly. Adding a new line in the
matrix (Lr = Lc + 1), as in this example, cures the problem. All these matrices are motived by the same consideration:
more measurement are made in the first block of the signal such that the information will first appear in this block, and then
propagate into the whole vector.

The whole idea of seeding matrices is to mimic the process of nucleation and crystal growth in the reconstruction
of compressed sensing signal. This idea, together with the previous work on spatially coupled LDPC codes [38], also
motivated the design of the seeding matrix in [1]. There are three key ingredients that need to be present in the
system in order for the seeding to work.

(a) The free entropy driving force. To escape from a metastable state we need the existence of a higher maximum
of the free entropy Φ(D). This ingredient is present in the BP reconstruction of the original signal as long as
α > ρ0 (or α > αc for the nosy case). Let us note here that seeding does not improve performance of the ℓ1
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reconstruction algorithms (see appendix B), because this “driving force” is missing since the Donoho-Tanner
transition is continuous (it is a second order transition in the physics classification).

(b) The existence of a nucleus (seed). We need a part of the system to be already in the equilibrium state. This
ingredient can be achieved by making the measurement matrix inhomogeneous and measuring at a much higher
subsampling rate a small subpart of the signal – that we call a “seed”.

(c) An interaction between the seed and the rest of the signal that enables the growth of the seed. In [1] and [14]
this was achieved via the so-called spatial coupling. The signal was divided into blocks and the measurements
designed in such a way that only several neighborhooding blocks are measured at a time. Similar ideas have
been used recently in the design of sparse coding matrices for error correcting codes [36–38, 52]. Here we also
give an example of a seeded measurement matrix that does not have spatially coupled structure.

In this article we present several ways how to achieve points (b) and (c), and hence be able to do reconstruction in
CS at yet lower subsampling rates. We, however, stress that there is relatively a lot of freedom in the construction
of these matrices and their optimization and adaptation to physically constraint measurements is surely a promising
area of future research.
The matrix we used are presented n Fig. 12. These are block-matrices defined as follows: TheN variables are divided

into Lc groups of Np, p = 1, . . . , Lc, variables in each group. We denote np = Np/N . And the M measurements are
divided into Lr groups of Mq, q = 1, . . . , Lr, measurements in each group, we define αqp =Mq/Np. Then the matrix
F is composed of Lr × Lc blocks and the matrix elements Fµi are generated independently, in such a way that if µ
is in group q and i in group p then Fµi is a random number with zero mean and variance Jq,p/N . Thus we obtain a
Lr×Lc coupling matrix Jq,p. For the asymptotic analysis we assume that Np → ∞, for all p = 1, . . . , Lc andMq → ∞
for all q = 1, . . . , Lr. The total subsampling rate is then α =

∑Lr

q=1Mq/(
∑Lc

p=1Np). The case of homogeneous matrix

can easily be recovered by setting Lc = Lr = 1. We define I(µ) or I(i) to be the index of the block to which µ or i
belongs, Bq is the set of indices in block q.

In all the examples of seeding matrices used in this article and presented in Fig. 12, the elements of the signal vector
are split into Lc equally sized blocks (Np = N/Lc). The first block of measurements has size M1 and the other Lr − 1
measurement blocks have equal size Mq = (M −M1)/(Lr − 1) for q > 1. In all the examples here we achieve the
seeding by taking αseed = M1Lc/N larger than αBP > ρ0, and αbulk = MqLc/N for q > 1 that can be approaching
ρ0. The overall measurement rate is then

α =
αseed + (Lr − 1)αbulk

Lc
. (158)

Hence α → αbulk as Lc/Lr → 1, and Lr → ∞. The matrix elements Fµi are chosen as random i.i.d variables with
variance Jq,p/N if variable i is in the block p and measurement µ in the block q.

B. Seeding experiments for noiseless measurements

In Fig. 13 we demonstrate how BP reconstruction works for seeded measurement matrices. We generated signal
elements of density ρ0 = 0.4, the non-zero elements are Gaussian random variables with zero mean and unit variance.
We obtained α = 0.5 noiseless measurements per signal element using seeded matrices generated as described above.
We plot the mean-squared error in every block (different lines) as a function of BP iteration time. We compare
a result from BP with its asymptotic density evolution behavior, obtaining excellent agreement. Note that in this
case, the BP reconstruction for standard homogeneous matrices would fail. Notice that in both cases illustrated in
Fig. 13 the first blocks are reconstructed fast and by interaction with the subsequent blocks the reconstructed region
is propagated to the following blocks.
Now that we illustrated that the BP reconstruction for large systems indeed agrees with the asymptotic density

evolution analysis we plot in Fig. 14 two examples of the number of iterations (defined as the time when mean-squared
error E < 10−7) it takes to reconstruct exactly signal of density ρ0 with measurement rate α→ ρ0.

In Fig. 15 we show how does the number of iterations needed for exact reconstruction depends on the number
of blocks L for different signal densities ρ0. We see that in case of the one-dimensional seeding matrix of type (ii)
the number of iterations depend linearly on the the number of blocks. The boundary of the reconstructed region
is propagating as a kind of spatially localized wave at a constant speed, as illustrated in Fig. 16. On the other
hand for the long-range triangular matrices of type (iii) the number of iterations grows only as logarithm of the
number of blocks, logL, (at least for large L). The propagation of the reconstructed region does not really correspond
to a localized traveling wave, as visible from Fig. 13 (b). In both cases the speed of the growth of the seed (i.e.
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FIG. 13. Reconstruction on the signal with seeded measurement matrices. The mean-squared error in every block is plotted
as a function of the iteration time. We compare the numerical analysis of BP for a signal of N = 40000 elements with the
analytic result obtained in the N → ∞ limit using density evolution. The agreement is very good. The density of the signal is
ρ0 = 0.4, the non-zero elements are Gaussian with zero mean and unit variance. The measurement rate is α = 0.5. The two
cases are: (a) The seeding matrix of the type (ii) from Fig. 12 with i.i.d. 0,±1 random elements, αseed = 0.7, αbulk = 0.485,
L = 15, J = 0.01 and W = 2. (b) The seeding matrix of the type (iii) from Fig. 12 with i.i.d. Gaussian random elements,
αseed = 0.68, αbulk = 0.48, L = 10 and J = 0.1.
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FIG. 14. Reaching the α → ρ0 limit. Number of iterations needed to find the original signal of density ρ0 = 0.499 for (a) a
Gauss-Bernoulli signal and (b) a 0,±1 signal. In both cases, we used BP with a Gauss-Bernoulli signal model with ρ = ρ0.
The blue line shows the BP convergence time for homogeneous matrices, that diverges at the spinodal line αBP . The red line
shows the BP reconstruction done with type (iii) seeding matrices: (a) using αseed = 0.8, αbulk = 0.5, and J = 2.10−3, (b)
using αseed = 1, αbulk = 0.5, and J = 0.01 (in this case we added one block of measurements, Lr = L+ 1). As L increases in
both cases, the total measurement rate α decreases and approaches αbulk = 0.5 ≈ ρ0 = 0.499. The number of iterations needed
for exact reconstruction then diverges with L. The difference between the reconstruction limits of BP and of ℓ1 is striking.

reconstructed region) is proportional to the interaction strength between the first non-reconstructed block and the
seed. In the case of one-dimensionally coupled matrices this strength does not depend on the position of the seed
boundary. In the case of triangular seeding matrix the strength is proportional to the size of the already reconstructed
region, hence δL/δt ∼ L, which gives the logarithmic dependence seen in Fig. 15 .

In Fig. 16 right, and Fig. 14 right we show that the BP reconstruction with seeding matrices works also in the
case when the signal model does not at all correspond to the actual signal distribution. In the two figures the signal
components are 0,±1, whereas the signal model was still Gauss-Bernoulli. Since the probabilistic approach is optimal
for noiseless measurements even when the signal distribution is not known (as proven in Sec. IIA) the seeding strategy
is able to approach the information theoretic limit α→ ρ0 also in this case.

We have not done expectation maximization learning in the data presented in this section, but this strategy is also
useful with the seeding matrices and is included in our implementations. Its behavior is analogous to the one in the
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FIG. 15. Number of iterations needed for reconstruction with type (ii) seeding matrices (on the left) and type (iii) seeding
matrices (on the right). With type (ii) matrices, a wave is propagating in the system with a constant speed, while for type
(iii) matrices with long range interactions the speed is proportional to L, hence the total time scales as logL. Left: we used
J = 0.02,W = 2, αseed = 1.0, αbulk = 0.5. Right: we used J = 0.01, αseed = 1.0, αbulk = 0.5. We used ρ = ρ0 to make these
data.
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FIG. 16. Left: Evolution of the mean-squared error in each block as a function of iteration time. Here we used type (ii)
seeding matrices with W = 2, L = 50, αseed = 1.0, αbulk = 0.5, and J = 0.01. With that type of matrix, the boundary
of the reconstructed region is propagating as a localized wave. Right: Same as Fig. 13 for a “adversary-case” signal having
components 0,±1, with N = 10000. We used α = 0.6 and ρ0 = 0.4, with the seeding matrix of type (iv) with L = 10,
αseed = 1.0, αbulk = 0.5, J = 0.1. Exact reconstruction is achieved even thought the signal model (Gauss-Bernoulli) does not
correspond to the empirical signal distribution.

case of homogeneous matrices, as discussed in Sec. VB.

C. Seeding experiments for noisy measurements

Every CS method requires robustness with respect to the measurement noise. In Sec. VC we analyzed the phase
diagram under measurement noise. In particular we showed existence of two phase transitions αc(ρ0) and αd(ρ0) (see
e.g. Fig. 8) such that for α /∈ (αc, αd) and for the signal model matching the empirical signal distribution the belief
propagation inference is as good as the optimal Bayesian inference. In other words the final MSE achieved by BP for
α < αc or α > αd is the best achievable for a given measurement matrix F. If a stronger noise robustness is required
then one would have to use a different measurement protocol or much larger sampling rate α. The only region that



36

is open to improvement is for measurement rates αc < α < αd. With seeding we can indeed improve considerably
the final MSE in this region. The noise stability of the seeding strategy was touched already in [1], see also [14] for a
rigorous discussion.
The performance of the seeding strategy in the presence of noise can be again studied using the replica/density

evolution equation. In Fig. 17 we illustrate the evolution of the MSE for CS with noisy measurements for subsampling
rates αc < α < αd for which BP with the homogeneous matrices gives a MSE much larger than the noise variance ∆.
Again, in order to have a working seeding mechanism, the free entropy associated with the fixed point of BP close to
the solution must dominate the free entropy associated with the meta-stable state. This is the case for measurement
rates αc < αbulk < αd and can thus be exploited.
Note, however, that in the presence of noise the free energy difference between the global and local maxima is finite

(whereas it was diverging for the noiseless case), this means that the seeding matrices need to be constructed with
more care in order to saturate the threshold. In particular the interaction width W (see Fig. 12) has to grow when
the threshold αc is approached.
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FIG. 17. Seeding matrices with noise: Evolution of the MSE in each block, as in Fig. 16, but in the noisy case. Here we used
type (iv) seeding matrices with W = 2, L = 100, αseed = 1.0, αbulk = 0.5, and J = 0.001. Left: Even with a large noise with

standard deviation
√
∆ = 10−3, the front wave is still propagating with a finite speed, leading to a reconstruction with a final

MSE of the order of ∆. This demonstrates the robustness of our approach with additive noise. Right: When the noise (here√
∆ = 10−2) is too high (so that αbulk < αc, see text) there is no such propagation. Here, only the very first blocks (the first

one having αseed = 1 and its close neighbors) go to low MSE while the rest of the system stays far from the solution. Essentially
all the changes are done in the 100 first iterations shown here. In this case, the seeding matrices does not bring improvement
(and no other method could in this case).

VII. CONCLUSION

This paper presents a detailed analysis of the new strategy for compressed sensing that we introduced in [1]. With
respect to this earlier work we have provided here a more detailed study of the phase diagrams and of the associated
phase transition for BP reconstruction algorithm and for the (intractable) optimal reconstruction. We have treated
in detail the case of noisy measurements and we have shown that our approach presents excellent stability with
respect to noise, in the sense that the BP algorithm (with seeding if needed) is able to reconstruct the signal with
mean-squared error as low as the optimal inference algorithm based on exhaustive enumeration (which is of course
not computationally tractable). We have discussed reconstruction in the case of mismatching signal model and
signal distribution and we have shown that in the noiseless case this mismatch does not pose a serious problem. We
have introduced and studied new types of seeding measurement matrices with which we were also able to achieve
reconstruction at almost optimal reconstruction rates.
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Appendix A: Derivation of the replica analysis for block matrices

Here, we rederive the replica analysis for the seeding matrices described in the main text Sec. VI. This follows
closely the derivation presented in Sec. IVB, we only need add the block indices. To evaluate the average of the
replicated partition function (91) for the block matrices F we introduce the order parameters per block

ma
p =

1

Np

∑

i∈Bp

xai si, a = 1, 2, . . . , n (A1)

Qa
p =

1

Np

∑
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(xai )
2, a = 1, 2, . . . , n (A2)

qabp =
1

Np

∑

i∈Bp

xai x
b
i , a < b (A3)

where Bp represents the index of the variables in block p = 1, . . . , Lc.
We introduce a Dirac delta function that fixed the order parameters and we make use of the following integral

representation for delta function:
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Inserting Eq. (A4) into the expression of EF,s,ξ(Z
n), Eq. (91), we get
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When averaging Zn, we again need to evaluate the quantity Xµ, defined in Eq. (95). We define uaµ =
∑N

i=1 Fµix
a
i ,

with a = {0, 1, . . . , n} where 0 corresponds to the index of the signal, x0i = si. The quantities then obey joint Gaussian
distribution with EF,ξ(u

a
µ) = 0 and
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Under the replica symmetric ansatz the replicas are considered equivalent, i.e.

ma
p = mp, qabp = qp, Qa

p = Qp . (A7)

We introduce ρ̃q, m̃q, q̃q, Q̃q as follows
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∑

p=1

Jqpnp, m̃q =

Lc
∑

p=1

Jqpnpmp, q̃q =

Lc
∑

p=1

Jqpnpqp, Q̃q =

Lc
∑

p=1

JqpnpQp . (A8)

And thus vaµ = u0µ − uaµ + ξµ, a = 1, 2, . . . , n are also joint Gaussian distributed with zero means and

Gaa = EF,ξ(v
a
µv

a
µ) = Q̃I(µ) + ρ̃I(µ) − 2m̃I(µ) +∆0, a = 1, 2, . . . , n , (A9)

Gab = EF,ξ(v
a
µv

b
µ) = q̃I(µ) + ρ̃I(µ) − 2m̃I(µ) +∆0, a < b , (A10)
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where G is the inverse covariance matrix. For the block matrices we have
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From here following the same steps as for derivation of Eq. (111) we obtain
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where αq =Mq/N . From here we obtain the expression of free entropy in Eq. (136).

Appendix B: Phase diagram of the ℓ1 reconstruction for seeding matrices

In this section, we apply the well-known ℓ1 norm reconstruction for the seeding matrix (i) in Fig. 12, i.e., for the
coupling matrix, Jp,p = 1, Jp,p−1 = J1, Jp1,p = J2 and others are zeros, and see if the delicate designed matrix can
also provide substantial improvement for the reconstruction limit.

In order to study the ℓ1 norm, we use the large β limit of the problem defined by the partition function
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We can use all our previous replica computation with the substitution in the local measure of (1−ρ)δ(xi)+ρφ0(xi)
by e−β|xi|. In the case of our seeding matrix F, this gives Z =

∫
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where we always use (137):

ρ̃p = ρ0〈s2〉
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In the large β limit, we assume the scaling for the order parameters as follows:

Q̂p + q̂p = βR̂p , q̂p = β2r̂p , m̂p = βµ̂p

Qp = O(1) , qp = O(1) , mp = O(1) , Qp − qp = O(1/β) (B4)

and we write specifically rp = β(Qp − qp). Therefore, the free entropy Φ scales linearly in β
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It is easy to check that, for L = 1, this gives back the free energy written e.g. by Kabashima et al. [24].
In order to study the transition, we assume the following scaling when one is near to the regime of exact retrieval

of the signal:

∀p ∈ {1, . . . , L} : µ̂p → ∞ , r̂p = 1/λ2p (B6)

With the above scaling we find that the saddle point equations of order parameters rp, Ep = qp − 2mp + ρ0〈s2〉, µ̂p

and r̂p are independent of the distribution of the nonzero elements in signal φ0(x), as long as φ0(x) = φ0(−x). For
L = 1, i.e., the canonical matrix F , the saddle point equations are given as :
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They can be simplified further as a closed system of two variables α, λ:
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They give the critical value of α for a given value of ρ0, these are the equations of [7, 24].
For the seeding matrix, L ≥ 2, due to the fact that the final result does not depend on φ0 (for symmetric ones), we

thus take φ0 as a centered Gaussian distribution of variance one. After some work we get:
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and
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The following table gives the reconstruction threshold ρ0 obtained for the same values of the α with probabilistic
reconstruction (left) and ℓ1 (right). The ℓ1 results are obtained by optimizing over J1, J2 in the window [0.03, 1]. We
notice that the results of ℓ1 with optimal J1, J2 are slightly worse than the results of ℓ1 with just one block L = 1.

Altogether, this demonstrates that the gain in performance using seeding matrices is really specific to the Bayes
inference approach and hence it is the combination of the probabilistic approach, the message passing reconstruction
with parameter learning, and the seeding design of the measurement matrix that is able to reach the best possible
performance.
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ρBP
0 α αseed αbulk J1 J2 L

0.1 0.130 0.3 0.121 40 1.2 20

0.2 0.227 0.4 0.218 10 0.8 20

0.3 0.328 0.6 0.314 8 0.4 20

0.4 0.426 0.7 0.412 4 0.4 20

0.6 0.624 0.9 0.609 2 0.2 20

0.8 0.816 0.95 0.809 2 0.2 20

ρℓ10 α αseed αbulk J1 J2 L ρ0(L = 1)

0.014 0.130 0.3 0.121 0.03 0.31 20 0.016

0.056 0.227 0.4 0.218 0.03 0.31 20 0.059

0.096 0.328 0.6 0.314 .097 0.57 20 0.100

0.145 0.426 0.7 0.412 .03 0.57 20 0.150

0.278 0.624 0.9 0.609 .175 0.57 20 0.283

0.476 0.816 0.95 0.809 .175 0.31 20 0.481

TABLE I. Parameters used for the probabilistic BP reconstruction of the Gaussian signal (left) and with the seeded ℓ1.

Appendix C: Equations for a mixture of Gaussians

We consider here the case when the signal model is a mixture of G Gaussians

φ(x) =

G
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2
a) , (C1)

where wa are non-negative weights
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a=1 wa = 1. The functions fa and fc (32-33) needed by the BP algorithm are
then
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For a signal that itself is a mixture of Gaussians
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2) , (C4)

the density evolution equations (114-116) simplify into single-Gaussian-integral equations
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where we used integration per-parts to obtain the simplification in the first equation. We took advantage of the fact
that a double Gaussian integral of a function that depends only on a sum of the Gaussian variables can be written as
a single Gaussian integral with variance being the sum of variances and mean being the sum of means. We remind
1/m̂ = (∆+ V )/α, and q̂/m̂2 = (∆0 + E)/α.

Under the optimal Bayesian inference when φ0(x) = φ(x), ρ0 = ρ, ∆ = ∆0 the system of two equations reduces
into a single one, since E = V and q̂ = m̂.
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[46] Mézard M. & Montanari A. Information, Physics, and Computation (Oxford Press, Oxford, 2009).
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