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Abstract: This paper deals with a probabilistic weighted multi-class support vector machines (WMSVM) 

for face recognition. The support vector machines (SVM) has been applied to many application fields 

such as pattern recognition in last decade. The support vector machines determine the hyperplane which 

separates largest fraction of samples of the similar class on the same side. The SVM also maximizes the 

distance from the either class to the separating hyperplane. It has been observed that in many realistic 

applications, the achieved training data is frequently tainted by outliers and noises. Support vector 

machines are very sensitive to outliers and noises. It may happen that a number of points in the training 

dataset are misplaced from their true position or even on the wrong side of the feature space. The 

weighted support vector machines are designed to overcome the outlier sensitivity problem of the 

support vector machines. The main issue in the training of the weighted support vector machines 

algorithm is to build up a consistent weighting model which can imitate true noise distribution in the 

training dataset, i.e., reliable data points should have higher weights, and the outliers should have lower 

weights. Therefore, the weighted support vector machines are trained depending on the weights of the 

data points in the training set. In the proposed method the weights are generated by probabilistic 

method. The weighted multi-class support vector machines have been constructed using a combination 

of the weighted binary support vector machines and one-against-all decision strategies. Numerous 

experiments have been performed on the AR, CMU PIE and FERET face databases using different 

experimental strategies. The experimental results show that the performance of the proposed method is 

superior to the multi-class support vector machines in terms of recognition rate. 

Povzetek: Opisana je metoda podpornih vektorjev za prepoznavanje obrazov. 

1 Introduction 
The SVM can be considered as an estimated 

implementation of the structural risk minimization 

method [1]. In 1998, Vapnik first devised the SVM to 

address the pattern classification and recognition 

problem [2]. The objective of the support vector 

machines is to determine the hyperplane that divides 

largest fraction of images in the related class on the same 

adjacent, whereas maximizing the space from the both 

class to the separating hyperplane. This separating 

hyperplane is known as optimal separating hyperplane 

(OSH). The OSH minimizes the misclassification risk. It 

may be noted that in many realistic applications, some 

training data points are placed far away from the accurate 

position or even on the wrong side of the feature space. 

These data points are called outliers. In general, the 

training dataset is severely affected by the outliers and 

different kind of noises. The SVMs are actual sensitive to 

outliers and different kind of noises. Therefore, in the 

training phase, the outliers with large Lagrangian 

coefficient can become a support vector [3]. In the past 

few decades, wide ranges of techniques have been 

introduced by several researchers to solve the 

aforementioned bottleneck of the SVM. Zhang [4] 

proposed central SVM (CSVM) in which class centres 

are used to build the support vector machines. For each 

training data point, the adaptive margin SVM (AMSVM) 

training algorithm [5] depends on the utilization of the 

adaptive margins. Song et al. [6], [7] proposed a robust 

SVM (RSVM) in which to generate an adaptive margin, 

the space between centre of every class of the training 

sample and the data point is computed. But this method 

has a drawback because it is very difficult to tune the 

penalty parameter. The method uses the averaging 

method which is partly sensitive for outliers and noises. 

Authors in [8] and [9] proposed fuzzy SVM (FSVM) to 

eliminate the outlier sensitivity problem. To moderate the 

effect of outliers, the method applies the fuzzy 

membership’s values to the training data. Membership 

function selection is main drawback for the FSVM. Cao 

et al. [10] proposed the support vector novelty detector 
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(SVND) which detects the outliers more appropriately 

from the normal data points, and solve one-class 

classification problem. 

Some new improvements on the support vector 

machines can be establish in the literature review. Quan 

et al. [11] established the weighted least squares support 

vector machine (WLS-SVM) local region algorithm. This 

algorithm calculates the nonlinear time series, as well as 

performs robust estimation for regression using the 

limited observations. In this method, there is a simple 

and effectual technique to model parameter selection 

based on the leave one-out cross-validation strategy. A 

weighting method on Lagrangian SVM (LSVM) is 

proposed by Hwang et al. [12]. This method deals with 

the imbalanced data classification problem. In this 

method, a weight parameter is added to the LSVM 

design. Therefore, the method can get better performance 

for the minority class with minimum control on 

classification performance of the majority class. Yu [13] 

proposed the asymmetric weighted least squares support 

vector machine (LSSVM) combined learning procedure. 

This methodology is based on the evolutionary 

programming (EP), and is used for software repository 

mining. A nonparallel plane classifier, namely, weighted 

twin support vector machines with local information 

(WLTSVM) is proposed by Ye et al. [14]. This method 

mines underlying similarity information within the 

samples as much as possible. Shao et al. [15] proposed 

the weighted Lagrangian twin support vector machines 

(WLTSVM) for the imbalanced data classification. 

Xanthopoulos et al. [16] suggested the weighted support 

vector machines for automated procedure checking and 

early error diagnosis. The robust LS-SVM (RLS-SVM) 

is proposed by Yang et al. [17], and the method is 

established on the truncated least squares loss function 

for classification and regression with noises. Zhang et al. 

[26] proposed an emotion recognition system based on 

facial expression images. In this work, the bi-orthogonal 

wavelet entropy is used to extract multi-scale features 

and the fuzzy multi-class support vector machine is used 

as classifier. More recently, Wang et al. offered a new 

intelligent emotion recognition system where stationary 

wavelet entropy are used to extract feature values and a 

single hidden layer feed forward neural network is 

employed as the classifier [27]. Aburomman and Reaz 

proposed ensemble classifiers are generated using the 

novel methods as well as the weighted majority 

algorithm (WMA) technique [28]. Some learning based 

discriminant analysis techniques have been suggested, 

such as local structure preserving discriminant analysis 

[29], Discriminant similarity and variance preserving 

projection [30] to abuse the label info contained in the 

data. Shiet al. established 3D face recognition method 

based on LBP and SVM.Hu and Cui proposed Digital 

image recognition based on Fractional order PCA-SVM 

coupling algorithm [32]. By improve the SVM gender 

classification accuracy using clustering and incremental 

learning suggested by Dagher and Azar [33].Karet al. 

face expression recognition system based on ripplet 

transform type II and least square SVM [34]. 

In this study, the probabilistic weighted multi-class 

support vector machine is devised to address the outlier 

sensitivity problem. The main issue in the training 

samples of the weighted support vector machines 

algorithm is to improve a reliable weighting model which 

can reflect true noise distribution in the training data, i.e., 

reliable data points should have higher weights, and the 

outliers should have lower weights. Therefore, dissimilar 

weights are allocated to different data points. Therefore, 

as per relative importance of the data points in the 

training set, the training algorithm of the weighted SVM 

determines the decision surface. The probabilistic 

method is used to generate the weights of the proposed 

probabilistic weighted multi-class support vector 

machines training algorithm. These weights are 

incorporated with all data points of the training set. The 

weighted support vector machines training algorithm 

maximizes the margin of separation with the help of 

weights to prevent some points. In this work, the 

generalized two-dimensional Fisher’s linear discriminant 

(G-2DFLD) technique is applied for feature extraction 

[18]. The extracted features are applied on the proposed 

probabilistic weighted multi-class support vector 

machines for training, classification and recognition. The 

empirical results on the AR, CMU PIE and FERET face 

database illustrate that the proposed probabilistic 

weighted multi-class support vector machines 

(WMSVM) perform better than the multi-class SVM, in 

terms of face recognition. 

Rest of the paper is ordered as follows. The basic 

idea of the SVM is given in Section 2. The proposed 

weight generating scheme, based on the probabilistic 

method, is discussed in Section 3. Section 4 describes the 

weighted support vector machines. The weighted multi-

class support vector machines are defined in Section 5. 

The simulation results on the AR, CMU PIE, and FERET 

face databases are described in Section 6. Section 7 

contains the concluding remarks. 

2 Revisited support vector machines 
The support vector machines were developed for binary 

pattern classification problem [1 -3]. It has been seen that 

in case of pattern classification problem, the SVMs 

provide satisfactory performance. The basic idea of the 

binary-class SVMs [1- 3] is to split two classes by a 

hyperplane. This separating hyperplane is created from 

the available training samples. The support vector 

machines find the hyperplane that splits largest fraction 

of samples of the alike class on the similar side, while 

maximizing the space from the each class to the 

separating hyperplane. This separating hyperplane is 

known as optimal separating hyperplane (OSH). The 

OSH reduces the misclassification risk. 

3 Weight generation by the 

probabilistic method 
Although, the support vector machines are very powerful 

for solving classification problem, however, it has some 

limitations as it treats all the training data points of a 

https://www.sciencedirect.com/science/article/abs/pii/S0030402620309931#!
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Dagher%2C+Issam
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Azar%2C+Fady
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given class uniformly. It has been seen that, all the data 

points of the training set are not equally important for 

classification and recognition purpose in many real world 

application domains. This limitation of the support vector 

machines can be overcome by designing the weighted 

support vector machines. In the weighted support vector 

machines, each and every data points are treated 

separately according to their weights. 

The main issue of the training algorithm of the 

weighted support vector machines is to develop a reliable 

weighting model which can reflect actual distribution in 

the training set. The reliable data points should have 

higher weights, and the outliers should have lower 

weights. Therefore, dissimilar weights are assigned to 

different data points. The decision surface generated by 

the weighted SVM training algorithm considers the 

relative significance of data points in the training set. The 

weights employed in the proposed probabilistic weighted 

multi-class support vector machines are generated by the 

probabilistic method. 

Let the cth class has Nc numbers of training samples. 

We consider the positive samples are belonging to class 

y1 and negative samples are belonging to class y2 to 

design the weighted SVM for cth class. 

Let P(yj); 2,1j , defined the prior probability of 

the sample which is included in yj class. The prior 

probability of the sample belonging to y1 class can be 

described as follows: 

N

N
yP c=)( 1

   (1) 

Similarly, the prior probability of the sample 

belonging to y2 class can be demonstrated as follows: 

N

NN
yP c−

=)( 2
     (2) 

Now for a positive training sample xi the weight ai is 

illustrated as follows: 

      (3) 

Similarly, in case of a negative training sample xi the 

weight ai is generated as follows: 

(4) 

It is to be noted that 1 ia , and ε )0(   is 

sufficiently small. The term )|( ijyP x ; 2,1j  is called 

posterior probability, i.e., probability of the class is yj 

after we have performed measurement on the data xi. 

Similarly, the term )|( ji yP x ; 2,1j  is called 

conditional probability i.e., the probability that the class 

yj has the feature value xi. The equations (3) and (4) 

ensure that the lower weights are assigned to outliers or 

close to outliers. 

Every measurement must be assigned to one of these 

two classesy1 or y2. Therefore, 

1)|(
2

1

=
=

i

j

jyP x   (5) 

The posterior probability of the sample 

xi
)2,1);|(( jyP ij x

 is used as weight for designing 

the proposed probabilistic weighted multi-class support 

vector machines. 

4 Weighted support vector machines 
It has been seen that the training dataset is often tainted 

by outliers and noises in many real world applications. 

The support vector machines are very sensitive to 

outliers and noises. It may so happen that some patterns 

in the training set are outliers and misplaced far away 

from the true position or even on the wrong side of the 

feature space. During the training process, the outlier 

with large Lagrangian coefficient can become a support 

vector. The optimal hyperplane obtained by the support 

vector machines depends only on small part of the data 

points, i.e., support vectors. So, in presence of outliers, 

the decision boundary obtained by the support vector 

machines training algorithm deviate severely from the 

optimal separating hyperplane. 

The weighted support vector machines are designed 

to address this issue. In weighted support vector 

machines, the data points of the training set are treated 

differently according to their weights. The training 

algorithm gives more effort to correctly classify more 

important data points (i.e., the data points with larger 

weights) while caring less effort to less important data 

points (i.e., the data points with lower weights, probably 

outliers). 

Let B be a set of labeled training samples associated 

with weights: 

}1,1{;;)},,{( 1 −+= = i

d

i

N
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where, xi is the input pattern for the ith training sample, ai 

is the weight assigned to xi, and yi is the class of the xi. In 

the proposed probabilistic weighted multi-class support 

vector machines, the weight is generated by the weight 

generating technique described in section 3. 

To achieve better performance, the weighted support 

vector machines training algorithm maximizes the 

margin of separation. The optimal separating hyperplane 

in the case of weighted support vector machines 

minimizes the following function: 


=

+=
N

i

ii

T aCa
12

1
),,(  ωωω  (7) 

with constraints defined [1, 2].  

In the optimization problem, the effect of the 

parameter i  is reduced by the small value of ai. 

Therefore, the training algorithm of the weighted SVM 

considers the corresponding point (xi, yi) as less 

significant for classification. 

The solution to the optimization problem (7), subject 

to the constraints defined in [1, 2], is given by the saddle 

point of the following Lagrange function: 
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By expanding equation (8) term by term, the 

following equation is obtained. 
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The Lagrange multipliers i  are presented in 

equations (8) and (9) to ensure the non-negativity of 

slack variables i . At saddle point, the Lagrange 

function (8) has to be minimized with respect to ω, b, 

and i . It has to be also maximized with respect to iλ  

where, Caλ ii 0 . 

We can convert the Lagrange function (8) into its 

corresponding dual problem as follows: 
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Three optimal conditions can be derived from 

equation (9) as follows: 
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The dual objective function can be obtained by 

substituting equations (11), (12) and (13) into the right 

side of the Lagrange function (9). Therefore, the dual 

problem for the weighted SVM can be formulated as 

follows: 

Maximized: 
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with constraints defined in SVM and 

Caii  0  ; i=1,2,..,N       (15) 

It can be seen that by setting 1=ia  for all i, the 

weighted support vector machines will be similar to the 

support vector machines. There is only one free 

parameter (i.e., C) in support vector machines; whereas, 

in addition to C, the number of free parameters in 

weighted support vector machines is equal to the number 

of training samples. 

It has been observed that the face individuals are 

highly non-linear because of the variations in facial 

expression, illumination condition, pose, etc. So, it is 

necessary to non-linearly map each sample into a high-

dimensional feature space using a non-liner 

function dDDd → ;: , and then the linear support 

vector machines can be implemented in high dimensional 

feature space. A positive definite kernel function K is 

selected a priori to perform inner product of vectors in 

the feature space to avoid explicit mapping   and 

computational burden in the high-dimensional feature 

space. The kernel function can be defined as follows: 

)()(),( jj xxxx  = iiK            (16) 

where, )( ix  is the transformed vector of the person xi 

by the non-linear function . 

The polynomial and Gaussian radial basis function 

kernels are two well-known kernel functions: 

Polynomial kernel:  
r
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Gaussian radial basis function: 
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where, r is a positive integer and 0 . 

In the proposed probabilistic weighted multi-class 

support vector machines, we used the Gaussian radial 

basis function as kernel function. Therefore, the dual 

objective function (14) can be rewritten as follows: 

Maximized: 
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with constraints defined in equations (15). 

It can be observed that the objective function to be 

maximized for the dual problem of the support vector 

machines and weighted support vector machines is the 

same. The support vector machines are differing from the 

weighted support vector machines in that the constraint 

Ci  0  is replaced with more stringent 

constraint Caii  0 . The constraint optimization for 

the weighted support vector machines, and computations 

of the optimum values of the weight vector  and bias 

proceed in the same way as in the case of the support 

vector machines. 

Solving equation (19) with constraints defined in 

equations (15) determines the optimum Lagrange 

multipliers io, . Putting the values of optimum Lagrange 

multipliers io,  in equation, the optimum weight vector 

ωo can be obtained. 

The Karush-Kuhn-Tucker (KKT) conditions in case 

of weighted support vector machines can be defined  

Niii ,...,2,1;0 ==   (20) 

By combining equations (13) and (20) the following 

equation can be formed: 

NiCa iii ,...,2,1;0)( ==−             (21) 

From SVM, it can be observed that 

0=i ;If Caii    (22) 
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The optimum bias bois determined by taking any data 

point  in the training set for which Caiio  ,0  , 

and therefore 0=i , and using that data point. 

In the proposed probabilistic weighted multi-class 

support vector machines, we solved the dual objective 

function using the sequential minimal optimization 

(SMO) algorithm [20]. 

5 Weighted multi-class support 

vector machines 
The weighted multi-class support vector machines are 

constructed using a combination of the weighted support 

vector machines and the decision strategy to decide the 

class of the input pattern. Each weighted SVM is 

separately trained. The weighted multi-class support 

vector machines can be implemented using the one-

against-all [1] and one-against-one [21] decision 

strategies. The one-against-all decision strategy is 

adopted in the proposed probabilistic weighted multi-

class SVM to classify samples, as it requires less amount 

of memory. This decision strategy is stated as follows: 

Let the training set 

},...,2,1{};,...2,1{};,,{ MjNiacT iji = x  be the collection 

of the training sample, its class, and weight, respectively. 

We designed the weighted SVM for each class by 

discriminating that class from the rest of (M-1) classes. 

Therefore, in this methodology, we have used M number 

of weighted support vector machines. The set of training 

samples and their required outputs (xi, yi) are used to 

design the weighted SVM for class l. For a training 

sample xi, the required output yi is formulated as follows: 





−
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y
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j
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The desired output of the positive and negative 

samples are 1+=iy and 1−=iy , respectively. 

The classifier recognizes a test sample by using the 

winner-takes-all decision strategy. Let the test sample x 

is recognized as class c. The output of the classifier is 

defined as follows: 

 )(max
arg

xlfc = ;  Ml ,...,2,1=  (24) 

where, 
)(xlf  is the output of the discriminant 

function of the weighted SVM constructed for class l. 

6 Empirical results 
We evaluate the performance of the proposed 

probabilistic weighted multi-class support vector 

machines on the AR face database [22], [23], CMU PIE 

face database [24], and FERET face database [25]. 

Figure 1 (i), (ii), and (iii) displays the face images of a 

individual from the AR, CMU PIE, FERET face 

database. The effectiveness of the weighted multi-class 

support vector machines has also been tested on a 

synthetic dataset. 

The AR face record contains of 26 different frontal 

subject faces of 126 individual, among them 56 females 

and 70 males. Individuals are collected in two different 

sessions divided by two weeks with variation in facial 

expressions, illumination condition, and occlusion [22, 

23].In the CMU PIE face database, there are 41,368 face 

images of 68 persons (subject) each of 13 different poses, 

43 different illumination conditions, and 4 different 

 

 
 (i) 

 

 
 (ii) 

 
 (iii) 

Figure 1: Few face images of person from the (i) AR, (ii) CMU PIE (iii) FERET face database. 
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expressions. The FERET face database [25] is used to 

measure the ability of the face recognition system to 

handle large databases, changes in people’s appearance 

over time, variations in illumination, scale, and pose. 

Figure 1 (iii) shows example images of a subject from 

the FERET face database. In this work, experiments are 

carried out using two standard testing methodology, 

namely, i) FERET Tests September 1996 testing 

methodology, and ii) FRVT Tests May 2000 testing 

methodology. In FERET Tests September 1996 testing 

methodology, the frontal face images of 1196 subjects 

are present. The training set contains 1196 face images, 

one image from each of 1196 distinct subjects. In this 

testing methodology, there are four test sets, namely, 

fafb, fafc, Dup I and Dup II. The test sets fafb, fafc, Dup 

I and Dup II contain 1195, 194, 722 and 234 images, 

respectively. In FRVT Tests May 2000 testing 

methodology, the face images of 200 subjects are 

present. The training set contains 200 frontal images, one 

image per subject from 200 distinct subjects. In this 

Classifier 

Recognition rate (%) 

1st Experimental 

Strategy 

2nd Experimental 

Strategy 

Probabilistic weighted multi-class 

support vector machines 

82.50 

(38×38) 

62.50 

(36×36) 

Multi-class support vector machines 
82.00 

(38×38) 

61.91 

(36×36) 

Table 1: Comparisons among the probabilistic weighted multi-class support vector machines and the multi-class 

support vector machines in terms of recognition rates using the performance evaluation over time (first) and 

performance evaluation with occluded images (second)experimental strategy on the AR face database. In table within 

the parentheses represent the number of features size. 

Classifier 

Avg. recognition rate (%) 

first experimental strategy second experimental strategy 

k=5 k=10 k=15 k=20 k=5 k=10 k=15 k=20 

Probabilistic 

weighted multi-

class support 

vector machines 

75.31 

(26×26) 

86.56 

(24×24) 

88.65 

(20×20) 

89.04 

(20×20) 

80.86 

(24×24) 

86.53 

(20×20) 

92.78 

(20×20) 

98.18 

(20×20) 

Multi-class support 

vector machines 

75.28 

(26×26) 

86.52 

(24×24) 

88.59 

(20×20) 

88.96 

(20×20) 

80.32 

(24×24) 

85.86 

(20×20) 

91.89 

(20×20) 

97.49 

(20×20) 

Table 2: Comparisons of the probabilistic weighted multi-class support vector machines and the multi-class support 

vector machines in terms of average recognition rates for the performance evaluation with pose and expression 

variations (first) and performance evaluation with illumination variation (second) experimental strategy on the CMU 

PIE face database. Figures within the parentheses denote the number of features. 

Classifier 

Recognition rate (%) 

FERET Tests September 1996 testing 

methodology 
FRVT 2000 Tests May 2000 testing methodology 

fafb fafc Dup I Dup II P1_probe P2_probe P3_probe P4_probe 

Probabilistic 

weighted 

multi-class 

support 

vector 

machines 

98.33 

(20×20) 

97.94 

(18×18) 

89.34 

(22×22) 

83.76 

(18×18) 

68.50 

(20×20) 

49.25 

(22×22) 

28.50 

(22×22) 

22.25 

(24×24) 

Multi-class 

support vector 

machines 

98.16 

(20×20) 

96.91 

(18×18) 

88.78 

(22×22) 

83.33 

(18×18) 

67.75 

(20×20) 

48.75 

(22×22) 

27.75 

(22×22) 

21.75 

(24×24) 

Table 3: Comparison of performances between the probabilistic weighted multi-class support vector machines and the 

multi-class support vector machines in terms of recognition rates using FERET Tests September 1996 testing 

methodology and FRVT 2000 Tests May 2000 testing methodology on the FERET face database. Figures within the 

parentheses denote the number of features. 
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testing methodology, there are four test sets, namely, 

P1_probe, P2_probe, P3_probe and P4_probe.  

The comparison of performances between the 

probabilistic weighted multi-class support vector 

machines and the multi-class support vector machines in 

terms of recognition rates are illustrated in Table 1, 2, 3 

on the AR, CMU-PIE, and FERET face database, 

respectively. From experimental results, it can be again 

observed that the performance of the probabilistic 

weighted multi-class support vector machines is better 

than the multi-class support vector machines in terms of 

recognition rate. 

In this experiment, a synthetic dataset E containing 

2D data from two different classes is randomly 

generated. In this dataset there are 50 data points, where 

25 data points belong to one class and remaining 25 data 

points belong to another class. Let the dataset E can be 

defined as follows: 

}1,1{;;)},{( 250

1 −+= = iiiii yyE xx         
(25) 

To test the effectiveness of the proposed 

probabilistic weighted multi-class support vector 

machines, the data present in the dataset E are separately 

applied on both the multi-class support vector machines 

as well as on the probabilistic weighted multi-class 

support vector machines. The optimal separating 

hyperplane generated by the multi-class support vector 

machines and the probabilistic weighted multi-class 

support vector machines are shown in Figures 2(a) and 

2(b), respectively. 

The encircled data points are support vectors and the 

distance between the two dotted lines is the margin of 

separation between two classes in both Figures. The line 

between these two dotted lines is optimal separating 

hyperplane. In case of the multi-class support vector 

machines, 11 data points are present within the margin of 

separation region, as shown in Figure 2(a). Whereas, in 

case of the probabilistic weighted multi-class support 

vector machines, 10 data points are present within the 

margin of separation region, as shown in Figure 2(b). 

Therefore, the probabilistic weighted multi-class support 

vector machines successfully reduces the probability of 

misclassification, and produces better generalization than 

that with the multi-class support vector machines. 

 
 (a)  (b) 

Figure 2: Comparative study in terms of the optimal separating hyperplane generation (a): multi-class support vector 

machines (b): proposed probabilistic weighted multi-class support vector machines, on the dataset E. 

7 Conclusion 
In this paper, we present the probabilistic weighted 

multi-class support vector machines for efficient face 

recognition. Support vector machines usually used for 

pattern classification and recognition as well as computer 

vision domains due to its high generalization ability. 

However, support vector machines have some limitations 

because it treats all the training data points of a given 

class uniformly. As a result, in presence of outliers the 

training algorithm of the support vector machines can 

make the decision boundary to be deviated severely from 

the optimal hyperplane. This limitation of support vector 

machines can be overcome by the weighted support 

vector machines where each data point is treated 

separately according to its weight. In the proposed 

probabilistic weighted multi-class support vector 

machines, a reliable weighting model is developed where 

higher weights are assigned to reliable data points, and 

lower weights are assigned to outliers. These weights are 

generated by the probabilistic method; therefore it will 

take more computing times due to the weight generating 

algorithm. The training algorithm of the probabilistic 

weighted support vector machines learns the decision 

surface according to the relative importance of the 

training data. The proposed probabilistic weighted multi-

class support vector machines have been constructed 

using a combination of weighted binary support vector 

machines and one-against-all decision strategy. Several 

experiments have been carried out on the AR, CMU PIE 

and FERET face databases using different experimental 

strategies. The facial features extracted by the G-2DFLD 

method are separately applied on both the proposed 

probabilistic multi-class support vector machines as well 

as on the weighted multi-class support vector machines 

for training, classification and recognition. The 
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experimental results show that the performance of the 

probabilistic weighted multi-class support vector 

machines is superior to the multi-class support vector 

machines in terms of recognition rate. 
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