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Introduction 
 

With each semiconductor process node, the impacts on 

performance of environmental and semiconductor process 

variations become a larger portion of the cycle time of the 

product. Simple guard-banding for these effects leads to 

increased product development times and uncompetitive 

products.  In addition, traditional static timing methodologies 

are unable to cope with the large number of permutations of 

process, voltage, and temperature corners created by these 

independent sources of variation.  In this paper we will 

discuss the sources of variation; by introducing the concepts 

of systematic inter-die variation, systematic intra -die 

variation, and intra-die random variation. We will show that 

by treating these forms of variations differently, we can 

achieve design closure with less guard-banding than 

traditional methods. 

 

ASIC providers are typically responsible for the performance 

and yield of the devices they deliver.  It is therefore common 

in the ASIC industry to require timing closure, as measured 

by a static timing analysis tool, at fast process and slow 

process timing corners. These corners are supposed to 

represent the maximum variation that is possible between 

any two die due to normal manufacturing tolerances.  The 

definition of these fast and slow corners is usually done by 

moving all of the relevant process parameters (eg. channel 

length, threshold voltage, etc.) to some statistical limit and 

developing timing models with these process assumptions. It 

is also now common for ASIC providers to require timing 

sign-off assuming some amount of on-chip variation. This 

additional conservatism is added to account for the intra-die 

variations which can result in missed timings due to 

differential process variation (and therefore delays) on the 

clock and data paths.  Environmental condition variations, 

such as end user voltage and temperature, are  also accounted 

for by running additional static timing corners.  In the recent 

past, these methods were sufficient to guarantee timing, and 

therefore yield, across the range of the normal manufacturing 

process window.  With continued scaling of CMOS 

technology however, the numbers of relevant sources of 

variation and their magnitude have increased. In an attempt 

to account for this , additional static timing corners are being 

added to ASIC design flows to account for sources of 

variation that were previously ignored, such as mismatch 

between PFET on-current and NFET on-current due to 

threshold voltage variation.  

 

As additional sources of variation become important, either 

the total guard-band applied during static timing is increased, 

or the risk of impacting yield is increased.  This comes about 

due to the different delay sensitivities of each path on a 

design and the inability of the currently available design 

automation tools to handle the unique sensitivities of each 

path on the chip without running 2
n
 timing corners, where n 

is the number of independent variables of interest. Some 

paths are predominately sensitive to metal delay while others 

are predominately sensitive to silicon (device) delay. 

Assuming that these paths will track the same from 

manufacturing lot to lot can lead to silicon that fails its 

timing requirements. Clearly a better method for dealing 

with variations is required. 

 

Background 
 

Continued scaling of CMOS technologies is increasing the 

magnitude of intra -die variation [1] [2]. The magnitude of 

intra-die channel length variations is estimated to grow from 

35% of the total variation for a 0.13um technology to almost 

60% in a 0.07um technology [3].  Intra-die variation on wire 

width, height, and thickness is also expected to grow from 

25% to about 35% for these same technologies. This 

variability can be expressed in terms of both a random or un-

correlated variation and a systematic or correlated variation. 

Furthermore, the systematic variation can further be sub-

divided into inter-die systematic variation and intra-die 

systematic variation.  

 

Inter-die systematic variation is due to normal manufacturing 

tolerances that affect the mean value of a parameter from lot 

to lot, wafer to wafer and die to die.  Inter-die variations 

between parameters within a single die can lead to either 

performance degradation or failing hardware when not 

properly accounted for. Examples of inter-die systematic 

variation include channel length variation due to the length 
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of exposure, and variations between individual metal layers 

used for routing.  Each metal layer represents an independent 

processing step in manufacturing, thereby insuring a high 

degree of miscorrelation between one layer and the next .   

Traditional timing assumes correlation between metal layers 

by timing at a fast corner where all metal layers are 

represented by minimum capacitance and maximum 

resistance, and a slow corner where all metal layers are 

represented by maximum capacitance and minimum 

resistance.   When two paths with dissimilar metal layer 

content are racing towards a latch where setup and hold 

requirements must be met, the variability in delay due to 

differing metal content can cause timing exposure not seen 

with traditional timing methods. Another important source of 

systematic inter-die process variation is threshold voltage.  

At 90 nm it is  important to consider the relative difference 

between PFET and NFET threshold voltages, for example, a 

fast NFET and a slow PFET . It is also possible to have a fast 

high-vt NFET and a slow low-vt NFET.  Both of these cases 

represent timing exposure when not properly accounted for. 

 

Intra-die systematic variation comes about because of layout 

specific variations. These variations can be the result of 

semiconductor process methods or environmental differences 

that are seen across the design based on layout. Examples of 

process induced systematic intra-die variation include  1) 

optical proximity effects that causes polysilicon features 

sizes such as Leff to vary as a function of local layout,  2)  

local wire densities that influence the inter-layer dielectric 

thickness achieved during chemical-mechanical polishing 

(CMP), and 3) spatial variation of Leff due to lens aberration 

across the die [4] [5] [6].  Many techniques have been used 

in manufacturing to reduce systematic intra-die variation. 

One of the most widely adopted is the use of optical 

proximity correction (OPC) for modifying features sizes 

across the mask in order to compensate for local proximity 

effects [7].  It has also been suggested that OPC could be 

used to compensate for spatial variation due to lens 

aberrations [5].  Another common technique to reduce 

systematic intra-die variation is phase-shift masking (PSM) 

that improves depth-of-field and resolution in lithography [8].  

Systematic variation due to CMP has been addressed by 

improving metal uniformity across the die.   While these 

techniques have been successful at reducing systematic intra-

die variation, the ability to continue to improve 

manufacturing systematic intra-die tolerances is limited, 

particularly as feature sizes continue to shrink [2].   

 

In addition to process induced intra-die variation, there are 

also environmentally induced sources of intra-die variation.  

Examples of environmentally induced variation include 

voltage and temperature values that vary across the die. 

These parameters are influenced by power grid design, the 

placement of circuits, and vector set.   

 

Random variation can be caused by any number of things 

including lithography, etching, polishing and doping effects. 

An example of random intra -die variation is the variation in 

device threshold voltage due to quantization effects of 

doping atoms within increasingly smaller silicon structures 

[9][10].   These quantization effects represent a continued 

increase in the fundamental randomness of silicon behavior 

as device dimensions continue to decrease.   

 

For many technology generations, the intra-die variation 

could be safely ignored when compared to the dominant 

inter-die variation.   In older technologies, chip clock 

frequencies (FMAX) varied around an average value defined 

by the mean of the inter-die variation while the inter-die  

variance directly related to the variance of FMAX.     As the 

mean of the inter-die variation changed, either by line 

tailoring, process learning, or technology migration, a 

corresponding shift in the average FMAX would result.  As 

intra-die  variation becomes more significant,   the average 

FMAX will begin to decrease even when the mean of the 

inter-chip variation remains constant.   Intra-die  variation 

will make some paths faster and other paths slower as a 

function of their gate and wire composition, local layout 

attributes, and spatial location.   Since the maximum clock 

frequency is defined by the maximum path delay, intra-chip 

variation results in an overall degradation of performance 

[11].          

 

In addition to process variations, non-process related 

parameters such voltage islands with timing interactions 

between islands, synchronous phase lock loop (PLL) 

domains, and FET degradation due to negative bias 

temperature instability (NBTI) and hot-electrons that result 

in a difference in performance across the life time of the 

product can cause timing exposure when not properly 

accounted for in static timing.  This exposure is expected to 

increase as the numbers of independent parameters, both 

process and non-process related, increase in technology 

offerings.   There are two ways to reduce this exposure.  The 

first is to perform additional timing runs to cover the entire 

parameter space, quickly becoming prohibitive with 

traditional timing due to the excessive number of runs 

required.  A second approach is to add enough uncertainty 

between racing paths to remove this exposure.  For the 

design team this uncertainty can lead to unnecessary work on 

non-critical paths resulting in lower design performance and 

an increase in time -to-market. 

 

The amount of degradation seen during chip timing will 

depend on the magnitude of each variation type, i.e. 

systematic and random,   the characterization and extraction 

techniques used in the timing models to represent these 

variations, and the algorithms used by the timing tool to 

apply these variations during chip timing. Historically the 

technique used by ASIC vendors to account for intra -die 
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variability has been to apply an uncertainty to path delay.   

The amount of uncertainty applied is proportional to the 

magnitude of the intra-die variation and is typically a fixed 

percentage of the overall path delay.   Early paths will get 

faster due to this uncertainty while late paths will get slower.   

For rapidly increasing intra-die variations,   using an 

uncertainty approach that attempts to bound intra-die 

variation on chip timing will become excessively 

conservative, significantly degrading the predicted circuit 

performance while forcing the design team to work on non-

critical paths. On the other hand, not providing enough 

uncertainty to cover the intra-die variations will increase 

exposure to non-working hardware. Given that intra-die 

variability is on the rise, three areas of modeling 

improvement will be needed in order for ASIC vendors to 

remain competitive.  The first area is a better understanding 

of the sources of variability.   It is not sufficient to know 

only the magnitude of each source of variation, one also 

needs to know if the variation is 1) locally systematic that 

can be handled through extraction techniques, 2) spatially 

systematic that can be handled using spatial proximity 

techniques, 3) random that can treated statistically across the 

die and 4) unknown that would require continued use of an 

uncertainty approach.   It may be that some sources of 

variations will have elements of all of these variations.  As 

timing methodologies continue to evolve towards true 

statistical timing, an understanding of the distributions of 

each source of variation will also be required.   The second 

area of improved modeling requirements is the ability of the 

timing mo dels used during chip level timing to capture this 

variability in each of its forms . The standard timing models 

used in industry today do not have this capability.  The third 

area of required improvement is in the algorithms used by 

the timing tool during chip level timing in order to exploit 

the new variability information in the timing models.  

 

As we describe below, it is necessary to make the distinction 

between inter-die and intra-die systematic variation and 

random variation in order to properly account for the effects 

of these variations. A timing methodology that addresses the 

impact of both systematic and random variations on design 

performance will be required as we move deeper into the 

sub-micron range. 

 

Modeling Delay Variation in a Digital Library 
 

Figure 1 shows some important sources of variation in the 90 

nm CMOS technology node. For each component of 

variation we have also listed our classification of that source 

of variation as inter-die systematic, intra-die systematic, 

random or some combination of the three. 

 

Hardware measurements were used to characterize the 

magnitude of systematic and random delay variation due to 

various sources. Figure 2 shows hardware data taken from a 

90 nm test chip.  One of the experiments on the test chip was 

specifically designed to look at variation. It consisted of four 

copies of a ring oscillator, one copy placed at each corner of 

the chip.  The layout for each instance was identical. The 

oscillator design is almost insensitive to metal variation (it 

has almost no metal) and when tested, no other circuits on 

the die are active so as to minimize other systematic effects 

(voltage and temperature differences).  Each series in the 

graph represents data from one of the four oscillators (upper 

right, upper left, lower right, lower left). The frequency of 

oscillation for each oscillator circuit is plotted as a function 

of the mean frequency of all four oscillators on the same die.  

The hardware represents many die over multiple wafers and 

multiple lithography exposures. A clear intra -die systematic 

variation can be seen based on location of the oscillator 

within the die as shown on the y-axis. The inter-die 

systematic variation is represented by the x-axis.  The 

magnitude of this delay variation is approximately ±7.5% of 

the mean oscillator delay. 

 
Component Form of Variation 

Channel length Inter-die systematic, 

intra-die systematic, 

intra-die random 

Mean threshold voltage 

difference between device types  

Inter-die systematic 

Threshold voltage Inter-die systematic, 

intra-die random 

Mean metal R and C differences 

between metal levels  

Inter-die systematic 

Voltage and Temperature Intra-die systematic 

NBTI, hot-e Intra-die systematic 

 

Figure 1. Some 90 nm Components of Variation  
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Figure 2.  Systematic Oscillator Variation 
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The “width” of each series represents the random variation. 

Figure 3 is a plot of the same data as in Figure 2, however it 

has been normalized to show the magnitude of the random 

delay variation. First, the systematic component of delay 

variation was removed by subtracting the mean frequency of 

the fastest oscillator series from the mean frequency of each 

of the other series. Then, the difference in oscillator 

frequency between each oscillator and every other oscillator 

on an individual die was plotted against the mean frequency 

of all oscillators for that same die. The 3-sigma magnitude of 

the random delay variation shown in Figure 3 is 

approximately ±5.5%. 
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Figure 3.  Random Oscillator Variation (normalized) 

 
 

Special Spice models  were created which allowed us to 

uniquely characterize the sensitivity of each circuit for inter-

die systematic variation, intra-die systematic variation and 

random variation. Figure 4 is a schematic representation of 

our circuit characterization philosophy. First, a set of chip 

mean circuit delays are calculated for each timing arc. The 

set consists of multiple pairs of delays (slow and fast), each 

pair representing a possible process corner (eg. NFET slow, 

PFET  slow; NFET fast, PFET slow). Full statistical chip 

timing is not being implemented at the 90nm node, therefore  

only the delay endpoints are of interest and not the shape or 

the density of the delay distributions. This set of mean delays 

captures the variation that is possible due to inter-die 

systematic variation. These delays are calculated using 

simulation, by setting the appropriate process parameters in 

the spice model to the sigma values of choice.   In practice, 

the individual process end points are determined using 

statistical techniques.  During chip level timing, inter-die 

systematic variation is accounted for using separate 

“corners” where the process corner is the same for every 

circuit on the chip. 

 

 
Figure 4.  Modeling of Variations  

 

 

Intra-die systematic variation, or across-chip variation 

(ACV), sensitivities are obtained next . This is done by 

applying different process parameter assumptions to the 

spice model and re-simulating each arc. The systematic 

components of variation need to be broken into distinct terms 

for those effects that can be modeled (eg. Voltage) and those 

that currently cannot be modeled (eg. Local poly density 

which depends on circuit placement at the chip level). These 

distinct “buckets” will be treated independently during chip 

level timing.  In general, systematic variations that are 

dependent on a variable that can be modeled (such as voltage, 

NBTI, metal level content) can be optimized for. Those 

systematic variations that are dependent on unknown 

variables or variables that cannot  be efficiently  modeled at 

the chip level must be accounted for as a split between the 

“early” delay and the “late” delay of the circuit which 

manifests itself as uncertainty in the delay of the circuit as 

shown in Figure 4. At the chip level, the early delay for each 

circuit and wire are summed to calculate the early arrival 

time and the late delays for each circuit and wire are summed 

to calculate the late arrival time. 

 

Capturing the random sensitivity vector involves 

approximating a Monte Carlo simulation for each arc. This is 

computationally intensive, however, truly random variation 

can be root sum squared (RSS’d) such that the penalty for 

this type of variation is smaller when a large number of 

variables or circuits are involved (the Central Limit 

Theorem).  Therefore, the random vector will tend to be 

smaller for large collections of transistors and larger for a 

small collection of transistors. If random variation were 

treated as systematic, it would need to be linearly added to 

the early and late timings.  By characterizing this component 

separately, we are able to RSS the random variation at the 

chip level to reduce pessimism in paths with large numbers 

of components.  The benefit of this approach is shown in  

Figure 5. A 1000 case Monte Carlo simulation was 

performed on both a single stage inverter and the same 

circuit, cascaded 31 times. The delay values for the single 

stage inverter were multiplied by 31 to normalize the figure. 

The figure  clearly shows the benefit of treating random 

variation differently than systematic variation. 

Chip Mean Circuit Delay 

Systematic ACV Delay 

Random ACV Delay

Best Case 

 “Early”  

Best Case 

 “Late” 

Worst Case

 “Early”  

Worst Case

 “Late” 
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Figure 5.  Random Variation for Single Stage vs. Multi-Stage 

 

The three types of sensitivities, inter-die systematic, intra -die 

systematic and random, are captured for each arc for each 

circuit and are compiled into a DCL timing model [12].  

These DCL models  are used by the newly developed 

variation-aware static timing analysis tool which will be 

discussed in more detail below. 
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Figure 6.  Normalized Metal Resistance Correlation 

 

 

Modeling Inter-die Variation at the Chip Level 

 
Figure 6 illustrates metal resistance relationships between 

two geometrically identical metal layers.  Each point on the 

graph represents one die measurement comparing the 

resistance of metal layer 3 (M3) on the horizontal axis to the 

resistance of metal layer 4 (M4) on the vertical axis.   Each 

color grouping of die measurements represents hardware 

from a single lot.   Systematic shifts between M3 and M4 can 

be seen from lot to lot.  The figure highlights a fundamental 

inter-die variation that needs to be accounted for during chip 

level timing.  We will use this example to describe how 

inter-die systematic variation can be accounted for at the 

chip level. The concepts below can be expanded to cover 

other sources of systematic variation.   

 

Two techniques can be used to insure adequate timing 

margins to systematic variations. The first technique is 

applying a parameter skew between any two racing paths in 

the design. We call the faster of the paths the early path and 

the slower path the late path.  The skew would need to cover 

the complete range of systematic variations that are possible 

(or some percentage of this range).   An example  for metal 

would be to use minimum capacitance and maximum 

resistance (resistance and capacitance track inversely) for the 

early path and use maximum capacitance and minimum 

resistance for the late path.  An advantage of this guard-

banding approach is that it requires no additional timing runs 

beyond what is done in traditional timing since it assumes a 

worst case metal scenario for timing analysis .   The 

disadvantage of this technique is that it  increases timing 

conservatism that may unnecessarily reduce design 

performance and increase design turn around time (TAT). 

The resulting timing is also not “physical”.  M3 cannot 

simultaneously be at minimum capacitance for early paths 

and maximum capacitance on late paths. This is not 

physically realizable. This guard-banding technique must be 

used for systematic effects that cannot be modeled efficiently 

at the chip level.    

 

A second technique for modeling systematic variation is to 

add parameter awareness to the timing methodology. This 

technique is preferred for systematic variation that is a 

function of a variable that can be modeled during chip level 

timing. For metal, a straight forward approach would be to 

perform multiple static timing runs where each run used a 

parasitic extraction with a unique combination of fast and 

slow metal for each wiring level on the chip.  This would 

result in 2
N

 possible permutations of extraction and static 

timing runs, where N is the number of metal levels . The 

advantage of running all 2
N

 metal permutation corners is that 

each corner would be physical, i.e. both the early and late 

paths would see the same inter-die process space, thereby 

removing the conservatism associated with the guard-

banding technique.  The disadvantage of running 2
N 

timing 

runs, where N can be six or more in today’s processes  should 

be obvious to anyone familiar with analyzing timing on 

ASIC designs.  A new timing approach has recently been 

introduced that can cover this set of permutations using a 

small number of timing runs [13] [14]. This method basically 

searches all of the critical timing tests to find the most 

pessimistic parameter combination for each test.  A salient 

feature of this new timing approach is the method used to 

represent metal parasitics.   Instead of multiple parasitic 

extractions where each extraction represents a metal corner 

permutation, only one extraction is used.  Each parasitic 

element is referenced to a metal level and its value is 

                                M3 Resistance 
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dynamically assigned during run time as a function of metal 

corner and temperature settings.   The timing methodology 

then exploits the independence between metal levels by 

performing a metal layer sensitivity analysis on each critical 

test of the design.  Leveraging incremental timing 

capabilities, each test is  then separately checked at its own 

unique bounding process corner determined from the 

sensitivity analysis.   Using metal layer sensitivities to guide 

the timing tool converts 2
N

 timing runs required for analysis  

to N+1 runs.   In addition to reducing the number of required 

timing runs to N+1, these runs are performed seamlessly 

within the inner loop of the timing tool, thereby greatly 

increasing run time efficiency.  The net effect is complete 

inter-die metal variation coverage at a small fraction of the 

run time associated with traditional timing methodologies 

achieving the same corner coverage. 

 

Figure 7.  Slack Histograms  

 

The impact on chip level timing due to metal layer variations 

can be illustrated using actual chip slack his togram reports as 

shown in Figure  7 where the horizontal axis denotes 

quantized slack ranges and the vertical axis records the 

number of slacks per slack range.   Slacks in this chart are a 

measure of timing margin between clock and data arrival 

times at a latch, where positive slacks indicates adequate 

timing margin, and negative slacks indicate potential timing 

failures.  In Figure 7 there are three slack his tograms .  The 

first histogram, denoting all positive slacks, was obtained 

using traditional timing methodologies that provides no 

awareness or guard-banding to metal layer variations. A 

second histogram was obtained from a metal awareness 

timing methodology,  and a third histogram was obtained 

using  a guard-banded (bounded) timing methodology that  

utilizes non-physically skewed metal parasitics between 

clock and data paths just enough to cover the inter-die metal 

variations.  The histogram obtained from the traditional 

timing methodology seems to indicate that adequate timing 

margin was obtained on all latches in the design and the 

hardware for this part should be free from timing problems .  

In fact, hardware measurements on this design show multiple  

latches that fail  hold time  requirements when metal layer RC 

parameters on one layer are skewed from metal layer RC 

parameters on another layer. The parameters were still within 

the allowable manufacturing tolerances. The source of these 

failures was found to be a significant difference in the RC of 

the metal layers used to route the clock and data paths. The 

magnitude of the delay variation was not accounted for in 

traditional timing methodologies. The slack histogram that 

matches closely with the hardware was obtained using a 

metal variation aware  timing methodology [13] [14]. Note 

the significant shift towards negative slacks this histogram 

has in comparison to the original slack histogram obtained 

from traditional timing.   This shift represents potential 

timing exposure when using traditional timing 

methodologies as confirmed when correlating the failing 

latches in hardware back to negative slacks in the metal 

variation aware slack his togram.  Guard -banding techniques 

that non-physically skew metal parasitics between racing 

paths can also remove this timing exposure, however the 

impact on slack distributions can be extreme as seen by the 

shift in the guard-banded slack histogram as compared with 

the metal aware slack histogram in Figure 7. This shift 

represents unnecessary timing conservatism that can greatly 

increase turn-around-time for the design and potentially lead  

to significant chip performance degradation. A metal 

variation aware timing methodology offers protection against 

hardware failures while eliminating unnecessary 

conservatism. 

 

Conclusions  

 
We have briefly reviewed the concepts of inter-die 

systematic variation, intra -die systematic, and intra -die 

random variation. We have shown techniques for modeling 

circuit delay as a function of these sources of variation using 

the DCL modeling language. We have shown that each form 

of variation requires unique modeling techniques and that by 

employing these techniques  in both the library 

characterization and chip static timing methodology, designs 

that are tolerant of variation can be created with less guard-

banding than with traditional methods.  To achieve this 

benefit requires the modeling of systematic sources of 

variation as a function of their dependent variables in both 

the timing models and in the static timing environment. It 

also requires modeling the random component of variation 

separately from the systematic component to allow for 

RSS’ing during static timing analysis. Lastly, we have 

introduced a method of using early and late delays to model 

the impacts of  variation on delay. 
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