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Abstract—The nonlinear trajectory and bistatic characteristics
of general bistatic synthetic aperture radar (SAR) can cause
severe two-dimensional space-variance in the echo signal, and
therefore it is difficult to focus the echo signal directly using the
traditional frequency-domain imaging algorithm based on the
assumption of azimuth translational invariance. At present, the
state-of-the-art nonlinear trajectory imaging algorithm is based
on singular value decomposition (SVD), which has the problem
that SVD may be not controlled, and thus may lead to a high
imaging complexity or low imaging accuracy. Therefore, this
article proposes a nonlinear trajectory SAR imaging algorithm
based on controlled SVD (CSVD). Firstly, the chirp scaling
algorithm (CSA) is used to correct the range sapce-variance,
and then SVD is used to decompose the remaining azimuth
space-variant phase, and the first two feature components after
SVD are integrated to make them be represented by a new
feature component. Finally, the new feature component is used
for interpolation to correct the azimuth space-variance. The
simulation results show that the proposed CSVD can further
improve the image quality compared with SVD-Stolt.

Index Terms—Synthetic aperture radar (SAR), nonlinear tra-
jectory, bastatic, singular value decomposition (SVD).

I. INTRODUCTION

C
OMPARED with monostatic SAR, bistatic SAR (BSAR)

can observe the target from multiple angles and obtain

more information because the transmitter and receiver are

mounted on different platforms [1]. From the perspective of

signal characteristics, BSAR can be divided into two con-

figurations (i.e., translational-invariant BSAR (TI-BSAR) and

translational-variant BSAR (TV-BSAR) [2]). The echo signal

in TI-BSAR satisfies the assumption of azimuth translational

invariance. In this case, one only needs to consider the

range space-variance of the echo signal, and the traditional

frequency-domain imaging algorithm can achieve accurate

imaging. However, TV-BSAR does not satisfy the aforemen-

tioned assumption. Therefore, the radar echo signal is both az-

imuth and range space-variant. For the two-dimensional space-

variant echo signal, the traditional frequency-domain imaging
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algorithm based on the assumption of azimuth translational

invariance is no longer valid.

TV-BSAR mainly includes four configurations: one-

stationary BSAR [3], parallel nonequivalent velocity BSAR

[4], nonparallel nonequivalent velocity BSAR and general

BSAR [5],[6]. Among them, the two-dimensional space-

variance in general BSAR is most serious due to that the

radar platform may not fly in strict accordance with the linear

trajectory [7]. If the trajectory deviates from the straight line,

the focusing quality will decrease, which makes focusing more

difficult [8]. Therefore, the focusing of general BSAR is more

difficult than the other three configurations. In addition, it

should be noted that the nonlinear trajectory of monostatic

SAR can also cause two-dimensional space-variance charac-

teristics in radar echo signal [9]. In summary, there are two

main types of frequency-domain imaging algorithms for the

problem of two-dimensional space-variance:

i) Scaling-based algorithms: This kind of algorithm corrects

the space-variance characteristics of signal by the principle of

scaling [10-14]. They can be used not only to correct the range

space-variance, but also correct the azimuth space-variance of

the signal. In particular, the chirp scaling algorithm (CSA)

is generally used to correct the range space-variance [10],

while the nonlinear CSA (NCSA) is usually used to correct the

azimuth space-variance [12]. In addition, some scholars had

successfully applied NCSA to the imaging of highly squinted

SAR [11],[13]. It is worth mentioning that the image quality

of scaling-based algorithms heavily depends on the order of

the NCS function. In general, the higher the order of the

NCS function, the higher the accuracy of the scaling, but

its complexity will increase greatly. In order to consider the

accuracy and complexity of the imaging algorithm at the same

time, the order of the NCS function should not be too high.

Therefore, scaling-based imaging algorithms could not meet

the accuracy requirements in some complex situations.

ii) Interpolation-based algorithms: The basic idea of this

kind of algorithm is to find an accurate interpolation kernel

to correct the space-variance of the signal [15-17]. For a SAR

with linear trajectory, the typicle Omega-k algorithm can be

used to achieve the accurate imaging through interpolation.

For TI-BSAR, after obtaining the accurate two-dimensional

spectrum, Omega-k can still be used to achieve accurate imag-

ing [16],[17]. However, the traditional Omega-k algorithm

can only deal with the range space-variance of echo signal.

For this issue, some scholars extend the interpolation-based

algorithm from the range to the azimuth. In particular, an

improved Omega-k algorithm is proposed in [2], which apply
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the interpolation to both the range and azimuth space-variance

correction. This algorithm first linearizes the two-dimensional

spectrum of the signal, and then derives a two-dimensional

interpolation kernel for two-dimensional interpolation, but the

process of solving the interpolation kernel is complicated and

approximations are used, so the accuracy of the interpolation

kernel may not be high enough. In order to further improve

the accuracy of the interpolation kernel, SVD is used to ana-

lyze the space-variance characteristics of the two-dimensional

spectrum in [18],[19], and the accurate interpolation kernel

can be obtained. The algorithm in [18],[19] correct azimuth

space-variance of the first two feature components by twice

SVD-interpolation operations, so it is called the tandem SVD

(TSVD) algorithm [18],[19]. Compared with the derivation of

the interpolation kernel in [2], the method based on SVD

is simpler and more accurate. Generally, the accuracy of

interpolation-based imaging algorithms is higher than that of

the scaling-based algorithm, but the large amount of calcula-

tion brought by interpolation also needs to be considered.

Although time-domain imaging algorithms, such as back

projection (BP) algorithm, can be applied to general BSAR

imaging with high accuracy, their efficiency is far lower than

that of frequency-domain algorithms [20],[21]. Therefore, in

order to consider the accuracy and efficiency of imaging, this

article proposes a CSVD imaging algorithm for general BSAR,

which belongs to an interpolation algorithm. The innovation

of this article comes from [18],[19]. We further find that

the SVD in [18],[19] is uncontrollable, and the first two

feature components after SVD can be still integrated into a

new feature component. Through the integration operation, the

space-variant phase of the second feature component can be

further reduced, and most of the space-variant phase of signal

can be integrated into the new feature component. Based on

the above processing, the CSVD algorithm proposed in this

article can effectively avoid the uncontrollability of SVD.

This article is organized as follows. In Section II, the slant

range model in the case of bistatic configuration and nonlinear

trajectory is established, and the uncontrollability of SVD is

analyzed. The proposed CSVD algorithm is detailed in Section

III. In Section IV, simulation verification is performed. The

conclusion is drawn in Section V.

II. MOTIVATION

A. Signal Modeling

The model of general BSAR is shown in Fig. 1. The motion

trajectories of both transmitter and receiver flight platforms are

nonlinear. Target O is located at scene center. The coordinate

of an arbitrary target N on the scene is (xn, yn, zn), RT and RR

respectively represent the instantaneous distance from target

N to the transmitter and receiver, which can be expressed as

follows:

Fig. 1: Geometry of general BSAR.
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where ta denotes the azimuth time, (xt, yt, zt ) and (xr , yr , zr )

denote the initial coordinate of the transmitter and re-

ceiver, respectively.
(
vxt, vyt, vzt

)
and

(
vxr , vyr , vzr

)
denote

the initial speed of the transmitter and receiver, respectively.(
axt,ayt,azt

)
and

(
axr ,ayr ,azr

)
denote the initial acceleration

of the transmitter and receiver, respectively. The slant range

of general BSAR can be expressed as:

R(ta) = RR(ta) + RT (ta) (3)

TABLE I: Main system parameters

Simulation parameter Transmitter Receiver

Initial position (0, 0, 8000) (0, 0, 8010)

Initial velocity (0, 150, -2) m/sec (0, 90, 2.1) m/sec

Acceleration (0, 2.4, 3.6) m2/sec (0, 2.4, -1) m2/sec

Carrier frequency 1.5GHz

PRF 300Hz

Signal bandwidth 10MHz

Range sampling frequency 12MHz

Although (3) can accurately express the slant range model,

the slant range is a double radical sign form due to the
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separation of the receiver and transmitter. In this case, it is

difficult to directly use the principle of stationary phase to

obtain the two-dimensional spectrum of the signal. Due to the

advantages of high precision and analytical expression, the

high-order polynomial slant range model is widely used in

nonlinear trajectory SAR imaging [19]. This model expresses

the slant range as a high-order polynomial of azimuth time.

In order to balance the accuracy and complexity, we adopt the

fourth-order polynomial model:

R(ta) ≈ Rb + k1ta + k2t2
a + k3t3

a + k4t4
a (4)

where Rb denotes the range position of target N ,

ki (i = 1,2,3,4) is the ith-order polynomial coefficient, which

are all related to the azimuth position and the range position of

ground targets. With simulation parameters in Table I, the slant

range error of the fourth-order polynomial model is simulated

(see Fig. 2). It can be seen from Fig. 2 that the maximum error

is less than 20 micron. Therefore, the fourth-order polynomial

model can accurately approximate the slant range of G-BSAR.

Fig. 2: Simulated slant range error of the fourth-order poly-

nomial model.

If the radar transmits a linear frequency modulated (LFM)

signal, the echo signal in range-frequency and azimuth-time

domain can be expressed as:
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where fr denotes the range frequency, Aa(·) and Wr (·) denote

the azimuth envelope function and range envelope function,

respectively. γ denotes the chirp rate of the LFM signal, fc
denotes the carrier frequency, c denotes the light speed. For

the slant range model in the form of a fourth-order polynomial,

the two-dimensional spectrum can be obtained easily by using

the method of series reversion (MSR) [22], which is as follow:
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where φ ( fr , fa; X,Rb) denotes the phase of the two-

dimensional spectrum, fa denotes the azimuth frequency, X

denotes the azimuth position of target N .

B. Uncontrollability Analysis of SVD

In order to illustrate the uncontrollability of SVD, we do

not consider the range space-variance first. Therefore, the

two-dimensional spectrum of the signal can be simplified

as φ( fa,X). After SVD, the two-dimensional spectrum of

the signal can be expressed as the sum of mutiple feature

components:

φ( fa,X) =

n∑

i=1

ui(X)n×1 · S(i, i) · vi( fa)1×n (7)

where ui(X)S(i, i)vi( fa) denotes the ith feature component, and

each feature component can be decomposed into the product of

the function of the azimuth position and the azimuth frequency.

Normally, the first feature component in (7) is the largest, and

the subsequent feature components decrease in turn. Generally,

the signal after SVD has the following two cases:

i) Case #1: The two-dimensional spectrum of the signal can

be completely represented by only one feature component.

ii) Case #2: The two-dimensional spectrum of the signal

must be represented by two feature components.

In case #1, all the azimuth space-variant phase of the two-

dimensional spectrum is included in the first feature compo-

nent. At this time, the first feature component can be used for

interpolation to complete the focusing of all azimuth targets.

However, in case #2, the phase of two-dimensional spectrum

after SVD can be approximately expressed as:

φ ( fa,X) = u1(X)S(1,1)v1( fa) + u2(X)S(2,2)v2( fa) (8)

For the signal in (8), it is difficult to ensure that all

the azimuth space-variant phase is within the first feature

component. When the azimuth space-variant phase of the

second feature component after SVD is large, it will cause

defocusing if only the first feature component is used for

interpolation.

From the above analysis of the two cases of SVD results, it

can be seen that the uncontrollability of SVD is expressed as

that whether the signal can be represented by one feature com-

ponent is uncontrollable after SVD. Through further research

on the results of SVD, we found that the azimuth space-variant

terms of the first feature component and the second feature
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Fig. 3: Feature components of the two-dimensional spectrum after SVD without integration. Phases of (a) the first feature

component, (b) the second feature component, and (c) the sum of remaining of feature components.

component can be further integrated (see Section III for the

detailed integration process) in case #2, and thus the two-

dimensional spectrum of the signal can be expressed as the

sum of a new feature component and a residual phase. More-

over, the residual phase can be regraded as space-invariant.

Based on this conclusion, we can add integration operations

to make the entire decomposition process controllable, that is,

the decomposition result can always be fully represented by

one feature component.

According to the parameters in Table I, Fig. 3 and Fig. 4

respectively show the results of SVD without intergration and

the results of adding integration operations. It can be seen

from Fig. 3 that the values of the first feature component

and the second feature component are much greater than

π/4 rads. The sum of the remaining feature components is

smaller than π/4 rads and can be ignored. Therefore, the

signal needs to be represented by two feature components, and

additional processing is required to complete focusing, such

as the second interpolation in [19], which will greatly reduce

the imaging efficiency. However, it can be seen from Fig. 4

that the signal can be expressed in the form of the sum of a

new feature component in Fig. 4(a) and a residual azimuth

space-variant phase in Fig. 4(b) by integration operations.

The values of the residual azimuth space-variant phase is

less than 0.7 rads and can be ignored. Therefore, the signal

can be completely represented by the new feature component.

Through the operation of integration, we can directly use one

stolt-interpolation to complete the focusing without additional

processing steps.

Fig. 4: The results after integration. Phases of (a) the new fea-

ture component, and (b) the residual azimuth space-variance.

III. THE ALGORITHM

Based on the signal model and the uncontrollability analysis

of SVD in Section II, this article develops a CSVD algorithm

for general BSAR. The flowchart of the algorithm is shown

in Fig. 5. The algorithm mainly includes two steps: firstly, the

CSA is used to correct the range space-variance, and then the

controlled SVD is used to correct the azimuth space-variance.

Fig. 5: Flowchart of the proposed CSVD algorithm.
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A. RCMC by using CSA

For the range space-variance of the signal, the traditional

frequency-domain algorithm can be used for accurate cor-

rection. Here we use CSA to complete RCMC. The scaling

function, RCMC function and range matched filter function in

CS algorithm can be constructed as in [10]. After the RCMC,

the signals in azimuth time-domain can be expressed as:

SS(ta,X) = exp

(
−

2π

λ
R(ta,X)

)
(9)

B. Correction of azimuth-variance by using CSVD

After the RCMC, the phase of the signal can be expressed

by (8). Both the azimuth position function and the azimuth

frequency function in (8) can be expressed by Taylor series

as:
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Submitting (10-13) to (8), the phase of the signal can be

expressed as:

φ′ ( fa,X) ≈ (A0 + A1X + A2X2) fa + (B0 + B1X + B2X2) f 2
a

+ (C0 + C1X + C2X2) f 3
a + (D0 + D1X + D2X2) f 4

a
(14)

where 


A0 = a0c1 + b0d1

A1 = a1c1 + b1d1

A2 = a2c1 + b2d1

B0 = a0c2 + b0d2

B1 = a1c2 + b1d2

B2 = a2c2 + b2d2

C0 = a0c3 + b0d3

C1 = a1c3 + b1d3

C2 = a2c3 + b2d3

D0 = a0c4 + b0d4

D1 = a1c4 + b1d4

D2 = a2c4 + b2d4

(15)

It should be noted that the constant term in (14) is ignored

because it has no effect on focusing. In addition, the phase

term that are not related to the azimuth position in (14) can

be compensated by using

H1 = exp
(
−A0 fa − B0 f 2

a − C0 f 3
a − D0 f 4

a

)
(16)

After the compensation, the phase of azimuth signal in (14)

becomes

φ′ ( fa,X) ≈ (A1X + A2X2) fa + (B1X + B2X2) f 2
a

+ (C1X + C2X2) f 3
a + (D1X + D2X2) f 4

a

(17)

Next, we integrate (17). The whole integration operation

includes three steps, namely, integrating quadratic phase term,

integrating cubic phase term, and integrating quartic phase

term.

1) Integration of quadratic phase term: At this stage, the

cubic and quartic phase terms are not considered. First, the

linear and quadratic phase terms are integrated to a new feature

component. The integration process is shown in (18).

φ1 ( fa,X)=(A1X + A2X2) fa + (B1X + B2X2) f 2
a

=(A1X + A2X2) fa + (B1X +
A2B1

A1

X2) f 2
a

−
A2B1

A1

X2 f 2
a + B2X2 f 2

a

= (B1X + B2
′X2)(q1 fa + f 2

a )︸                             ︷︷                             ︸
F1(X)G1( fa )

+ (B2 − B2
′)X2 f 2

a︸              ︷︷              ︸
ϕ1(X , fa )

(18)

where q1=A1/B1 and B2
′=A2B1/A1. F1(X)G1( fa) is the new

feature component after integrating the quadratic phase term,

and ϕ1(X, fa) is the residual azimuth space-variant phase after

integrating the quadratic phase term.

2) Integration of cubic phase term: the second step is

to integrate (18) and the cubic phase term. The integration

process is shown in (19).

φ2 ( fa,X)=(B1X + B2
′X2)(q1 fa + f 2

a )

+ (C1X + C2X2) f 3
a + ϕ1(X, fa)

= (C1X + C2
′X2)

[
q2(q1 fa + f 2

a ) + f 3
a

]

︸                                           ︷︷                                           ︸
F2(X)G2( fa )

+ ϕ1(X, fa) + (C2 − C2
′)X2 f 3

a︸                              ︷︷                              ︸
ϕ2(X , fa )

(19)

where q2=B1/C1 and C2
′=B2

′C1/B1. F2(X)G2( fa) is the new

feature component after integrating the cubic phase term,

ϕ2(X, fa) is the residual azimuth space-variant phase after

integrating the cubic phase term.

3) Integration of quartic phase term: the third step is

to integrate (19) and the quartic phase term. The specific
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integration process is shown in (20).

φ3(X, fa) = (C1X + C2
′X2)

[
q2(q1 fa + f 2

a ) + f 3
a

]

+ (D1X + D2X2) f 4
a + ϕ2(X, fa)

= (D1X + D2
′X2)

{
q3

[
q2(q1 fa + f 2

a ) + f 3
a

]
+ f 4

a

}

︸                                                          ︷︷                                                          ︸
F3(X)G3( fa )

+ ϕ2(X, fa) + (D2 − D2
′)X2 f 4

a︸                               ︷︷                               ︸
ϕ3(X , fa )

(20)

where q3=C1/D1 and D2
′=C2

′D1/C1. F3(X)G3( fa) is the new

feature component after integrating the quartic phase term,

ϕ3(X, fa) is the residual azimuth space-variant phase after

integrating the quartic phase term.

After the integration, the phase in (17) can be expressed as:

φ′(X, fa) = F3(X)G3( fa) + ϕ3(X, fa) (21)

It can be seen from (21) that most of the azimuth space-

variant phase after the integration is included in only one

feature component (i.e., F3(X)G3( fa)). The absolute value of

the residual azimuth space-variant phase is less than π/4 rads

(see Fig. 4). Therefore, it can be approximately compensated

by using

H2 = exp (−ϕ3(X0, fa)) (22)

where X0 denotes the azimuth position of the target at scene

center. After the compensation, the phase of azimuth signal in

(21) can be expressed as:

φ′(X, fa) = F3(X)G3( fa) (23)

For the phase in (23), one can easily perform the interpolation

operation to correct azimuth space-variance. The interpolation

kernel is G3( fa) → fa. After the interpolation operation, the

phase of azimuth signal is given by

φ′(X, fa) = F3(X) · fa (24)

For the signal of (24), we can directly use the azimuth IFFT

to complete the focus imaging.

C. Analysis of applicable condition

When the platform has acceleration, especially when the ac-

celeration value is relatively large, the azimuth space-variance

becomes more serious, which may cause the control ability

of the proposed algorithm for SVD decrease. Therefore, the

proposed algorithm is proposed under the condition that the

acceleration changes little and its value is relatively small. In

addition, the CSVD algorithm proposed in this article has a

prerequisite: the absolute value of the residual azimuth space-

variant phase during the entire imaging process must be less

than π/4 rads, namely:

max




��������
ϕr1(X, fa) + ϕr2(X, fa) + ϕr3(X, fa)
︸                                          ︷︷                                          ︸

ϕr

��������




<
π

4
(25)

As shown in (25), the residual azimuth sapce-variant phase

of the proposed algorithm consists of three parts, in which

ϕr1(X, fa) denotes the residual azimuth space-variance phase

after integration, ϕr2(X, fa) denotes the sum of the remaining

feature components after SVD except the first two feature

components, and ϕr3(X, fa) denotes the phase difference be-

tween (8) and (14).

Fig. 6: The absolute value of the residual azimuth space-

variant phase varing with the azimuth position of target.

According to the parameters in Table I, Fig. 6 shows the

absolute value of the residual azimuth space-variant phase

varing with the azimuth position. The larger the scene width,

the larger the residual azimuth space-variant phase. Subject to

the constraints of (25), it can be seen from Fig. 6 that the

scene size of the proposed algorithm should be smaller than

about 550m.

IV. VERIFICATION BY SIMULATED RESULT

In this section, we will verify the accuracy of the proposed

imaging algorithm by simulation results. In addition, we

use the improved Omega-k algorithm in [2] and SVD-Stolt

algorithm in [23] as references to verify the superiority of the

proposed algorithm.

Fig. 7: Scene of 400m (range) × 500m (azimuth). 25 targets

are evenly distributed in the scene.
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Fig. 8: Contours of the selected targets by using (a-c) improved Omega-k algorithm in [2], (d-f) SVD-Stolt algorithm in [23],

(g-i) the proposed algorithm. The first to third columns correspond to target 1, target 2, and target 3, respectively.

TABLE II: Imaging evaluation results of selected targets

Algorithm Target
Azimuth

PSLR(dB)
Azimuth

ISLR(dB)

Omega-k in [2]
Target2 -12.92 -9.56

Target3 -12.00 -8.96

SVD-Stolt in [23]
Target2 -13.18 -9.91

Target3 -12.44 -9.74

CSVD
Target2 -13.20 -10.08

Target3 -13.15 -10.10

The simulation parameters are shown in Tables I. A set

of 5 × 5 targets (range × azimuth) (see Fig. 7) are placed

on the ground uniformly with a scene size of 400 × 500 m2

(range × azimuth). Target 1 is at the scene center, target 3 is

at the scene edge, and target 2 is located between target 1 and

target 3. In order to verify the effectiveness and superiority

of the proposed algorithm, we use the proposed algorithm

and the reference algorithms to evaluate targets (1-3). Their

contours and azimuth profiles are shown in Fig. 8 and Fig.

9, respectively. In addition, the quantitative evaluation results

are shown in Table II, including the azimuth PSLR and the

azimuth ISLR of these targets.

It can be seen from Fig. 8 that the proposed algorithm can

focus all targets well after integrating the feature components,

while defocusing still exist at the edge points for the reference

algorithms. In addition, as shown in Fig. 9 and Table II, the

focusing quality of the reference algorithms is lower than

that of the proposed algorithm. Moreover, both the proposed

algorithm and the reference algorithms only use one interpo-

lation operation in the imaging process, and the computational

complexity of the three algorithms is the same. Therefore, the

proposed algorithm can further improve the imaging quality

without increasing the amount of calculation.

V. CONCLUSION

This article proposes a CSVD algorithm to solve the un-

controllable problem of the existing SVD-based algorithm

for nonlinear trajectory imaging. First, the CSA is used to
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Fig. 9: Azimuth profiles of the selected targets by using (a-c) improved Omega-k algorithm in [2], (d-f) SVD-Stolt algorithm

in [23], (g-i) the proposed algorithm. The first to third columns correspond to target 1, target 2, and target 3, respectively.

correct range space-variance, and then we perform SVD on the

azimuth space-variance phase. In order to avoid the uncontrol-

lability of SVD, we introduce a integration operation to rep-

resent the phase of the signal as only one feature component.

Finally, we use stolt-interpolation to correct the azimuth space-

variance. Simulation results show that compared with the

SVD-Stolt algorithm, the proposed algorithm can effectively

controll the results of SVD, which can further improve the

imaging quality.
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