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Abstract Temporal information processing is a funda-
mental brain function, which might include central
timekeeping mechanisms independent of sensory modal-
ity. Psychopharmacological and patient studies suggest a
crucial role of the basal ganglia in time estimation. In this
study, functional magnetic resonance imaging (fMRI) was
applied in 15 healthy right-handed male subjects per-
forming an auditory time estimation task (duration
discrimination of tone pairs in the range of 1,000–
1,400 ms) and frequency discriminations (tone pairs
differing in pitch, around 1,000 Hz) as an active control
task. Task difficulty was constantly modulated by an
adaptive algorithm (weighted up-down method) reacting
on individual performance. Time estimation (vs rest
condition) elicited a distinct pattern of cerebral activity,
including the right medial and both left and right
dorsolateral prefrontal cortices (DLPFC), thalamus, basal
ganglia (caudate nucleus and putamen), left anterior
cingulate cortex, and superior temporal auditory areas.
Most activations showed lateralisation to the right hemi-
sphere and were similar in the frequency discrimination
task. Comparing time and frequency tasks, we isolated
activation in the right putamen restricted to time estima-
tion only. This result supports the notion of central
processing of temporal information associated with basal
ganglia activity. Temporal information processing in the
brain might thus be a distributed process of interaction
between modality-dependent sensory cortical function,
the putamen (with a timing-specific function), and
additional prefrontal cortical systems related to attention
and memory. Further investigations are needed to delin-

eate the differential contributions of the striatum and
other areas to timing.

Keywords Time perception · Internal clock · Putamen ·
Basal ganglia · Cortex · Prefrontal cortex · Functional
magnetic resonance imaging

Introduction

Temporal information processing is a fundamental aspect
of central nervous system function. Both perception and
action are embedded in the framework of a precise
temporal coordination of information processing and
encoding. The computations involved in such processes
are manifold, as temporal information processing might
refer to a variety of functions, for example processing of
the duration of stimuli, their temporal order, or retrieving
a sequence of events from memory. Many neurophysio-
logical approaches to time and temporal information
processing have been related to the processing of
information in time, timeliness and temporal order (see
Fuster 1995). However, this is not the case for timing in
the sense of processing the temporal information of a
stimulus itself, i.e. its duration. This function is usually
assessed in paradigms of estimation, discrimination or
reproduction of intervals with different length (Fraisse
1957, 1963). In recent decades, a rich fundament of
psychophysics related to timing in animals and humans
has been established (Gibbon and Allan 1984; Allan
1979), providing a theoretical and mathematical frame-
work. However, it is only recently that a “neurobiology of
temporal cognition” has emerged (Gibbon et al. 1997; see
also Ivry 1996), in the sense of an integrative theory of the
processing of temporal information per se. This approach
relates aspects from time psychology to the question of
underlying neural “mechanisms” and brain processes
(Hazeltine et al. 1997). The concept of an “internal clock”
of the brain refers to a hypothetical unit (or multiple units)
in the central nervous system providing the modality-
independent timekeeper function necessary for temporal
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information processing in the range of milliseconds to
seconds.

Neuropsychological models of timing (e.g. Gibbon et
al. 1997; Nichelli 1993) have been established, which try
to explain processes during tasks such as duration
discrimination. The core of these models is often thought
to be a central “clock” unit, and has been suggested to be
represented as an oscillating pacemaker module. Together
with memory and decision-making components these
models explain the established mathematical and psycho-
physical properties of, for example, duration comparison.
Hence, one might distinguish “modules” or substrates of
primary or “central” timing (i.e. the “internal clock” in a
narrow sense) and “secondary” components promoting
additional functions such as memory, attention and
decision-making.

The “secondary modules” underlying performance of
time discrimination might be effectively the same for a
similar non-temporal discrimination task. Characterising
timing deficits in patients therefore includes testing on
similar tasks to differentiate between disorders of the
central timing component and less specific general
functions. Cortical lesions, for example, can have pro-
found effects on timing performance, depending on extent
and location. This has been demonstrated in several
studies (with different testing procedures) for prefrontal,
but also parietal areas (Mangels et al. 1998; Harrington et
al. 1998b; Damasceno 1996). However, performance on
control tasks (e.g. frequency or intensity discrimination)
is also affected, suggesting less specific functions for
these regions. A similar dissociation also seems to be
apparent in differential performance of amnestic and
Alzheimer’s disease patients (Nichelli et al. 1993), where
only the latter group revealed an involvement of both
central clock and memory/decision processes.

For central or “explicit” timing functions, the basal
ganglia and the cerebellum have been implied. A major
line of evidence for the basal ganglia arises from studies
on Parkinson’s disease (PD), which serves as a model of
decreased dopaminergic function in the basal ganglia, and
particularly depleting input to the putamen (Brooks et al.
1990). After initial negative results (Ivry and Keele 1989),
several studies have shown and confirmed an impairment
on different timing tasks in PD (e.g. Artieda et al. 1992;
Pastor et al. 1992; Harrington et al. 1998a), which is
especially prominent when patients are taken off dopa-
minergic medication (Malapani et al. 1998). This deficit
is not restricted to motor timing, but is also evident in
perception, for example in discrimination of temporal
intervals (Hellstr�m et al. 1997; Rammsayer and Classen
1997). Additionally, a wealth of data from pharmacopsy-
chological studies point to the role of dopamine (DA) as
the major transmitter for temporal information processing
(for overviews, see Meck 1996; Rammsayer 1997a).
Differential manipulation with DA antagonists in humans
has suggested in particular the nigrostriatal dopaminergic
system as a potential substrate of central clock processes
(Rammsayer 1997b).

Direct approaches of detecting timing-related brain
activity in normals, such as neuroimaging with positron
emission tomography (PET) or functional magnetic
resonance imaging (fMRI), have remained comparably
sparse, especially for perceptual timing operations. While
some related investigations did not find “timing-specific”
activations (Maquet et al. 1996), others have given
support to the cerebellum (J�ptner et al. 1995). The basal
ganglia and the cerebellum have also been implicated in
studies of motor timing (Rao et al. 1997; Penhune et al.
1998), but it is not clear to what degree perceptual and
motor timing show overlap in functional neurobiological
organisation.

The aim of our study was to investigate basal ganglia
activity using fMRI during a perceptual timing task. We
hypothesised that activity in areas like the dorsolateral
prefrontal cortex (DLPFC) and the anterior cingulate
cortex would occur similarly in active control tasks,
reflecting memory and attentional demands of the tasks,
whereas differences in activations would be evident in a
certain part of the basal ganglia, supporting the notion of
“timing-specific” activations.

Materials and methods

Subjects

In this study, a total of 15 healthy male adults were included [mean
age 25.3 years, standard deviation (SD) 3.6, range 21–31 years].
From the initially recruited 18 volunteers two had to be excluded
because of head movements during scanning (exceeding the criteria
explained below) and one due to technical malfunction of the
response device. All subjects were strongly right handed as
assessed by the Edinburgh handedness scale (Oldfield 1971), and
no professional musicians were included. The participants were
thoroughly interviewed for any psychiatric or neurological history,
as well as for complications during birth or major abnormalities in
childhood development. Further exclusion criteria were: major
neurological or psychiatric disorders in first and second degree
relatives, internal medical conditions, current medication possibly
affecting mental state or performance, and current or previous
substance abuse or dependence. All subjects had at least 10 years
(usually more than 12 years) of school education. After an
explanation of the study, all volunteers gave written informed
consent. The study was approved by the ethics review committee of
the Friedrich-Schiller University of Jena.

Behavioural tasks

The paradigm included two tasks: time estimation and frequency
discrimination (i.e. pitch discrimination) of pairs of tones. The
presentation of auditory stimuli and recording of the subject
responses was controlled by a standard personal computer.
Auditory stimuli were generated by a Soundblaster soundcard and
presented through an MR-compatible pneumatic headphone
system, with a constant amplitude well above scanner noise.
Within each trial, subjects were presented two auditory intervals
(1,000-Hz sine waves), a constant standard interval and a variable
comparison interval. The duration of the standard interval was
1,000 ms. The initial value of the comparison interval was 1,400 ms.
For quantification of performance on time estimation, the weighted
up-down method, an adaptive psychophysical procedure, was used
(Kaernbach 1991; Rammsayer 1992). “Adaptive” means that the
comparison interval varied in duration from trial to trial depending
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on the subject’s previous response. Correct responding resulted in a
decrease of the duration of the comparison interval and incorrect
responses made the task easier by increasing the duration of the
comparison interval. In the present study, this adaptive procedure
was used to determine the 75% difference threshold as an indicator
of performance on time estimation. This threshold represents the
mean difference in duration between the standard and the
comparison interval required to produce 75% correct responding,
with better performance being indicated by smaller threshold
values. Individual threshold values were computed based on mid-
run estimates (Wetherill et al. 1966). The duration of the
comparison interval changed with a basic step size of S=400 ms
for trials 1–6, resulting in a downward step of Sdown=100 ms and an
upward step of Sup=300 ms, and S=100 ms for the following trials,
resulting in a downward step of Sdown=25 ms and an upward step of
Sup=75 ms, respectively. Order of presentation for the standard
interval and the comparison interval was randomised and balanced,
with each order being presented in 50% of the trials. The two
intervals were presented with an interstimulus interval (ISI) of
900 ms. The subject’s task was to decide which of the two intervals
was longer and to indicate his decision by pressing one of two
designated pneumatic response buttons. Before the fMRI experi-
ment, subjects were given 12 practice trials and a baseline
measurement consisting of 36 trials. Under the fMRI condition,
three blocks (3:06 min each) of time estimation were performed by
each subject, each starting with the initial standard values and
allowing the algorithm to reliably approach and hold the designated
threshold.

The frequency discrimination task was similar to time estima-
tion except that the two auditory stimuli presented within each trial
differed in frequency only and subjects indicated the higher tone.
The weighted up-down method was started with the standard
interval of 1,000 Hz and the initial comparison interval of 1,015 Hz,
and a basic step size of S=24 Hz for trials 1–6 (resulting in
Sdown=6 Hz and Sup=18 Hz) and S=8 Hz for the following trials
(Sdown=2 Hz and Sup=6 Hz, respectively). In the frequency
discrimination task, the duration of all stimuli was 1,000 ms.
Otherwise, the procedure was the same as described for the time
estimation task.

Imaging procedure

Functional imaging was performed on a 1.5-Tesla MR scanner
(Philips Gyroscan ACSII, Philips, Netherlands). An oblique stack
of four slices was positioned on the basis of the AC-PC line
(between the anterior and the posterior commissure) and an
additional perpendicular line on the anterior commissure (for
details of the procedure, see Volz et al. 1997; H�ger et al. 1998).
This stack orientation was selected to cover the regions of interest:
particularly the basal ganglia, but also the DLPFC, thalamus,
anterior cingulate cortex, and superior temporal cortex. For
anatomical correlation, T1-weighted images were acquired [spin
echo sequence, TR=300 ms, TE=15 ms, a=90�, matrix of 256�256,
in-plane field of view (FOV) 230 mm, and a resulting voxel size of
0.9�0.9�10 mm]. The fMRI procedure was performed with a T2*-
weighted fast field echo (FFE) sequence (TR=100 ms, TE=50 ms,
a=15�, in-plane matrix 128�128, in-plane FOV 230 mm, slice
thickness 10 mm, resulting voxel size of 1.8�1.8�10 mm).
Subsampling of k-space with zero-filling was applied for this
FFE sequence, resulting in a duration of 31 s for each volume set.
Subjects’ heads were positioned in a holding device modelled for
the headphone capsules, and pads were used to further restrict
potential head movement.

A blocked design with three conditions was applied: rest (R),
time estimation (T), and frequency discrimination (F). During the
resting state, subjects had to keep their eyes closed, received no
auditory task stimulation, and were not to perform any motor
actions. During T and F conditions, the subjects performed the task
as described above. The fMRI experiment started with a first image
(with subjects resting), allowing the MR signal to reach equilibrium
and therefore not being further processed in the following analysis.

The scheme of the blocked experiment was an alternating row of
1:33 min (three images) blocks of rest (R) and 3:06 min (six
images) blocks of an active condition (either T or F). The order of
active conditions in this scheme was counterbalanced. This means
that subjects either had a rest-time-rest-frequency-rest-... or rest-
frequency-rest-time-rest-... scheme. Over the entire fMRI experi-
ment, a total of three blocks of T and three blocks of F
(3�3:06 min), as well as six blocks of R (each 1:33 min) was
obtained. The total duration of each condition (T, F, or R) in one
fMRI experiment was therefore identical (9:18 min each). During
each of the active blocks (T or F), the adaptive algorithm was
initiated with the mentioned starting values for the T and F tasks.
Use of either left or right hand for responses was also counterbal-
anced over subjects (still all subjects were strongly right-handed).

Image analysis

The fMRI data set was analysed using SPM96 (Statistical
Parametric Mapping) from the Wellcome Department of Cognitive
Neurology, London (Friston et al. 1995), and the random effects
tool kit for SPM96 (Holmes and Friston 1998). First, the scans were
realigned to the first scan, which was checked for the absence of
motion artefacts. Three parameters (rotation, translation x and y)
were estimated using a least squares approach (Frackowiak et al.
1997). Subjects whose images exhibited a translation of 2 mm or
more, or a rotation of 2� or more, were not included in the study.
Two of the initial 18 subjects were therefore rejected. In order to
spatially normalise the images, thus facilitating intersubject aver-
aging, the data from different subjects had to be transformed into a
standard anatomical space. The parameters for the spatial normal-
isation were estimated in two steps. First, the images were
normalised to a predefined four-slice template using a two-
dimensional affine transformation. In the second step, this four-
slice template was normalised to the standard template in the SPM
package performing a three-dimensional affine transformation, thus
allowing the use of the Talairach space of the SPM template. To
assess appropriate population inference, we used the random effects
tool kit for SPM96 (Holmes and Friston 1998). Data were collapsed
over replications to give a single summary image representative of
each condition for each subject. This collapsing was performed by a
weighted mean of adjusted data effected via the General Linear
Model. Images were trend-corrected by fitting a cubic polynomial
function to the global mean values of the time series and using this
fit for proportional scaling. To facilitate intersubject averaging and
to conform to the Gaussian field theory, data were smoothed with
an isotropic Gaussian kernel with full width at half maximum
(FWHM) of 6 mm. Statistical analysis was performed as a
multisubject design in SPM96. Contrasts were computed for T vs
R and F vs R conditions. A differential contrast of T vs F was
analysed at a lower, hypothesis-led threshold level to show
potential timing-related basal ganglia activations. In this contrast,
we also analysed parameter estimates for selected clusters. These
parameter estimates are the results of the statistical assessment in
the general linear model applied. The linear equations set up for
each voxel contain an error term, as well as a term for each
condition, which again consists of a coefficient and the condition
variable (to be set in different contrasts). The parameter estimates
describe the calculated coefficients in this voxel and approximate
the effects during R, T, and F conditions (see also Friston et al.
1995).

Results

The results of the behavioural data are given in Table 1.
As demonstrated, performance on the tasks during
scanning was not impaired, showing that the tasks could
be reliably performed by subjects despite scanner noise.
To exclude time or learning effects during the scanner
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session, we analysed performance data of single blocks
(T1, T2, T3) using repeated measures analysis of variance
(ANOVA). There was no significant effect of time for
either time estimation (F(2,28)=0.39, P=0.68) or frequency
discrimination (F(2,28)=1.49, P=0.24).

The analysis of the fMRI data consists of separate
testing of different contrast. Resulting voxel-wise z-
statistics are shown in different formats. Table 2 shows
activated regions contrasting time estimation (T) versus
rest (R) conditions. Besides bilateral auditory cortex
activation, prefrontal cortical signal increases occurred in
the middle and inferior frontal gyri of the right hemi-

sphere and the left inferior frontal gyrus. Anterior
cingulate cortex (cingulate sulcus), caudate nucleus, and
putamen activations were also encountered as displayed.
The pattern of activity of frequency discrimination (F)
versus rest (R) was very similar to the one obtained during
time estimation. Figure 1 gives views of the lateral and
medial surfaces of the brain with activated cortical
clusters rendered on the surface.

Based on our hypothesis for the basal ganglia, we
computed the difference between time estimation and
frequency discrimination (T vs F contrast) on a level of
P<0.05. The only cluster in the region, for which the

Table 2 Activations during
time estimation compared to
rest

x, y, z z score Region (approx. Brodmann’s area)

38, 42, 26 4.84 Right middle frontal gyrus (DLPFC, BA 46)
54, 16, 14 4.80 Right inferior frontal gyrus (44/45)
10, 28, 36 5.55 Right medial frontal cortex (32)
36, 30, 2 5.10 Right inferior frontal cortex (45/47)/right anterior insula

–34, 24, 2 4.14 Left insula
–12, 34, 26 4.22 Left anterior cingulate/cingulate sulcus (24)
–62, –12, 10 4.28 Left superior/transverse temporal gyrus (41/42)
66, –8, 12 4.08 Right superior/transverse temporal gyrus (41/42)
66, –28, 4 5.64 Right superior and middle temporal gyrus (22/21)
12, 2, 16 4.36 Right caudate nucleus
6, –8, 10 4.52 Right thalamus (anterior/mediodorsal nuclei)

–32, –2, –2 3.94 Left putamen
28, 16, –6 3.13 Right putamen

Local max. voxels, height P=0.001, uncorrected, extent threshold k=60 voxels; note that Brodmann’s
areas, as given in brackets, only represent an approximation

Table 1 Task performance as
indicated by the 75% difference
thresholds. Mean and standard
deviations (SD) are presented
for the previous baseline testing
and for the fMRI trials. In the
latter case, both overall perfor-
mance is given (T-mean) as
well as in the three separate
blocks performed for each task
(T-1 to T-3)

Time estimation (ms) Frequency discrimination (Hz)

Baseline testing 149€57 5.3€2.4
T-mean 124€27 4.6€0.9
T-1 131€62 4.9€1.4
T-2 118€46 4.2€1.2
T-3 115€47 4.9€1.5

Fig. 1A, B Activations during
time estimation compared to
rest, same thresholds as given in
Table 1. Significant voxels less
than 30 mm from the cortex
surfaces are superimposed on
the template surface (lateral and
medial views)
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anatomical hypothesis was defined, was encountered in
the right putamen. This result is displayed in Fig. 2,
showing the activated cluster in coronal, sagittal, and
transversal sections, and bar diagrams for parameter
estimates in the local maximum voxel. These parameter
estimates illustrate the activation profile, demonstrating
the specific rise in signal intensity during the blocks of the
time estimation condition (T). Beyond this putamen
cluster, we found voxels which also showed a significant
result in the T vs F contrast, but were located outside the
specified region, for which the hypothesis was defined,
and thus can only be described as trend results. In fact,
most clusters in this analysis actually showed relative
signal decrease during F, rather than timing-related
activation, and therefore voxels with such activation
profiles have to be rejected as not being timing specific.

However, we located a cluster of significant voxels in
a region at the junction of the right ventrolateral
prefrontal cortex and insular cortex, which showed a
distinct activation profile. As seen in Fig. 3, these voxels
showed a (significant) rise in signal intensity during time
estimation (vs rest), but to a lesser extent also during
frequency discrimination (vs rest). Although this region
was not included in the initial hypothesis and therefore
has to be treated as a trend finding, it is shown to be due

to a potential role of this anatomical structure. Resolution
was not sufficient to definitely resolve whether this
cluster was located more in the ventrolateral or insular
cortex, so interpretations will be restricted. Note that
elevation of signal intensity (versus rest) does not
exclusively occur during the timing, but to a lesser extent
also during the frequency condition.

Discussion

In this study, we applied functional MRI to study basal
ganglia activation related to processing of temporal
information. Subjects performed a time estimation and a
frequency discrimination task on pairs of tones with
stimulus ranges of approx. 1,000–1,400 ms and 1,000–
1,015 Hz, respectively. Frequency discrimination was
used as a control condition on the understanding that it
differs only in the (central) timing component. Although
pitch separation might partially rely on temporal analysis
in primary auditory cortex function (Griffiths et al. 1998),
such processes depend on the particular sensory modality,
and can thus be assumed to be independent from potential
central timekeeper(s). On the basis of the patterns of brain
activation, we shall discuss potential correlations between
single components of models of temporal cognition
(Gibbon et al. 1997; Nichelli 1993) and their potential
neural substrates.

The analysis of the imaging data has two major
aspects: the timing-related activation of the putamen (as
compared to frequency discrimination) and the overall
pattern of activity during time estimation (as compared to
rest), which illustrates the more complex network of
specific and unspecific components. The activation clus-
ter in the right putamen, as displayed in Fig. 2, shows a
characteristic profile, which would be expected for a
process specific to the timing component. Having
controlled for non-timing related aspects with the active
control task, this supports our hypothesis of the basal
ganglia, and more specifically the putamen, as a central
structure in temporal information processing. This is in
line with many behavioural and pharmacological studies
on time processing and dopaminergic function (Gibbon et
al. 1997). Our findings are an additional fMRI demon-

Fig. 2A, B Differences of activations between time estimation (T)
and frequency discrimination (F) in the right putamen (26, 18, –8)
at P<0.05. The cluster is superimposed on three orthogonal sections
of the template image. Note that the studied brain volume/stack of

slices is brightened. The diagram shows the parameter estimates for
the three conditions: rest (R), frequency discrimination (F), and
time estimation (T)

Fig. 3 Parameter estimates for right ventrolateral prefrontal/insular
cortical cluster (P<0.05)
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stration of involvement of the putamen in perceptual
timing and extend previous studies in several respects. In
contrast to some previous studies, we have used a closely
matched active control task to control for aspects like
discrimination, attention, or decision-making. Further-
more, an adaptive algorithm was applied to adjust
interindividual variability of performance to a set crite-
rion level (see also Holcomb et al. 1998).

So far, studies on basal ganglia involvement in timing
have focused on motor timing rather than on perceptual
timing, such as in tapping experiments (Rao et al. 1997).
An initial fMRI study of Hinton et al. (1996) on a smaller
population showed basal ganglia activity in a timing task
(peak-interval procedure), but with less control for
attentional and memory effects. Maquet et al. (1996)
detected increased regional cerebral blood flow (rCBF)
using PET in a temporal generalisation task involving
visual stimuli, but found no significant difference from a
control task (intensity discrimination). In a later reassess-
ment, however, the left putamen and a left cerebellar
region were implicated in timing-relevant computations
(Lejeune et al. 1997), but the question as to whether these
really represent “basic time coding mechanisms” remains
unresolved. In contrast to their finding, our timing-
specific activation was located in the right, not left
putamen. So far, it is not clear how and whether
functional lateralisation is involved and which effects
could contribute to it. As mentioned, the use of the left or
right hand for pressing the response button was counter-
balanced across subjects in our study, so confounding
motor effects are unlikely. In another PET study, J�ptner
et al. (1995) implicated cerebellar mechanisms to show
timing-specific rCBF increase. They examined perceptual
timing in a paired stimulus discrimination design similar
to our approach, except that the control condition did not
involve a discrimination challenge for the subjects.
Therefore, attentional and memory demands differed
markedly between the timing and the control task,
influencing differential rCBF analysis. Nevertheless, their
support for the cerebellum as a central mechanism is not
necessarily in contradiction to our findings, as their PET
scanning procedure was also spatially restricted, not
covering the entire brain. It should be noted that the
cerebellum was not completely covered in our study, and
therefore we cannot reliably infer possible activations in
this structure. Additionally, values of signal intensity for
the cerebellum in our experiments appeared generally
rather low on the images and therefore might have been
eliminated partially by the conservative grey matter
threshold given in the analysis software. Our data extend
the finding of J�ptner and colleagues, assigning a more
specific role of the basal ganglia in timing. In contrast to
their study, our timing-related activation in the putamen is
unlikely to be explained by differences in demands on
attention and memory. Furthermore, the influence of
individual performance differences was minimised
through the use of the “weighted up-down method”. We
also eliminated influences of ongoing motor activity.
Other factors, such as learning, are also insufficient to

explain our result, as performance did not change
significantly over the experiment.

The differential roles of the basal ganglia and the
cerebellum in timing remain incompletely understood.
Although it is now evident that there might be a role for
both structures, it is unclear what the respective functions
are. A separation along the temporal scale of stimuli (i.e.
the hypothesis that the cerebellum supports timing in the
millisecond range, and basal ganglia for seconds, respec-
tively) is not in accordance with recent patient studies.
For example, Parkinson’s disease patients have been
shown to be impaired in the millisecond range (Ramm-
sayer and Classen 1997) and also in the second range
(overview in Gibbon et al. 1997). Also, recent investiga-
tions show an impairment of cerebellar patients in the
second range (Malapani et al. 1999), and not only for
millisecond intervals. Our results are, however, in good
accordance with the model of Gibbon and colleagues,
who assume a central timing mechanism organised in the
basal ganglia and attempt to explain the role of the
cerebellum as a modulator of thalamocortical functioning.
In the case of damage to the cerebellum, effects would be
seen as increased variability, which is generally in
accordance with previous studies (Gibbon et al. 1997).
The question of shared mechanisms for motor and
perceptual timing is still also a matter of discussion
(Gibbon et al. 1997; Hazeltine et al. 1997).

Several methodological aspects need to be considered
in the interpretation of these imaging findings, including
our study. The main hypothesis to be tested in our
experiment was the question of timing-specific regional
brain activity, i.e. whether a neural substrate for a
“central” timing mechanism would be detectable with
fMRI. Our results demonstrate such timing-specific
regional activity in the putamen, contrasting the timing
to a control task carefully matched for unspecific
components. More precisely, however, one could describe
the resulting timing-specific neural correlate as an
“explicit” timing mechanism. By “explicit” we refer to
the property of this substrate to be involved (or
challenged) when asking subjects to focus on the temporal
aspect of stimuli, such as discriminating tones by their
duration. However, in any control task using stimuli of
equal length, subjects will still perceive the temporal
aspect of identical duration, even if not focussing on it. At
the core of many “internal clock” theories are indepen-
dent oscillators, small networks giving a continuous
repetitive signal, whose function would of course be
ongoing and not necessarily modifiable by particular
cognitive task demands. It therefore needs to be stressed
that the putamen activation is not necessarily a direct
correlate of the “internal clock”. This aspect is particu-
larly important in the design of functional imaging studies
relying on subtractive designs. Functional MRI detects
relative increases in signal intensity which are related to
increases in neuronal function. As temporal information
processing is a continuously ongoing process, the timing-
specific activations would therefore need to be considered
as a correlate of challenging timing mechanisms in the
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sense of modulating them and thereby increasing meta-
bolic activity in underlying neural substrates. Such
modulation (either pharmacologically or through increas-
ing cognitive demands) might be detectable as increasing
rates of firing, as shown in cellular recording studies in
vitro, which claim to support the basal ganglia hypothesis
of timing (Ruskin et al. 1999).

Beside the activation in the putamen, our second focus
is on the more complex pattern demonstrated in the
timing task vs rest condition. This allows us to relate the
other modules of the information processing scheme
(Nichelli 1993) to their potential neural substrates.
Several regions have already been described in earlier
studies. The superior temporal regions are known to be
involved in the processing of auditory information and
perceptual analysis of auditory information (Zatorre et al.
1994). For the further processing of such information
contained in tones or trains of tones, the prefrontal cortex
is essential. In particular, its dorsolateral aspect (the
DLPFC) has been repeatedly demonstrated in tasks of
working memory (D’Esposito et al. 2000; Owen 2000). In
the case of tone pitch judgements, lateralisation to the
right hemisphere has been described when the respective
information is extracted from speech (Zatorre et al. 1992).
Such right-side lateralisation for the DLPFC was also
seen in our frequency task, as well as in time estimation.
Given the somewhat divergent results of lesion studies
and time estimation, differences in task demand or type
have to be considered potentially leading to differences in
prefrontal lateralisation. Previous neuroimaging studies
have also demonstrated that activations of the DLPFC
seem to be correlated with memory load (Braver et al.
1997; Rypma et al. 1999). Other studies on timing tasks
have also found areas of the DLPFC, for example during
the peak-interval procedure (Hinton et al. 1996), and have
emphasised the role of prefrontal-striatal-thalamic loops
for the maintenance of temporal information. These
circuits might mediate the short-term storage of the
intervals being compared. According to a model of mid-
dorsolateral and ventrolateral prefrontal function pro-
posed by Petrides, the mid-dorsolateral part of the DLPFC
(i.e. Brodmann’s areas 46/9) is engaged in monitoring of
information (Petrides 1995). This function is supposed to
be organised irrespectively of the spatial or non-spatial
nature of information being processed. According to this
hypothesis, the ventrolateral prefrontal cortex, as seen in
the activation of the right inferior frontal gyrus in our
study, is important for selection, comparison, and deci-
sion processes in response to the task requirement. The
lateralisation towards the right prefrontal cortex is also in
accordance with neuropsychological studies that have
suggested the right rather than left prefrontal cortex to be
engaged in a frontoparietal network for timing functions
(Harrington et al. 1998b).

Another prefrontal activation was located in the
anterior cingulate/cingulate sulcus, a region implied in
diverse computations underlying attentional control. Such
activations are seen in a number of tasks, and their
localisation and extent are dependent on the specific task

demands (Paus et al. 1998). Cortical areas of the medial
wall not only contribute to motor functions, but are also
activated in cognitive tasks (Picard and Strick 2001).
Only few data exist on an explicit role in timing, and
these do not imply a specific role (Jackson et al. 1998). To
some extent, the anterior cingulate activation as well as a
part of the activations in basal ganglia (other than the
timing-related right putamen region) are most likely
effects of the motor component, i.e. response movements.
Taken together, the activation of the DLPFC, the striatum
and the thalamus together with the anterior cingulate can
be well explained within the current models of temporal
information processing, which emphasise the role of
frontosubcortical circuits linking the prefrontal cortical
areas with the striatum and thalamus (Gibbon et al. 1997).

Another region encountered in our analysis is the
ventrolateral prefrontal/insular cortex region, which is
potentially an interesting area for several reasons. Being
mentioned in previous neuroimaging work on timing
(Lejeune et al. 1997) as well as pitch processing (Zatorre
et al. 1994), it might be essential for both tasks. As shown
in our results, the activity is higher in time estimation than
in frequency discrimination but lacking specificity for the
timing task. Since this structure was not included in our
anatomical hypothesis, our data only point to it in the
sense of a trend, which needs further confirmation.

In conclusion, our study reveals two main findings.
Time estimation elicits a widespread pattern of brain
activity, which is very similar to a matched non-temporal
active control task. However, activation differences in the
putamen are apparent, supporting the notion of the
striatum as a substrate for central timing mechanisms,
or at least supporting a timing-specific function. Our data
can be interpreted in the framework of current neuropsy-
chological models of timing. It appears that the proposed
“clock processes” might be associated with basal ganglia
activity, whereas the memory and decision-making com-
ponents rely on diverse cortical areas, such as the anterior
cingulate and the DLPFC, in the context of frontothala-
mostriatal circuitry. Finally our results advocate the need
for a reconsideration of the precise relation between the
putamen and the cerebellum in timing. Conventional
dichotomies no longer provide sufficient explanations for
differential aspects and neurobiological models. In addi-
tion to behavioural studies and possibly also recording on
the cellular level (e.g. Ruskin et al. 1999), functional
neuroimaging might prove to be a major tool in this
endeavour.
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