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#### Abstract

This paper considers the product, and the ratio of the product of Fisher-Snedecor $\mathcal{F}$ random variables (RVs), which can be used in modeling fading conditions that are encountered in realistic wireless transmission. To this end, exact analytical expressions are derived for the probability density function (PDF) and cumulative distribution function (CDF) of the product of $N$ statistically independent, but not necessarily identically distributed, Fisher-Snedecor $\mathcal{F}$ RVs. Capitalizing on these, exact analytical expressions are then derived for the outage probability, average channel capacity and average bit error probability over cascaded fading channels. Moreover, some important statistical metrics such as amount of fading, channel quality estimation index, kurtosis, and skewness are also provided, since they provide useful insights on the characteristics of the encountered fading conditions. In addition, with the aid of the central limit theorem, an approximation for the PDF of $N *$ Fisher-Snedecor $\mathcal{F}$ RVs is proposed using a lognormal density, and its accuracy is quantified in terms of the resistor-average distance. Finally, novel expressions for the PDF and CDF of the $N$-fold product ratio of Fisher-Snedecor $\mathcal{F}$ RVs are also derived. As a potential application of our new results, a spectrum sharing network is considered, for which exact analytical expressions for the outage probability, delay-limited capacity, and ergodic capacity are derived. For the cascaded fading scenario and the spectrum sharing network, numerical examples are provided to show the impact of different channelrelated parameters, such as fading severity, shadowing, peak and average interference power on the system performance, which is rather useful in the design of conventional and emerging wireless communication systems. Monte-Carlo simulation results are provided to corroborate the presented mathematical analysis.
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I. INTRODUCTION

MULTIPATH fading and shadowing are two of the most significant factors, which must be taken into account when characterizing wireless communication channels [2].

Throughout the literature, a number of models can be found which are used to characterize multipath fading such as the Nakagami- $m$ and Rice fading models, and more recently the $\kappa-\mu, \eta-\mu$, and $\alpha-\mu$ fading models [3]-[5]. Similarly, there are
a number of different statistical distributions which aim to model the shadowing phenomena including the lognormal distribution, which is often approximated by the gamma distribution owing to its mathematical tractability [2]. Combining the simultaneous effects of fading ${ }^{1}$ and shadowing, has led to the creation of a range of so-called composite fading distributions, which are particularly useful in accounting for the simultaneous occurrence of multipath fading and shadowing during wireless transmission. Some well-known composite fading models in the open technical literature are the $K$-distribution, $\kappa$ - $\mu$ shadowed, $\kappa$ - $\mu /$ gamma, $\eta-\mu /$ gamma, and $\alpha-\mu /$ gamma, $\kappa$ - $\mu /$ inverse gamma, $\eta-\mu /$ inverse gamma, and extended generalized- $K$ (EGK) distributions, which can be found in [6]-[20]. However, while these composite models may characterize the underlying fading phenomena in a reasonably accurate manner, quite often their mathematical representation leads to cumbersome, if not intractable, analytic results for most important performance measures of interest. This unfortunately impacts the formulation of critical statistical metrics such as the probability density function (PDF), the cumulative distribution function (CDF), and the moment generating function (MGF), which are required to evaluate important performance metrics such as the bit/symbol error probability, channel capacity, and outage probability (OP).
Over the years, significant effort has been devoted to evaluating the performance of both multipath fading and composite fading models in different communication scenarios [1], [21]-[42] and the references therein. In this context, the authors in [21] introduced a rather general product distribution known as $N *$ Nakagami- $m$. This distribution arises as a result of the product of $N$ statistically independent, but not necessarily identically distributed (i.n.i.d.), Nakagami- $m$ random variables ( RVs ), which has been shown to provide accurate characterization of fading conditions during realistic wireless transmission. Subsequently, Trigui et al. introduced a distribution referred to as $N *$ generalized- $K$, which is constructed as the product of $N$ statistically i.n.i.d. generalized$K$ RVs [22]. Likewise, the authors in [23] developed the $N *$ generalized Nakagami- $m$ (GNM) distribution ( $N * \mathrm{GNM}$ distribution), which is constructed as the product of $N$ statistically i.n.i.d. GNM RVs. In [24], the authors introduced a stochastic fading channel model called cascaded Weibull fading, which was generated through the product of i.n.i.d. Weibull RVs. Based on these contributions, the performance of multihop-intervehicular communication systems with regenerative and non-regenerative relaying over $N *$ Rayleigh fading channels was investigated in [25]. In [26], the authors analyzed the OP performance of single carrier and multi-carrier systems over $N *$ Nakagami- $m$ fading channels in the presence of in-phase/quadrature-phase imbalances at the front end of the receiver. The product of $N$ i.n.i.d. squared generalized $-K(\mathrm{KG}) \mathrm{RVs}$ is considered in [27], while recently, some important statistical metrics of the double-

[^0]generalized Gamma distribution such as the joint PDF, CDF, and MGF were derived in simplified forms in [28]. These metrics were then employed to analyze the performance of a transmit antenna selection system operating in vehicle-tovehicle communications [28].

In the same context, the PDF and CDF of the ratio of two i.n.i.d. $\alpha-\mu$ RVs [5] and their applications in spectrum sharing networks were reported in [29]. Finally, in [30], the performance of the product of two i.n.i.d. $\alpha-\mu$ (so-called $\alpha-\mu / \alpha-\mu)$ distributions were analyzed and new relationships between the $\alpha-\mu / \alpha-\mu$ distribution and the EGK distribution were developed in [13]. It is recalled that the product and ratio of products of RVs are of great importance in wireless communication theory as they find application in a broad range of wireless communication systems. Typical examples include wireless transmission in cascaded fading channels [21], [43]-[46], in keyhole channels of multiple-input multiple-output (MIMO) systems [47] and in multi-hop communication systems [48], where the received signal is treated as a product of RVs. Also, in backscatter communications such as those found in radio frequency identification (RFID) systems, the channel between the reader and the tag and likewise, between the tag and the reader can be modeled as a product of RVs [49]-[52]. Additionally, the product of two RVs can be used to model high resolution synthetic aperture radar clutter [53]. On the other hand, the ratio of products of RVs finds application in the aforementioned scenarios when modeling the statistics of some quantities such as the signal-to-interference ratio (SIR) [54]-[59], e.g., cognitive radio networks [29]. In addition, the ratio of products of RVs finds application in modeling the statistics of composite fading channels.

Recently, a new composite fading distribution, known as the Fisher-Snedecor $\mathcal{F}$ distribution, was proposed in [60]. In this composite fading model, the scattered multipath fading follows a Nakagami- $m$ distribution, while the root-meansquare (rms) signal is weighted by an inverse Nakagami$m$ RV. Through versatile measurement campaigns in realistic communication scenarios, this composite model was shown to provide accurate characterization of multipath fading and shadowing conditions in various realistic communication scenarios. In addition, its algebraic representation is relatively simple, which renders it convenient to handle both analytically and numerically. Nevertheless, despite the importance of this composite model, the product and the ratio of the product of this type of variable have not been addressed. Motivated by this, in the present paper, some important statistics of the product and ratio of product of Fisher-Snedecor $\mathcal{F}$ RVs such as the PDF, and CDF are derived. Due to their fundamental nature, these results will be useful in many areas of mathematical and statistical research. Specifically, the contributions of this work are summarized below:

- For the product of Fisher-Snedecor $\mathcal{F}$ RVs:
- Novel exact analytical expressions for the PDF and

CDF are derived. These expressions include the well-known Nakagami- $m$ and Rayleigh distributions as special cases.

- The derived statistics are employed to analyze the performance of cascaded fading channels.
- Novel exact analytical expressions for the OP, average bit error probability (BEP), and ergodic capacity are derived and evaluated.
- Some important statistical metrics such as the amount of fading (AoF), channel quality estimation index (CQEI), kurtosis, and skewness are obtained in closed-form.
- Motivated by the central limit theorem (CLT), an approximation for the PDF of $N *$ Fisher-Snedecor $\mathcal{F}$ RVs is constructed using a lognormal density. The accuracy of the approximated PDF is quantified extensively in terms the resistor-average distance (RAD).
- For the ratio of the product:
- Exact analytical expressions for the PDF and CDF are derived.
- As a potential application, the analysis of a spectrum sharing network is considered. To this end, novel analytical expressions for the OP (or outage capacity), delay-limited capacity, and ergodic capacity are derived.

To validate the work presented here, the obtained expressions for both the cascaded system and the spectrum sharing network are numerically evaluated and compared with respective results from Monte-Carlo simulations. Very good agreement is observed across all ranges of the results, consolidating our mathematical framework. Also, the offered results lead to numerous insights that are expected to be useful in the design and robust operation of emerging wireless communication systems.

The remainder of this paper is organized as follows. Section II introduces some preliminary information related to the Fisher-Snedecor $\mathcal{F}$ composite fading model which are essential for the subsequent derivation of the analytic results. Section III derives some statistics of the product of Fisher-Snedecor $\mathcal{F}$ RVs, while Section IV illustrates some practical scenarios of interest in which the product of RVs finds applicability. In Section V, a performance analysis of Fisher-Snedecor $\mathcal{F}$ cascaded fading channels is thoroughly conducted. Section VI investigates the necessary conditions for the cascaded Fisher-Snedecor $\mathcal{F}$ fading distribution to be accurately approximated by a lognormal distribution. Considering the ratio of the product of Fisher-Snedecor $\mathcal{F}$ RVs, Section VII derives some useful statistics, while Section VIII makes use of the derived expressions to analyze the performance of a spectrum sharing network. Numerical examples and simulation results are then provided in Section IX, while, Section X concludes this paper with some closing remarks.

## II. PRELIMINARIES

In a Fisher-Snedecor $\mathcal{F}$ fading channel, the received signal envelope, $R_{\ell}$, is given by

$$
\begin{equation*}
R_{\ell}^{2}=\sum_{n=1}^{m_{\ell}} A^{2} I_{n}^{2}+A^{2} Q_{n}^{2} \tag{1}
\end{equation*}
$$

in which $m_{\ell}$ represents the number of separable clusters of multipath, where the scattered waves have similar delay times, with the delay spreads of different clusters being relatively large. Additionally, the rms power of the received signal experiences random variations induced by shadowing. $I_{n}$ and $Q_{n}$ are independent Gaussian RVs which represent the in-phase and quadrature phase components of the cluster $n$, with $\mathbb{E}\left[I_{n}\right]=\mathbb{E}\left[Q_{n}\right]=0$ and $\mathbb{E}\left[I_{n}^{2}\right]=\mathbb{E}\left[Q_{n}^{2}\right]=\sigma^{2}$, and $\mathbb{E}[\cdot]$ denoting the expectation operator. In (1), $A$ represents a normalized inverse Nakagami- $m \mathrm{RV}$, with $\mathbb{E}\left[A^{2}\right]=1$, where its PDF is given by [61]

$$
\begin{equation*}
f_{A}(\alpha)=\frac{2\left(m_{s_{\ell}}-1\right)^{m_{s_{\ell}}}}{\Gamma\left(m_{s_{\ell}}\right) \alpha^{2 m_{s_{\ell}}+1}} e^{-\frac{m_{s_{\ell}-1}}{\alpha^{2}}} \tag{2}
\end{equation*}
$$

in which $m_{s_{\ell}}$ is the scale parameter of the distribution. Based on (2) and with the help of the analysis in [60], the PDF of the received signal envelope of the Fisher-Snedecor $\mathcal{F}$ fading distribution can be derived as [61]

$$
\begin{equation*}
f_{R_{\ell}}(r)=\frac{2 m_{\ell}^{m_{\ell}}\left(\left(m_{s_{\ell}}-1\right) \Omega_{\ell}\right)^{m_{s_{\ell}}} r^{2 m_{\ell}-1}}{\mathrm{~B}\left(m_{\ell}, m_{s_{\ell}}\right)\left(m_{\ell} r^{2}+\left(m_{s_{\ell}}-1\right) \Omega_{\ell}\right)^{m_{\ell}+m_{s_{\ell}}}} \tag{3}
\end{equation*}
$$

which is valid for $m_{s_{\ell}}>1$. It is worth highlighting that (3) models multipath fading as a Nakagami- $m$ process and shadowing as an inverse Nakagami- $m$ process. In this model, $m_{\ell}$ represents the fading severity (equivalently, number of multipath clusters) and $m_{s_{\ell}}$ represents the shadowing parameter, $\Omega_{\ell}=\mathbb{E}\left[r^{2}\right]$ is the mean power, and $\mathrm{B}(\cdot, \cdot)$ is the beta function [62, Eq. (8.384.1)]. It is noted that when $m_{s_{\ell}} \rightarrow \infty$, the PDF in (3) reduces to the Nakagami- $m$ distribution and subsequently to the Rayleigh $\left(m_{\ell}=1\right)$ and one-sided Gaussian ( $m_{\ell}=1 / 2$ ) distributions.

Next, some preliminary results that assist in the analysis of different performance metrics such as OP, bit/symbol error probability, and channel capacity are provided. To this end, it is recalled that the Meijer's G-function is defined in terms of a Mellin-Barnes type integral [62, Eq. (9.301) $]^{2}$, that is

$$
\begin{align*}
& \mathrm{G}_{p, q}^{u, n}\left[z \left\lvert\, \begin{array}{c}
a_{1}, a_{2}, \cdots, a_{p} \\
b_{1}, b_{2}, \cdots, b_{q}
\end{array}\right.\right]= \\
& \times \frac{1}{2 \pi j} \oint_{\mathcal{L}} \frac{\prod_{i=1}^{u} \Gamma\left(b_{i}+s\right) \prod_{i=1}^{n} \Gamma\left(1-a_{i}-s\right)}{\prod_{i=u+1}^{q} \Gamma\left(1-b_{i}-s\right) \prod_{i=n+1}^{p} \Gamma\left(a_{i}+s\right)} z^{-s} d s \tag{4}
\end{align*}
$$

[^1]in which $0 \leq u \leq q, 0 \leq n \leq p, a_{i}$ and $b_{i}$ may be complex. The contour $\mathcal{L}$ can be of three kinds: $\mathcal{L}_{-\infty}, \mathcal{L}_{+\infty}$, and $\mathcal{L}_{j \infty}$. The contour $\mathcal{L}_{-\infty}\left(\right.$ or $\left.\mathcal{L}_{+\infty}\right)$ is the left (or right) begins in the point of $-\infty+j c(+\infty+j c)$ such that all poles $s=-b_{i}-$ $\ell, i=1, \cdots, u, \ell=0,1,2, \cdots$, of the integrand function at the left and all poles of $s=1-a_{i}+\ell, i=1, \cdots, n, \ell=$ $0,1,2, \cdots$, at the right of the contour and at last $\mathcal{L}$ finishes in the point $-\infty+j \delta(+\infty+j \delta)$, where $c<\delta$. The contour $\mathcal{L}_{j \infty}$ begins at the point $d-j \infty$ and finishes at the point $d+j \infty$, and separates the poles in the same way as $\mathcal{L}_{ \pm \infty}$. It is noted that the Meijer's G-function is a standard built-in function in most of the well-known mathematical software packages such as Matlab, Maple, and Mathematica.

It is worth highlighting that when $b_{i} \rightarrow \infty$ the Meijer's G-function in (4) reduces to [63, Eq. (8.2.2.12)]

$$
\begin{array}{r}
\lim _{\left|b_{i}\right| \rightarrow \infty} \frac{1}{\Gamma\left(b_{i}\right)} \mathrm{G}_{p, q}^{m, n}\left[b_{i} x \left\lvert\, \begin{array}{c}
a_{1}, a_{2}, \cdots, a_{p} \\
b_{i}, b_{m}, \cdots, b_{q}
\end{array}\right.\right]= \\
\mathrm{G}_{p, q-1}^{m-1, n}\left[x \left\lvert\, \begin{array}{c}
a_{1}, a_{2}, \cdots, a_{p} \\
b_{m}, b_{m+1}, \cdots, b_{q}
\end{array}\right.\right] \tag{5}
\end{array}
$$

## III. PRODUCTS OF FISHER-SNEDECOR $\mathcal{F}$ VARIATES

In what follows, the above results are employed in the derivation of the product and the ratio of the product of FisherSnedecor $\mathcal{F}$ variates.

Definition $1(N *$ Fisher-Snedecor $\mathcal{F}$ distribution). The distribution of the product, $X$, of $N$ i.n.i.d. Fisher-Snedecor $\mathcal{F}$ $R V s R_{\ell}$, for $1 \leq \ell \leq N, R_{\ell} \sim \mathcal{F}\left(m_{\ell}, m_{s \ell}, \Omega_{\ell}\right)$, i.e.,

$$
\begin{equation*}
X \triangleq \prod_{\ell=1}^{N} R_{\ell} \tag{6}
\end{equation*}
$$

is defined as $N *$ Fisher-Snedecor $\mathcal{F}$ distribution, where the parameters $m_{\ell}\left(0.5 \leq m_{\ell}<\infty\right)$, $m_{s_{\ell}}\left(1<m_{s_{\ell}}<\infty\right)$, $\Omega_{\ell}$ $\left(0 \leq \Omega_{\ell}<\infty\right)$ are defined above, and $N \in \mathbb{R}^{+}$.

Theorem 1 (Moments). For $k \in \mathbb{R}^{+}$, the $k$-th order moment $\mathbb{E}\left[X^{k}\right]$ of $X$ is given by
$\mathbb{E}\left[X^{k}\right]=\prod_{\ell=1}^{N} \frac{\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right) \Omega_{\ell}}\right)^{-\frac{1}{2} k}}{B\left(m_{\ell}, m_{s_{\ell}}\right)} B\left(m_{\ell}+\frac{1}{2} k, m_{s_{\ell}}-\frac{1}{2} k\right)$.

Proof: The $k$-th order moment of $X$ around the origin can be found using

$$
\begin{equation*}
\mathbb{E}\left[X^{k}\right]=\prod_{\ell=1}^{N} \mathbb{E}\left[R_{\ell}^{k}\right]=\prod_{\ell=1}^{N} \int_{0}^{\infty} r^{k} f_{R_{\ell}}(r) d r \tag{8}
\end{equation*}
$$

By, substituting (3) into (8) and with the aid of [62, Eq. (3.194.3)], the $s$-th moment of $X$ is obtained.

Theorem 2 (Probability Density Function). The PDF of $X$ is given by (9), at the top of the next page.

Proof: The PDF of $X$ in (6) can be formulated as an inverse Mellin-Barnes transform [64], that is

$$
\begin{equation*}
f_{X}(x)=\frac{1}{x} \frac{1}{2 \pi j} \oint_{\mathcal{L}} \mathbb{E}\left[X^{s}\right] x^{-s} d s \tag{10}
\end{equation*}
$$

in which $\mathcal{L}$ is an appropriate contour.
Plugging (7) into (10), using [62, Eq. (8.384.1)], and after some mathematical manipulations, the PDF of $X$ can be rewritten as

$$
\begin{align*}
& f_{X}(x)=\frac{1}{\prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} \frac{1}{x} \frac{1}{2 \pi j} \oint_{\mathcal{L}} x^{-s} \\
& \times \prod_{\ell=1}^{N} \Gamma\left(m_{\ell}+0.5 s\right) \Gamma\left(m_{s_{\ell}}-0.5 s\right)\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right) \Omega_{\ell}}\right)^{-\frac{1}{2} s} d s \tag{11}
\end{align*}
$$

After making the change of variable $t=\frac{1}{2} s$ in (11) and with the help of (4), the PDF of $X$ is obtained.

Note that when $m_{s_{\ell}} \rightarrow \infty$, with the aid of [63, Eq. (8.2.2.14)], and applying an $N$-fold limit operation using (5), the PDF in (9) reduces to the PDF of the $N *$ Nakagami- $m$ distribution given in [21, Eq. (4)].

Corollary 1 (Cumulative Distribution Function). The CDF of $X$ can be derived as in (12), at the top of the next page.

Proof: Using (9) and [63, Eq. (2.24.2.2)], the CDF of $X$ is attained. It is noted that when $m_{s_{\ell}} \rightarrow \infty$, (12) reduces to the CDF of the $N *$ Nakagami- $m$ distribution given in [21, Eq. (7)].

## IV. CASCADED FADING CHANNELS

In practical communication scenarios, there are cases that exhibit cascaded fading conditions. Some of these scenarios are depicted in Fig. 1 [65], [66]. Specifically, in the first scenario, Fig. 1(a), when the source node $S$ and the destination node $D$ are separated by a large distance $(d \gg \hat{d}$, where $\hat{d}$ represents the scatter ring diameter) and surrounded by many moving and stationary obstacles, the transmitted signal can propagate only through an electromagnetically small aperture, known as a keyhole. The keyhole acts as a source node to the subsequent keyholes, and therefore, the overall communication channel can be considered as a cascaded fading channel. In the same context, Fig. 1(b) shows the propagation in amplify-and-forward (AF) wireless relay networks. It is noted here that an AF relay node is essentially a keyhole [67]. As such, the received signal at the relay node is forwarded to the next relay node until the transmitted signal reaches its destination node. Finally, Fig. 1(c) illustrates propagation via diffracting edges, such as rooftops or street corners. The rooftop or the street corner essentially act as multipliers for a large number of statistically independent diffracted rays.

## V. PERFORMANCE ANALYSIS OF CASCADED FADING CHANNELS

Consider a digital communication system that operates over an $N *$ Fisher-Snedecor $\mathcal{F}$ fading channel and in the presence of additive white Gaussian noise (AWGN). In this system, the source node $S$ and the destination node $D$ are located far apart and cannot communicate with each other directly due to some constrains such as power constraints and channel fading effects. In this case, and without loss of generality, the

$$
f_{X}(x)=\frac{2}{\prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} x^{-1} \mathrm{G}_{N, N}^{N, N}\left[x^{2} \prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right) \Omega_{\ell}}\right) \left\lvert\, \begin{array}{c}
1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}}  \tag{9}\\
m_{1}, m_{2}, \cdots, m_{N}
\end{array}\right.\right]
$$

$$
\left.\left.F_{X}(x)=\frac{\mathrm{G}_{N+1, N+1}^{N, N+1}\left[x^{2} \prod_{\ell=1}^{N} \frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right) \Omega_{\ell}}\right.}{} \right\rvert\, \begin{array}{c}
1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}}, 1  \tag{12}\\
m_{1}, m_{2}, \cdots, m_{N}, 0
\end{array}\right] .
$$


(a)

(b)

(c)

FIGURE 1. Some cascaded fading channel scenarios: (a) Keyhole, (b) amplify-and-forward relay and (c) diffraction.


FIGURE 2. Cascaded fading channels constructed by AF-relay nodes.
communication can be established through multiple AF-relay nodes, as shown in Fig. 2. The information signal generated by the source node is sent to the next relay node, i.e., $\mathbb{R}_{1}$. Then, from the relay node $\mathbb{R}_{1}$, to the next relay node $\mathbb{R}_{2}$. This process continues until the information signal reaches the destination node $D$. Note that the relay nodes act as nonregenerative relays. This type of relaying only multiplies the received signal from the previous relay node by a constant gain determined by the path-loss, then retransmits the message without any type of signal processing. The transmission and reception are carried out in the same frequency band.

The instantaneous signal-to-noise ratio (SNR) per symbol
at the receiver's antenna is given by:

$$
\begin{equation*}
\Gamma=\left(\frac{E_{s}}{N_{0}}\right) X^{2} \tag{13}
\end{equation*}
$$

in which $E_{s}$ and $N_{0}$ represent the average transmitted energy per symbol and the single-sided AWGN, respectively. Based on this, the corresponding average SNR can be expressed as

$$
\begin{equation*}
\bar{\gamma}=\left(\frac{E_{s}}{N_{0}}\right) \mathbb{E}\left[X^{2}\right]=\left(\frac{E_{s}}{N_{0}}\right) \prod_{\ell=1}^{N} \Omega_{\ell} \tag{14}
\end{equation*}
$$

Corollary 2 (Probability Density Function). The PDF of the instantaneous SNR $\Gamma$ is given by
$f_{\Gamma}(\gamma)=\frac{\gamma^{-1}}{\prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)}$
$\mathrm{G}_{N, N}^{N, N}\left[\frac{\gamma}{\bar{\gamma}} \prod_{\ell=1}^{N} \frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)} \left\lvert\, \begin{array}{c}1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}} \\ m_{1}, m_{2}, \cdots, m_{N}\end{array}\right.\right]$.

Proof: After performing a simple transformation of RVs with the aid of (13) and (14), the PDF of $\Gamma$ can be obtained via [2]

$$
\begin{equation*}
f_{\Gamma}(\gamma)=\frac{f_{X}\left(\sqrt{\frac{\gamma}{\gamma} \prod_{\ell=1}^{N} \Omega_{\ell}}\right)}{2 \sqrt{\frac{\gamma \bar{\gamma}}{\prod_{\ell=1}^{N} \Omega_{\ell}}}} \tag{16}
\end{equation*}
$$

in which $f_{X}(\cdot)$ is defined in (9). Thus, the proof is completed.

Corollary 3 (Cumulative Distribution Function). The CDF of the instantaneous $S N R$ can be expressed as in (17), at the top after the next page.

Proof: After performing a simple transformation of RVs with the aid of (13) and (14), the CDF of $\Gamma$ can be obtained via

$$
\begin{equation*}
F_{\Gamma}(\gamma)=F_{X}\left(\sqrt{\frac{\gamma}{\bar{\gamma}} \prod_{\ell=1}^{N} \Omega_{\ell}}\right) \tag{18}
\end{equation*}
$$

in which $F_{X}(\cdot)$ is defined in (12). This completes the proof.

$$
\left.\left.F_{\Gamma}(\gamma)=\frac{\mathrm{G}_{N+1, N+1}^{N, N+1}\left[\frac{\gamma}{\gamma} \prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right)\right.}{}\right) \begin{array}{c}
1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}}, 1  \tag{17}\\
m_{1}, m_{2}, \cdots, m_{N}, 0
\end{array}\right] .
$$

Corollary 4 (Moments). For $k \in \mathbb{R}^{+}$, the $k$-th moment of the instantaneous $S N R \Gamma$ is given by
$\mu_{k}=\mathbb{E}\left[\Gamma^{k}\right]=\bar{\gamma}^{k} \prod_{\ell=1}^{N} \frac{\Gamma\left(m_{\ell}+k\right) \Gamma\left(m_{s_{\ell}}-k\right)}{\Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)}\left(\frac{m_{s_{\ell}}-1}{m_{\ell}}\right)^{k}$.

Proof: Using (15) and [63, Eq. (2.24.2.1)], then (19) is obtained, which completes the proof.

## A. AMOUNT OF FADING

The amount of fading (AoF) is a useful performance metric which can be used in the analysis of wireless communication systems. It is defined as the ratio of the variance to the square average of the instantaneous SNR and can be written as

$$
\begin{equation*}
\mathrm{AoF} \triangleq \frac{\operatorname{Var}(\Gamma)}{(\mathbb{E}[\Gamma])^{2}}=\frac{\mathbb{E}\left[\Gamma^{2}\right]-(\mathbb{E}[\Gamma])^{2}}{\bar{\gamma}^{2}} \tag{20}
\end{equation*}
$$

Using (19), the following simple expression is deduced for the AoF for the case of Fisher-Snedecor $\mathcal{F}$ fading channels

$$
\begin{equation*}
\mathrm{AoF}=\prod_{\ell=1}^{N} \frac{\left(1+\frac{1}{m_{\ell}}\right)\left(1-\frac{1}{m_{s_{\ell}}}\right)}{\left(1-\frac{2}{m_{s_{\ell}}}\right)}-1 \tag{21}
\end{equation*}
$$

which reduces to the Nakagami- $m$ case [21, Eq. (16)], when $m_{s_{\ell}} \rightarrow \infty$. It is evident from the derived expression that the AoF is a function only of the fading parameters and does not depend on the average SNR.

## B. CHANNEL QUALITY ESTIMATION INDEX

The channel quality estimation index (CQEI) is defined as the ratio of the variance of the instantaneous received SNR $\Gamma$ to the cubed mean of the received SNR $\Gamma$ [68], that is

$$
\begin{equation*}
\mathrm{CQEI}=\frac{\operatorname{Var}[\Gamma]}{(\mathbb{E}[\Gamma])^{3}}=\frac{\mathrm{AoF}}{\mathbb{E}[\Gamma]} \tag{22}
\end{equation*}
$$

With the help of (21), (22) is given as ${ }^{3}$

$$
\begin{equation*}
\mathrm{CQEI}=\frac{1}{\bar{\gamma}}\left\{\prod_{\ell=1}^{N} \frac{\left(1+\frac{1}{m_{\ell}}\right)\left(1-\frac{1}{m_{s_{\ell}}}\right)}{\left(1-\frac{2}{m_{s_{\ell}}}\right)}-1\right\} \tag{23}
\end{equation*}
$$

Table 1 lists the values of the AoF and CQEI metrics for $m=3, m_{s}=3$, and for different values of the average SNR $\bar{\gamma}$. It is noted that unlike the AoF metric, the CQEI provides useful insights on the effect of different values of the average SNR $\bar{\gamma}$.

[^2]
## C. KURTOSIS

Higher order statistics (HOS) performance metrics such as kurtosis and skewness can effectively lead to reliable communication designs. In [69], the aforementioned performance metrics are effectively used for the best channel selection in heterogeneous wireless networks with spectrum sharing and/or aggregation capabilities. The authors in [70], used these metrics to analyze vehicle-to-vehicle (V2V) communications in small-scale fading channels. Threshold selection methods for time of arrival (ToA) estimation in ultra-wide band (UWB) and 60 GHz communications based on kurtosis and Skewness were proposed in [71], [72], respectively.

It is recalled that kurtosis in statistics is used to measure the relative (i.e., relative to Gaussian distribution) peakedness or flatness of a distribution. Kurtosis can be defined as [73]

$$
\begin{align*}
&\left.K_{r}=\frac{\mathbb{E}\left[(\Gamma-\mathbb{E}[\Gamma])^{4}\right]}{\left(\mathbb{E}\left[\Gamma^{2}\right]-\right.} \mathbb{E}^{2}[\Gamma]\right)^{2} \\
&=\frac{\mu_{4}-4 \mu_{1} \mu_{3}+6 \mu_{1}^{2} \mu_{2}-3 \mu_{1}^{4}}{\left(\mu_{2}-\mu_{1}^{2}\right)^{2}}-3 \tag{24}
\end{align*}
$$

in which $\mu_{k}$ denotes the $k$-th moment given in (19) and the -3 term results to the value of zero for Gaussian distribution.

For low values of the kurtosis (e.g., close to one), the PDF is called platykurtic (i.e., $K_{r}<0$ ), whereas it is called leptokurtic (i.e., $K_{r}>0$ ) for high values. Note that leptokurtic RVs typically have a spiky PDF with heavy tails. In other words, the higher the kurtosis, the lower the concentration around its mean.

## D. SKEWNESS

The skewness in statistics characterizes the degree of asymmetry of a distribution around its mean and it is defined as [73]

$$
\begin{equation*}
S_{k}=\frac{\mathbb{E}\left[(\Gamma-\mathbb{E}[\Gamma])^{3}\right]}{\left(\mathbb{E}\left[\Gamma^{2}\right]-\mathbb{E}^{2}[\Gamma]\right)^{\frac{3}{2}}}=\frac{\mu_{3}-3 \mu_{1} \mu_{2}+2 \mu_{1}^{3}}{\left(\mu_{2}-\mu_{1}^{2}\right)^{\frac{3}{2}}} \tag{25}
\end{equation*}
$$

It is recalled that for symmetric statistical distributions, $S_{k}=$ 0 . Otherwise, if $S_{k}>0$, the distribution is skewed to the right, and if $S_{k}<0$, the distribution is skewed to the left.

Table 2 lists the values of $K_{r}$ and $S_{k}$ metrics for average $\operatorname{SNR} \bar{\gamma}=0 \mathrm{~dB}, N=2$ and for different values of $m$ and $m_{s}$. Evidently, as $m$ and/or $m_{s}$ increase(s), $K_{r}$ and $S_{k}$ decreases. Additionally, it is observed that as $N$ increases, then $K_{r}$ and $S_{k}$ increase and their values are independent of the value of the average SNR $\bar{\gamma}$.

TABLE 1. Values of AoF and CQEI for Different Values of $N$ and $\bar{\gamma}$ with $m=3$ and $m_{s}=3$

| Metric | $N$ | Average SNR $\bar{\gamma}(\mathrm{dB})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 5 | 10 | 15 | 20 |  |
| AoF | 2 | 6.11 | 6.11 | 6.11 | 6.11 | 6.11 |  |
|  | 4 | 49.57 | 49.57 | 49.57 | 49.57 | 49.57 |  |
|  | 6 | 358.59 | 358.59 | 358.59 | 358.59 | 358.59 |  |
|  | 8 | 2556.11 | 2556.11 | 2556.11 | 2556.11 | 2556.11 |  |
|  | 10 | 18182.91 | 18182.91 | 18182.91 | 18182.91 | 18182.91 |  |
|  | 2 | 6.11 | 1.93 | 0.61 | 0.19 | 0.06 |  |
|  | 4 | 49.57 | 15.67 | 4.96 | 1.57 | 0.50 |  |
|  | 6 | 358.59 | 113.40 | 35.86 | 11.34 | 3.59 |  |
|  | 8 | 2556.11 | 808.31 | 255.61 | 80.83 | 25.56 |  |
|  | 10 | 18182.91 | 5749.94 | 1818.29 | 574.99 | 181.83 |  |

TABLE 2. Values of $K_{r}$ and $S_{k}$ For Different Values of $m$ and $m_{s}$ with $N=2$, and $\bar{\gamma}=0 \mathrm{~dB}$

| Metric | $m$ | $m_{s}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 7.5 | 10 | 20 | 50 |
| $K_{r}$ | 2 | 682 | 100.76 | 56.63 | 28.85 | 20.55 |
|  | 4 | 357.28 | 52.32 | 28.53 | 13.4 | 8.85 |
|  | 6 | 275.88 | 40.01 | 21.35 | 9.42 | 5.82 |
|  | 8 | 239.97 | 34.55 | 18.15 | 7.64 | 4.46 |
|  | 10 | 219.92 | 31.500 | 16.36 | 6.64 | 3.70 |
|  | 2 | 10.39 | 5.99 | 4.89 | 3.79 | 3.31 |
|  | 4 | 7.87 | 4.43 | 3.54 | 2.62 | 2.20 |
|  | 6 | 7.06 | 3.91 | 3.08 | 2.20 | 1.79 |
|  | 8 | 6.66 | 3.66 | 2.85 | 1.99 | 1.57 |
|  | 10 | 6.43 | 3.50 | 2.71 | 1.85 | 1.43 |

## E. OUTAGE PROBABILITY (OP)

It is recalled that the OP is defined as the probability that the instantaneous output SNR $\gamma$ falls below a certain specified threshold $\gamma_{\text {th }}$, that is

$$
\begin{equation*}
P_{\mathrm{out}}=\operatorname{Pr}\left[0 \leq \gamma \leq \gamma_{\mathrm{th}}\right]=\int_{0}^{\gamma_{\mathrm{th}}} f_{\Gamma}(\gamma) d \gamma=F_{\Gamma}\left(\gamma_{\mathrm{th}}\right) \tag{26}
\end{equation*}
$$

Since $F_{\Gamma}(\gamma)$ is given in (17), the OP of the considered model is readily obtained by substituting $\gamma$ with $\gamma_{\mathrm{t} h}$.

## F. AVERAGE CHANNEL CAPACITY

The average channel capacity can be obtained by averaging the capacity of an AWGN channel $C_{\text {AWGN }}=W \log _{2}(1+\gamma)$ over the statistics of the instantaneous received SNR $\gamma$ [2], that is

$$
\begin{align*}
C_{\mathcal{F}}=W \int_{0}^{\infty} & \log _{2}(1+\gamma) f_{\Gamma}(\gamma) d \gamma \\
& =\frac{W}{\ln (2)} \int_{0}^{\infty} \ln (1+\gamma) f_{\Gamma}(\gamma) d \gamma \tag{27}
\end{align*}
$$

in which $W$ represents the bandwidth of the fading channel.
Substituting (15) into (27), the latter can be rewritten as (28), at the top of the next page. To this effect and with the aid of [63, Eq. (3.4.6.5)], [63, Eq. (2.24.1.1)], and [63, Eq. (8.2.2.14)], the average capacity can be obtained as (29).

TABLE 3. VALUES OF $a$ and $b$ in (31) For Different Binary Modulation Schemes.

| Constellation | $a$ | $b$ |
| :---: | :---: | :---: |
| BPSK | 1 | $\frac{1}{2}$ |
| DBPSK | 1 | 1 |
| BFSK | $\frac{1}{2}$ | $\frac{1}{2}$ |
| NBFSK | $\frac{1}{2}$ | 1 |

## G. AVERAGE BIT ERROR PROBABILITY (BEP)

It is recalled that the average BEP, $\bar{P}_{b}$, of a digital communication system can be evaluated using

$$
\begin{equation*}
\bar{P}_{b}=\int_{0}^{\infty} P_{e}(\gamma) f_{\Gamma}(\gamma) d \gamma \tag{30}
\end{equation*}
$$

in which $P_{e}(\gamma)$ denotes the conditional error probability. The generic expressions of $P_{e}(\gamma)$ for different sets of modulation schemes [2], [74] are given below.

## 1) Binary modulations

For binary modulations, $P_{e}(\gamma)$ is given by [2, Eq. (8.100)]

$$
\begin{equation*}
P_{e}(\gamma)=\frac{1}{2 \Gamma(b)} \Gamma(b, a \gamma) \tag{31}
\end{equation*}
$$

in which $\Gamma(\cdot, \cdot)$ is the complementary incomplete gamma function [62, Eq. (8.350.2)], whereas, $a$ and $b$ are modulation-dependent parameters given in Table 3.

Now, plugging (15) and (31) into (30) yields (32), on the next page.

$$
C_{\mathcal{F}}=\int_{0}^{\infty} \frac{W \gamma^{-1} \ln (1+\gamma) \mathrm{G}_{N, N}^{N, N}\left[\frac{\gamma}{\bar{\gamma}} \prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right) \left\lvert\, \begin{array}{c}
1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}}  \tag{28}\\
m_{1}, m_{2}, \cdots, m_{N}
\end{array}\right.\right]}{\ln (2) \prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} d \gamma
$$

$$
C_{\mathcal{F}}=\frac{W}{\ln (2) \prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} \mathrm{G}_{N+2, N+2}^{N+2, N+1}\left[\frac{1}{\prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right)} \bar{\gamma} \left\lvert\, \begin{array}{c}
1-m_{1}, 1-m_{2}, \cdots, 1-m_{N}, 1,1  \tag{29}\\
m_{s_{1}}, m_{s_{2}}, \cdots, m_{s_{N}}, 1,0
\end{array}\right.\right]
$$

$$
\left.\left.\bar{P}_{b}=\int_{0}^{\infty} \frac{\gamma^{-1} \Gamma(b, a \gamma) \mathrm{G}_{N, N}^{N, N}\left[\frac{\gamma}{\gamma} \prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right)\right.}{} \right\rvert\, \begin{array}{c}
1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}}  \tag{32}\\
m_{1}, m_{2}, \cdots, m_{N}
\end{array}\right]
$$

Based on the above, the average BEP in (32) can be obtained, after using [63, Eq. (8.4.16.2)], [63, Eq. (2.24.1.1)], and [63, Eq. (8.2.2.14)], as in (33).

## 2) M-ary modulations

For $M$-ary quadrature phase shift keying ( $M$-PSK) and $M$ ary quadrature amplitude modulation ( $M$-QAM), the conditional error probability can be written as follows [74]

$$
\begin{equation*}
P_{e}(\gamma)=a_{M} \sum_{k=1}^{\tau_{M}} \operatorname{erfc}\left(\sqrt{b_{k} \gamma}\right) \tag{34}
\end{equation*}
$$

in which $a_{M}, b_{k}$, and $\tau_{M}$ are modulation-dependent parameters depicted in Table 4.

Inserting (15) and (34) into (30) yields (35), at the top of next page. The average BEP in (35) can be obtained, after using [63, Eq. (8.4.14.2)], [63, Eq. (2.24.1.1)], and [63, Eq. (8.2.2.14)], as in (36).

## VI. APPROXIMATION FOR THE CASCADED

## FISHER-SNEDECOR $\mathcal{F}$ DISTRIBUTION

This section investigates the necessary conditions for the cascaded Fisher-Snedecor $\mathcal{F}$ fading distribution to be accurately approximated by the lognormal distribution. This provides useful insights on the relationship between the two models, and the subsequent impact of their parameters on the overall system performance.

## A. LOGNORMAL DISTRIBUTION APPROXIMATION

Comparing the PDF and CDF of $N *$ Fisher-Snedecor $\mathcal{F}$ distribution with that of the lognormal distribution, it can be noted that the $N *$ Fisher-Snedecor $\mathcal{F}$ distribution offers favorable handling, which can lead to a tractable representation of performance metrics such as outage probability, average BER, and average capacity. Therefore, this subsection identifies the necessary conditions which must exist for the $N *$ Fisher-Snedecor $\mathcal{F}$ distribution to modeled accurately by lognormal distribution.

The PDF of a lognormal RV $Z$ can be expressed as

$$
\begin{equation*}
f_{Z}(z)=\frac{z^{-1}}{\sqrt{2 \pi \sigma_{\Upsilon}^{2}}} \exp \left(-\frac{\left(\ln (z)-\mu_{\Upsilon}\right)^{2}}{2 \sigma_{\Upsilon}^{2}}\right) \tag{37}
\end{equation*}
$$

in which $\mu_{\Upsilon}$ and $\sigma_{\Upsilon}^{2}$ represent the corresponding mean and the variance, respectively, whereas the average SNR per symbol, $\bar{\gamma}=\left(E_{s} / N_{0}\right) \mathbb{E}\left[Z^{2}\right]$, is given by $\bar{\gamma}=\exp \left(\mu_{\Upsilon}+\sigma_{\Upsilon}^{2} / 2\right)$.

For the $N *$ Fisher-Snedecor $\mathcal{F}$ RV, $X$, to be approximated by a lognormal RV, $Z$, a third RV is defined as

$$
\begin{equation*}
\Upsilon=\ln (X)=\sum_{\ell=1}^{N} \ln \left(R_{\ell}\right) \tag{38}
\end{equation*}
$$

Note that for large values of $N$ and by applying the CLT, $\Upsilon$ tends towards the normal (Gaussian) distribution, and thus, $X$ tends to follow a lognormal distribution [75, pp. 220-221]. A necessary condition for $X \equiv Z$ is that both $X$ and $Z$ should have the same mean and variance, that is

$$
\begin{equation*}
\mu_{\Upsilon}=\mathbb{E}[\ln (X)] \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\Upsilon}^{2}=\mathbb{E}\left[\ln ^{2}(X)\right]-\mathbb{E}[\ln (X)]^{2} \tag{40}
\end{equation*}
$$

in which $\mathbb{E}\left[\ln ^{2}(X)\right]$ and $\mathbb{E}[\ln (X)]$ are defined as

$$
\begin{equation*}
\mathbb{E}\left[\ln ^{2}(X)\right]=\mathbb{E}\left[\ln ^{2}\left(R_{\ell}\right)\right]=\int_{0}^{\infty} \ln ^{2}(r) f_{R_{\ell}}(r) d r \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}[\ln (X)]=\mathbb{E}\left[\ln \left(R_{\ell}\right)\right]=\int_{0}^{\infty} \ln (r) f_{R_{\ell}}(r) d r \tag{42}
\end{equation*}
$$

Using (3), the integral in (41) can be obtained in closed-form using [76, Eq. (2.6.3.10)] as

$$
\begin{align*}
\mathbb{E}\left[\ln ^{2}(X)\right]=\frac{1}{4}\left\{\left[\ln \left(\theta_{\ell}\right)+\psi\left(m_{\ell}\right)-\psi\left(m_{s_{\ell}}\right)\right]^{2}\right. & +\psi^{\prime}\left(m_{\ell}\right) \\
& \left.+\psi^{\prime}\left(m_{s_{\ell}}\right)\right\} \tag{43}
\end{align*}
$$

$$
\bar{P}_{b}=\frac{\mathrm{G}_{N+1, N+2}^{N+2, N}\left[\frac{a}{\prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right)} \bar{\gamma} \left\lvert\, \begin{array}{c}
1-m_{1}, 1-m_{2}, \cdots, 1-m_{N}, 1  \tag{33}\\
m_{s_{1}}, m_{s_{2}}, \cdots, m_{s_{N}}, 0, b
\end{array}\right.\right]}{2 \Gamma(b) \prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} .
$$

TABLE 4. VALUES OF $\tau_{M}, a_{M}$, AND $b_{k}$ IN (34) FOR DIFFERENT CONSTELLATIONS.

| Constellation | $\tau_{M}$ | $a_{M}$ | $b_{k}$ |
| :---: | :---: | :---: | :---: |
| $M$-QAM | $\frac{\sqrt{M}}{2}$ | $\frac{2}{\log _{2} M}\left(1-\frac{1}{\sqrt{M}}\right)$ | $\frac{3 \log _{2}(M)}{2(M-1)}(2 k-1)^{2}$ |
| $M$-PSK | $\max \left(\frac{M}{4}, 1\right)$ | $\frac{1}{\max \left(\log _{2} M, 2\right)}$ | $\log _{2}(M) \sin ^{2} \frac{(2 k-1)}{M} \pi$ |

$$
\bar{P}_{b}=\sum_{k=1}^{\tau_{M}} \int_{0}^{\infty} \frac{a_{M} \gamma^{-1} \operatorname{erfc}\left(\sqrt{b_{k} \gamma}\right) \mathrm{G}_{N, N}^{N, N}\left[\frac{\gamma}{\bar{\gamma}} \prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right) \left\lvert\, \begin{array}{c}
1-m_{s_{1}}, 1-m_{s_{2}}, \cdots, 1-m_{s_{N}}  \tag{35}\\
m_{1}, m_{2}, \cdots, m_{N}
\end{array}\right.\right]}{\sqrt{\pi} \prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} d \gamma
$$

$$
\bar{P}_{b}=\frac{a_{M}}{\sqrt{\pi} \prod_{\ell=1}^{N} \Gamma\left(m_{\ell}\right) \Gamma\left(m_{s_{\ell}}\right)} \sum_{k=1}^{\tau_{M}} \mathrm{G}_{N+1, N+2}^{N+2, N}\left[\frac{b_{k}}{\prod_{\ell=1}^{N}\left(\frac{m_{\ell}}{\left(m_{s_{\ell}}-1\right)}\right)} \bar{\gamma} \left\lvert\, \begin{array}{c}
1-m_{1}, 1-m_{2}, \cdots, 1-m_{N}, 1  \tag{36}\\
m_{s_{1}}, m_{s_{2}}, \cdots, m_{s_{N}}, 0, \frac{1}{2}
\end{array}\right.\right] .
$$

whereby $\theta_{\ell}=\left(\left(m_{s_{\ell}}-1\right) \Omega_{\ell}\right) / m_{\ell}, \psi(\cdot)$ is the digamma function [62, Eq. (8.360.1)], and $\psi^{\prime}(\cdot)$ is the first derivative of the digamma function. Also, using (3), the integral in (42), can be obtained in closed-form using [76, Eq. (2.6.3.7)] as

$$
\begin{equation*}
\mathbb{E}[\ln (X)]=\frac{1}{2}\left[\ln \left(\theta_{\ell}\right)+\psi\left(m_{\ell}\right)-\psi\left(m_{s_{\ell}}\right)\right] \tag{44}
\end{equation*}
$$

Therefore, with the aid of (43) and the (44), the mean and the variance can be expressed in closed-form, respectively, as

$$
\begin{equation*}
\mu_{\Upsilon}=\frac{1}{2} \sum_{\ell=1}^{N}\left[\ln \left(\theta_{\ell}\right)+\psi\left(m_{\ell}\right)-\psi\left(m_{s_{\ell}}\right)\right] \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\Upsilon}^{2}=\frac{1}{4} \sum_{\ell=1}^{N}\left[\psi^{\prime}\left(m_{\ell}\right)+\psi^{\prime}\left(m_{s_{\ell}}\right)\right] \tag{46}
\end{equation*}
$$

## B. RESISTOR-AVERAGE DISTANCE (RAD)

To measure the accuracy of our approximations, the RAD is employed to determine the information loss when approximating the exact PDF in (9) with the PDF in (37). It is recalled that the Kullback-Leibler (KL) divergence is widely used in information theory to measure the distance between two statistical distributions. It accounts for the average information loss or relative entropy between two PDFs [77], [78]. Owing to its geometric properties, computational and theoretical advantages, the KL distance is more preferable over other distance measures such as the Bhattacharyya and Chernoff distances. However, the KL distance has one main
drawback: its lack of symmetry. Consequently, a symmetric version of the KL distance known as resistor-average distance (RAD) was proposed in [79]. Importantly, the RAD satisfies the triangle inequality and hence is a true distance metric. The RAD can be defined as

$$
\begin{equation*}
\mathrm{RAD}=\left[\frac{1}{D_{\mathrm{K} L}\left(f_{1}, f_{2}\right)}+\frac{1}{D_{\mathrm{K} L}\left(f_{2}, f_{1}\right)}\right]^{-1} \tag{47}
\end{equation*}
$$

in which $f_{1}$ and $f_{2}$ denote the exact PDF and the approximated PDF, respectively, and $D_{\mathrm{K} L}(\cdot, \cdot)$ is the KL distance, which is defined as follows

$$
\begin{equation*}
D_{\mathrm{K} L}\left(f_{\imath}, f_{\jmath}\right)=\int_{-\infty}^{\infty} f_{\imath}(x) \log \left(\frac{f_{\imath}(x)}{f_{\jmath}(x)}\right) d x \tag{48}
\end{equation*}
$$

In Table 5 and Table 6, the results for RAD obtained from the exact PDF in (9) and the approximated PDF in (37) are provided. Note that Table 5 depicts the RAD values for a fixed value of the fading parameter (i.e., $m=3.5$ ), while multiple values are used for $m_{s}=\{2,4,6,8,10\}$ and $N=\{1,5,10,15,20,25,30\}$. On the other hand, Table 6 depicts the RAD values for a fixed value of the shadowing parameter (i.e., $m_{s}=5$ ), while the other values are set as, $m=\{2,4,6,8,10\}$ and $N=\{1,5,10,15,20,25,30\}$.

As shown in the two tables, for all the scenarios, the calculated RAD values are always less than 0.01 , indicating that the approximated PDF (i.e., the lognormal distribution) provides an accurate fit to the exact PDF of the $N *$ FisherSnedecor $\mathcal{F}$ distribution. Also, it is important to note that as $N$ increases, the RAD value decreases, which consolidates the assumption stemming from the CLT.

TABLE 5. RAD Values for $m=3.5, m_{s}=\{2,4,6,8,10\}$, and $N=\{1,5,10,15,20,25,30\}$.

| $m=3.5$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{s} \downarrow N \rightarrow$ | 1 | 5 | 10 | 15 | 20 | 25 | 30 |
| 2 | 0.0022 | $4.3355 \times 10^{-4}$ | $1.8787 \times 10^{-4}$ | $1.1963 \times 10^{-4}$ | $1.0617 \times 10^{-4}$ | $1.1628 \times 10^{-4}$ | $1.8327 \times 10^{-4}$ |
| 4 | $6.8782 \times 10^{-4}$ | $5.8698 \times 10^{-5}$ | $2.1091 \times 10^{-5}$ | $7.9622 \times 10^{-6}$ | $3.4881 \times 10^{-6}$ | $2.7683 \times 10^{-6}$ | $2.0896 \times 10^{-6}$ |
| 6 | 0.0018 | $2.8384 \times 10^{-4}$ | $1.337 \times 10^{-4}$ | $7.9856 \times 10^{-5}$ | $4.2300 \times 10^{-5}$ | $2.5961 \times 10^{-5}$ | $2.244 \times 10^{-5}$ |
| 8 | 0.0031 | $4.9651 \times 10^{-4}$ | $2.4025 \times 10^{-4}$ | $1.5330 \times 10^{-4}$ | $9.2510 \times 10^{-5}$ | $5.4269 \times 10^{-5}$ | $4.0886 \times 10^{-5}$ |
| 10 | 0.0042 | $6.6514 \times 10^{-4}$ | $3.2390 \times 10^{-4}$ | $2.1114 \times 10^{-4}$ | $1.3609 \times 10^{-4}$ | $8.1736 \times 10^{-5}$ | $5.6858 \times 10^{-5}$ |

TABLE 6. RAD VALUES FOR $m_{s}=5, m=\{2,4,6,8,10\}$, AND $N=\{1,5,10,15,20,25,30\}$.

| $m_{s}=5$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m \downarrow N \rightarrow$ | 1 | 5 | 10 | 15 | 20 | 25 | 30 |
| 2 | 0.0063 | 0.0011 | $4.6212 \times 10^{-4}$ | $1.9262 \times 10^{-4}$ | $1.5483 \times 10^{-4}$ | $1.2547 \times 10^{-4}$ | $1.0279 \times 10^{-4}$ |
| 4 | $6.8601 \times 10^{-4}$ | $7.7486 \times 10^{-5}$ | $3.2231 \times 10^{-5}$ | $1.7772 \times 10^{-5}$ | $8.4676 \times 10^{-6}$ | $4.9922 \times 10^{-6}$ | $4.3071 \times 10^{-6}$ |
| 6 | $3.7914 \times 10^{-4}$ | $1.9734 \times 10^{-5}$ | $8.9726 \times 10^{-6}$ | $5.9606 \times 10^{-6}$ | $4.4218 \times 10^{-6}$ | $3.1552 \times 10^{-6}$ | $2.2305 \times 10^{-6}$ |
| 8 | $8.9404 \times 10^{-4}$ | $1.0509 \times 10^{-4}$ | $5.3183 \times 10^{-5}$ | $3.6217 \times 10^{-5}$ | $2.7058 \times 10^{-5}$ | $1.9449 \times 10^{-5}$ | $1.3170 \times 10^{-5}$ |
| 10 | 0.0015 | $2.1088 \times 10^{-4}$ | $1.0523 \times 10^{-4}$ | $7.1163 \times 10^{-5}$ | $5.3489 \times 10^{-5}$ | $3.9876 \times 10^{-5}$ | $2.7664 \times 10^{-5}$ |

## VII. THE RATIO OF THE PRODUCT OF FISHER-SNEDECOR $\mathcal{F}$ VARIATES

Definition 2 (The ratio of $\frac{N_{1}}{N_{2}}$-Fisher-Snedecor $\mathcal{F}$ RV). The $R V$ of the ratio, $X$, of $N_{1}$ and $N_{2}$ i.n.i.d. Fisher-Snedecor $\mathcal{F}$ $R V s Y_{\ell}$, for $1 \leq \ell \leq N_{1}, Y_{\ell} \sim \mathcal{F}\left(m_{\ell}^{(1)}, m_{s_{\ell}}^{(1)}, \Omega_{\ell}^{(1)}\right)$, and $Z_{w}$, for $1 \leq w \leq N_{2}, Z_{w} \sim \mathcal{F}\left(m_{w}^{(2)}, m_{s_{w}}^{(2)}, \Omega_{w}^{(2)}\right)$, i.e.,

$$
\begin{equation*}
X=\frac{\prod_{\ell=1}^{N_{1}} Y_{\ell}}{\prod_{w=1}^{N_{2}} Z_{w}} \tag{49}
\end{equation*}
$$

is defined as the ratio of $\frac{N_{1}}{N_{2}}$-Fisher-Snedecor $\mathcal{F} \quad R V$, $N_{1}$ and $N_{2} \in \mathbb{R}^{+}$.
Theorem 3 (Probability Density Function). The PDF of $X$ defined in (49) can be expressed as in (50), at the top of the next page.

Proof: The PDF of $X$ in (49) can be obtained using

$$
\begin{equation*}
f_{X}(x)=\frac{1}{x} \frac{1}{2 \pi j} \oint_{\mathcal{L}} \mathbb{E}\left[X^{s}\right] x^{-s} d s \tag{51}
\end{equation*}
$$

where the $s$-th order moment of $X, \mathbb{E}\left[X^{s}\right]$, can be found using (49) via

$$
\begin{equation*}
\mathbb{E}\left[X^{s}\right]=\prod_{\ell=1}^{N_{1}} \mathbb{E}\left[Y_{\ell}^{s}\right] \prod_{w=1}^{N_{2}} \mathbb{E}\left[Z_{w}^{-s}\right] \tag{52}
\end{equation*}
$$

With the help of (7), (52), [62, Eq. (8.384.1)], and after some mathematical manipulations, the PDF of $X$ can be expressed as in (53). Capitalizing on the definition of the Meijer's G-function in (4) and using (53), then (50) can be readily deduced, which completes the proof.
Corollary 5 (Cumulative Distribution Function). The CDF of $X$ defined in (49) can be obtained as in (54).

Proof: Using (50) and [63, Eq. (2.24.2.2)], yields (54), which completes the proof.

Corollary 6 (Probability Density Function). The PDF of the instantaneous $S N R \Gamma$ can be derived as in (55).

Proof: Using (16) and (50), yields (55), which completes the proof.

Corollary 7 (Cumulative Distribution Function). The CDF of the instantaneous $S N R$ can be obtained as in (56).

Proof: Using (18) and (54), equation (56) is deduced, which completes the proof.

## VIII. PERFORMANCE ANALYSIS OF SPECTRUM SHARING NETWORKS

Consider the spectrum sharing network illustrated in Fig. 3. It is assumed that there is one primary user (PU) and one secondary user (SU). The SU transmitter (SU-Tx) can use the spectrum licensed to the PU only when the interference power at the PU receiver (PU-Rx) remains below a certain threshold. The instantaneous channel power gain from the SU-Tx to the PU-Rx is denoted by $Z_{1}$, whereas, the instantaneous channel power gain from the $\mathrm{SU}-\mathrm{Tx}$ to the SU receiver (SU-Rx) is denoted by $Y_{1}$. Let $Z_{1}$ and $Y_{1}$ be independent, with channel coefficients following the Fisher-Snedecor $\mathcal{F}$ distribution, and subject to AWGN $n_{z_{1}}$ and $n_{y_{1}}$, respectively. The noises $n_{z_{1}}$ and $n_{y_{1}}$ are assumed to be independent and circularly symmetric complex Gaussian variables with mean zero and variance $N_{0}$. It is assumed that perfect channel state information (CSI) on $Z_{1}$ and $Y_{1}$ is available at the SU-Tx. Besides, it is assumed that the interference from PU-Tx to SU-Rx can be ignored or considered in the AWGN at SU-Rx [80].

Let the instantaneous transmit power at the SU-Tx be $P\left(Z_{1}, Y_{1}\right) \geq 0, Q_{a v g}$ and $Q_{p k}$ are the average and peak received power limits at the PU-Rx, respectively. Note that $Q_{a v g}$ is used to describe the long-term quality of service

$$
\begin{align*}
& f_{X}(x)=\frac{2}{\prod_{\ell=1}^{N_{1}} \Gamma\left(m_{\ell}^{(1)}\right) \Gamma\left(m_{s_{\ell}}^{(1)}\right) \prod_{w=1}^{N_{2}} \Gamma\left(m_{w}^{(2)}\right) \Gamma\left(m_{\left.s_{w}\right)}^{(2)}\right.} x^{-1} \\
& \mathrm{G}_{N_{1}+N_{2}, N_{1}+N_{2}}^{N_{1}+N_{2}, N_{1}+N_{2}}\left[x^{2} \prod_{\ell=1}^{N_{1}}\left(\frac{m_{\ell}^{(1)}}{\Omega_{\ell}^{(1)}\left(m_{s_{\ell}}^{(1)}-1\right)}\right) \prod_{w=1}^{N_{2}}\left(\frac{\Omega_{w}^{(2)}\left(m_{s_{w}}^{(2)}-1\right)}{m_{w}^{(2)}}\right) \left\lvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, \cdots, 1-m_{s_{N_{1}}}^{(1)}, 1-m_{1}^{(2)} \cdots, 1-m_{N_{2}}^{(2)} \\
m_{1}^{(1)}, \cdots, m_{N_{1}}^{(1)}, m_{s_{1}}^{(2)}, \cdots, m_{s_{N_{2}}}^{(2)}
\end{array}\right.\right] . \tag{50}
\end{align*}
$$

$$
\begin{align*}
f_{X}(x)= & \frac{1}{\prod_{\ell=1}^{N_{1}} \Gamma\left(m_{\ell}^{(1)}\right) \Gamma\left(m_{s_{\ell}}^{(1)}\right) \prod_{w=1}^{N_{2}} \Gamma\left(m_{w}^{(2)}\right) \Gamma\left(m_{s_{w}}^{(2)}\right)} \frac{1}{x} \frac{1}{2 \pi j} \oint_{\mathcal{L}} x^{-s} \prod_{\ell=1}^{N_{1}} \Gamma\left(m_{\ell}^{(1)}+0.5 s\right) \Gamma\left(m_{s_{\ell}}^{(1)}-0.5 s\right) \\
& \times\left(\frac{m_{\ell}^{(1)}}{\Omega_{\ell}^{(1)}\left(m_{s_{\ell}}^{(1)}-1\right)}\right)^{-\frac{1}{2} s} \prod_{w=1}^{N_{2}} \Gamma\left(m_{w}^{(2)}-0.5 s\right) \Gamma\left(m_{s_{w}}^{(2)}+0.5 s\right) \times\left(\frac{\Omega_{w}^{(2)}\left(m_{s_{w}}^{(2)}-1\right)}{m_{w}^{(2)}}\right)^{-\frac{1}{2} s} d s \tag{53}
\end{align*}
$$

$$
\begin{align*}
& F_{X}(x)=\frac{1}{\prod_{\ell=1}^{N_{1}} \Gamma\left(m_{\ell}^{(1)}\right) \Gamma\left(m_{s_{\ell}}^{(1)}\right) \prod_{w=1}^{N_{2}} \Gamma\left(m_{w}^{(2)}\right) \Gamma\left(m_{s_{w}}^{(2)}\right)} \\
& \mathrm{G}_{N_{1}+N_{2}+1, N_{1}+N_{2}+1}^{N_{1}+N_{2}, N_{1}+N_{2}+1}\left[x^{2} \prod_{\ell=1}^{N_{1}} \frac{m_{\ell}^{(1)}}{\Omega_{\ell}^{(1)}\left(m_{s \ell}^{(1)}-1\right)} \prod_{w=1}^{N_{2}} \frac{\Omega_{w}^{(2)}\left(m_{s_{w}}^{(2)}-1\right)}{m_{w}^{(2)}} \left\lvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, \cdots, 1-m_{s_{N_{1}}}^{(1)}, 1-m_{1}^{(2)} \cdots, 1-m_{N_{2}}^{(2)}, 1 \\
m_{1}^{(1)}, \cdots, m_{N_{1}}^{(1)}, m_{s_{1}}^{(2)}, \cdots, m_{s_{N_{2}}}^{(2)}, 0
\end{array}\right.\right] . \tag{54}
\end{align*}
$$

$$
\begin{align*}
& f_{\Gamma}(\gamma)=\frac{1}{\prod_{\ell=1}^{N_{1}} \Gamma\left(m_{\ell}^{(1)}\right) \Gamma\left(m_{s_{\ell}}^{(1)}\right) \prod_{w=1}^{N_{2}} \Gamma\left(m_{w}^{(2)}\right) \Gamma\left(m_{s_{w}}^{(2)}\right)} \gamma^{-1} \\
& \times \mathrm{G}_{N_{1}+N_{2}, N_{1}+N_{2}}^{N_{1}+N_{2}, N_{1}+N_{2}}\left[\frac{\gamma}{\bar{\gamma}} \prod_{\ell=1}^{N_{1}}\left(\frac{m_{\ell}^{(1)}}{\left(m_{s_{\ell}}^{(1)}-1\right)}\right) \prod_{w=1}^{N_{2}}\left(\frac{\left(m_{s_{w}}^{(2)}-1\right)}{m_{w}^{(2)}}\right) \left\lvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, \cdots, 1-m_{s_{N_{1}}}^{(1)}, 1-m_{1}^{(2)} \cdots, 1-m_{N_{2}}^{(2)} \\
m_{1}^{(1)}, \cdots, m_{N_{1}}^{(1)}, m_{s_{1}}^{(2)}, \cdots, m_{s_{N_{2}}}^{(2)}
\end{array}\right.\right] . \tag{55}
\end{align*}
$$

(QoS) at the PU-Rx, whereas $Q_{p k}$ is used to describe the instantaneous QoS requirement. That is, $\mathbb{E}\left[X_{1} P\left(Z_{1}, Y_{1}\right)\right] \geq$ $Q_{a v g}$ and $Z_{1} P\left(Z_{1}, Y_{1}\right) \geq Q_{p k}$.

## A. OUTAGE CAPACITY

Outage capacity (OC) is defined as the maximum rate that can be sustained with a given outage probability. Mathematically, this is equivalent to minimizing the outage probability (i.e., outage capacity) for a given transmission rate $\mathcal{R}_{0}$. That is

$$
\min \left\{\log _{2}\left(1+\frac{Y_{1} P\left(Z_{1}, Y_{1}\right)}{N_{0}}\right)<\mathcal{R}_{0}\right\}
$$

$$
\begin{equation*}
\text { s. t. } Z_{1} P\left(Z_{1}, Y_{1}\right) \leq Q_{p k} \tag{57}
\end{equation*}
$$

Since (57) is minimized for $P\left(Z_{1}, Y_{1}\right)=Q_{p k} / Z_{1}$, it follows that

$$
\begin{equation*}
P_{\mathrm{out}}=\operatorname{Pr}\left\{\frac{Y_{1}}{Z_{1}}<\frac{N_{0}\left(2^{\mathcal{R}_{0}}-1\right)}{Q_{p k}}\right\} \tag{58}
\end{equation*}
$$

and, thus

$$
\begin{equation*}
P_{\mathrm{out}}=F_{\frac{Y_{1}}{Z_{1}}}\left(\frac{N_{0}\left(2^{\mathcal{R}_{0}}-1\right)}{Q_{p k}}\right) \tag{59}
\end{equation*}
$$

With the aid of (56), the OP in (59) can be obtained as in (60), at the top of the next page. Note that $m_{1}^{(1)}$ and $m_{s_{1}}^{(1)}$ are the fading and shadowing parameters, respectively, of the target link, whereas, $m_{1}^{(2)}$ and $m_{s_{1}}^{(2)}$ are the fading and shadowing parameters, respectively, of the interfering link.

## B. DELAY-LIMITED CAPACITY

The delay-limited capacity can be defined as the maximum constant transmission rate achievable over each of the fading blocks. In [80], the authors showed that the delay-limited capacity for the peak power case is zero. However, the delaylimited capacity for the average interference power $Q_{a v g}$ is

$$
\left.\begin{array}{l}
F_{\Gamma}(\gamma)=\frac{1}{\prod_{\ell=1}^{N_{1}} \Gamma\left(m_{\ell}^{(1)}\right) \Gamma\left(m_{s_{\ell}}^{(1)}\right) \prod_{w=1}^{N_{2}} \Gamma\left(m_{w}^{(2)}\right) \Gamma\left(m_{s_{w}}^{(2)}\right)} \\
\mathrm{G}_{N_{1}+N_{2}+1, N_{1}+N_{2}+1}^{N_{1}+N_{2}, N_{1}+N_{2}+1}\left[\left.\frac{\gamma}{\bar{\gamma}} \prod_{\ell=1}^{N_{1}}\left(\frac{m_{\ell}^{(1)}}{\left(m_{s_{\ell}}^{(1)}-1\right)}\right) \prod_{w=1}^{N_{2}}\left(\frac{\left(m_{s_{w}}^{(2)}-1\right)}{m_{w}^{(2)}}\right) \right\rvert\, 1-m_{s_{1}}^{(1)}, \cdots, 1-m_{s_{N_{1}}}^{(1)}, 1-m_{1}^{(2)} \cdots, 1-m_{N_{2}}^{(2)}, 1\right.  \tag{56}\\
m_{1}^{(1)}, \cdots, m_{N_{1}}^{(1)}, m_{s_{1}}^{(2)}, \cdots, m_{s_{N_{2}}}^{(2)}, 0
\end{array}\right] .
$$



FIGURE 3. System model for spectrum sharing in CRNs.
formulated as [80]

$$
\begin{align*}
& \max \left\{\log _{2}\left(1+\frac{Y_{1} P\left(Z_{1}, Y_{1}\right)}{N_{0}}\right)\right\} \\
& \text { s. t. } \mathbb{E}\left[Z_{1} P\left(Z_{1}, Y_{1}\right)\right] \leq Q_{\text {avg }} \tag{61}
\end{align*}
$$

The optimal power allocation for the above problem is given by [80]

$$
\begin{equation*}
P\left(Z_{1}, Y_{1}\right)=\frac{Q_{a v g}}{X_{2} \mathbb{E}\left[\frac{Z_{1}}{Y_{1}}\right]} \tag{62}
\end{equation*}
$$

Thus, the delay-limited capacity can be obtained via

$$
\begin{equation*}
\mathcal{C}_{d}=\log _{2}\left[1+\frac{Q_{a v g}}{\mathbb{E}\left[\frac{Z_{1}}{Y_{1}}\right] N_{0}}\right] \tag{63}
\end{equation*}
$$

Based on the above and with the aid of (55), [63, Eq. (2.24.2.1)], [62, Eq. (8.331)], and (63), a closed-form expression for the delay-limited capacity is obtained as

$$
\begin{equation*}
\mathcal{C}_{d}=\log _{2}\left[1+\frac{\left(1-\frac{1}{m_{1}^{(1)}}\right)\left(1-\frac{1}{m_{s_{1}}^{(1)}}\right) Q_{a v g}}{\bar{\gamma} N_{0}}\right] \tag{64}
\end{equation*}
$$

It can be seen from (64) that the delay-limited capacity is independent of the fading and the shadowing parameters of the interfering link.

## C. ERGODIC CAPACITY

It is recalled that the ergodic capacity accounts for the maximum achievable rate averaged over all the fading blocks.

In the case of average interference power constraint, such a metric can be formulated as [80]

$$
\begin{gather*}
\max \left\{\mathbb{E}\left[\log _{2}\left(1+\frac{Y_{1} P\left(Z_{1}, Y_{1}\right)}{N_{0}}\right)\right]\right\}, \\
\text { s. t. } \mathbb{E}\left[Z_{1} P\left(Z_{1}, Y_{1}\right)\right] \leq Q_{\text {avg }} \tag{65}
\end{gather*}
$$

Thus, the ergodic capacity under average interference power constraint can be obtained by [29]

$$
\begin{equation*}
\mathcal{C}_{\mathrm{e} r g}=W \int_{\frac{1}{\gamma_{0}}}^{\infty} \log _{2}\left(\gamma_{0} \gamma\right) f_{\frac{Y_{1}}{Z_{1}}}(\gamma) d \gamma \tag{66}
\end{equation*}
$$

in which $W$ is the total available bandwidth and $\gamma_{0}=$ $1 /\left(\lambda N_{0} W\right)$. Note that $\lambda$ is calculated such that the average interference power in (66) equals $Q_{a v g}$. Also, with the aid of (55), the PDF of $Y_{1} / Z_{1}$ can be expressed as in (67). Substituting (67) into (66), yields (68), see the next page. To the best of authors' knowledge, there is no analytical solution available in the literature for the integral in (68). In what follows, a novel exact expression for this class of integrals is derived. To this end, using the definition of the Meijer's G-function in (4), the above integral, (68), can be rewritten as in (69). Solving the inner integral in (69) with respect to $\gamma$ using [76, Eq. (2.6.3.1)] and then utilizing the identity [62, Eq. (8.331.1)] yields (70), at the top after the next page. Again, using the definition of Meijer's G-function, a closed-form expression for the considered ergodic capacity is derived as in (71).

## IX. NUMERICAL RESULTS AND DISCUSSIONS

This section presents some illustrative numerical examples for the performances metrics obtained previously for both cascaded fading channels and spectrum sharing networks. Also, Monte-Carlo simulation results are provided to assess the validity of the derived analytic expressions. Importantly, very good agreement between the analytical and simulated curves is observed in all of the considered cases. Unless otherwise stated, and without loss of generality, $\mathcal{R}_{0}=1 \mathrm{bits} / \mathrm{Hz}$ and $N_{0}=1 \mathrm{~W} / \mathrm{Hz}$. It is noted that, in some figures, the results for the Rayleigh case are included as a benchmark.

## A. CASCADED FADING CHANNELS

Fig. 4(a) and Fig. 4(b) illustrate the behavior of the CQEI as a function of the average $\operatorname{SNR} \bar{\gamma}$. Specifically, Fig. 4(a) shows the effect of the fading and shadowing parameters on the CQEI for $N=2$. It is apparent that as $m$ and (or) $m_{s}$ increase(s), the CQEI decreases. This means that the system

$$
P_{\mathrm{out}}=\frac{\mathrm{G}_{3,3}^{2,3}\left[\left.\frac{N_{0}\left(2^{\mathcal{R}_{0}}-1\right)}{Q_{p k} \bar{\gamma}}\left(\frac{m_{1}^{(1)}}{\left(m_{s_{1}}^{(1)}-1\right)}\right)\left(\frac{\left(m_{s_{1}}^{(2)}-1\right)}{m_{1}^{(2)}}\right) \right\rvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, 1-m_{1}^{(2)}, 1  \tag{60}\\
m_{1}^{(1)}, m_{s_{1}}^{(2)}, 0
\end{array}\right]}{\Gamma\left(m_{1}^{(1)}\right) \Gamma\left(m_{s_{1}}^{(1)}\right) \Gamma\left(m_{1}^{(2)}\right) \Gamma\left(m_{s_{1}}^{(2)}\right)}
$$

$$
f_{\frac{Y_{1}}{Z_{1}}}(\gamma)=\frac{1}{\Gamma\left(m_{1}^{(1)}\right) \Gamma\left(m_{s_{1}}^{(1)}\right) \Gamma\left(m_{1}^{(2)}\right) \Gamma\left(m_{s_{1}}^{(2)}\right)} \gamma^{-1} \mathrm{G}_{2,2}^{2,2}\left[\left.\frac{\gamma}{\bar{\gamma}}\left(\frac{m_{1}^{(1)}}{\left(m_{s_{1}}^{(1)}-1\right)}\right)\left(\frac{\left(m_{s_{1}}^{(2)}-1\right)}{m_{1}^{(2)}}\right) \right\rvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, 1-m_{1}^{(2)}  \tag{67}\\
m_{1}^{(1)}, m_{s_{1}}^{(2)}
\end{array}\right]
$$

$$
\mathcal{C}_{\mathrm{e} r g}=\frac{W}{\Gamma\left(m_{1}^{(1)}\right) \Gamma\left(m_{s_{1}}^{(1)}\right) \Gamma\left(m_{1}^{(2)}\right) \Gamma\left(m_{s_{1}}^{(2)}\right)} \int_{\frac{1}{\gamma_{0}}}^{\infty} \frac{\log _{2}\left(\gamma_{0} \gamma\right) \mathrm{G}_{2,2}^{2,2}\left[\left.\frac{\gamma}{\bar{\gamma}}\left(\frac{m_{1}^{(1)}}{\left(m_{s_{1}}^{(1)}-1\right)}\right)\left(\frac{\left(m_{s_{1}}^{(2)}-1\right)}{m_{1}^{(2)}}\right) \right\rvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, 1-m_{1}^{(2)}  \tag{68}\\
m_{1}^{(1)}, m_{s_{1}}^{(2)}
\end{array}\right]}{\gamma} d \gamma
$$

$$
\begin{array}{r}
\mathcal{C}_{\mathrm{e} r g}=\frac{W}{\Gamma\left(m_{1}^{(1)}\right) \Gamma\left(m_{s_{1}}^{(1)}\right) \Gamma\left(m_{1}^{(2)}\right) \Gamma\left(m_{s_{1}}^{(2)}\right) \ln (2)} \frac{1}{2 \pi j} \oint_{\mathcal{L}} \Gamma\left(m_{1}^{(1)}+s\right) \Gamma\left(m_{s_{1}}^{(2)}+s\right) \Gamma\left(m_{s_{1}}^{(1)}-s\right) \Gamma\left(m_{1}^{(2)}-s\right) \\
\left(\left(\frac{m_{1}^{(1)}}{\left(m_{s_{1}}^{(1)}-1\right)}\right)\left(\frac{\left(m_{s_{1}}^{(2)}-1\right)}{m_{1}^{(2)}}\right) \frac{1}{\bar{\gamma}}\right)^{-s} \int_{\frac{1}{\gamma_{0}}}^{\infty} \gamma^{-s-1} \ln \left(\gamma_{0} \gamma\right) d \gamma d s \tag{69}
\end{array}
$$

performance improves. In addition, the CQEI decreases as the average $\operatorname{SNR} \bar{\gamma}$ increases. Note that similar behavior has been observed when altering the value of $N$. Fig. 4(b) shows the effect of $N$ on the CQEI for fixed values of $m$ and $m_{s}$. It is clear that as $N$ increases, the CQEI also increases and as a consequence the system performance degrades.

To provide a visual interpretation of the values of the RAD in Table 5 and Table 6, the exact and approximated PDFs for $m=3.5, m_{s}=1.25$ with $N=1(\mathrm{RAD}=0.0088)$ and $m=6, m_{s}=5$ with $N=10\left(\mathrm{RAD}=8.9726 \times 10^{-6}\right)$ are provided in Fig. 5. It is clear that the lognormal distribution does not provide a good representation of the conventional Fisher-Snedecor $\mathcal{F}$ (i.e., $N=1$ ) distribution. However, when $N=10$, an excellent match is achieved. Importantly, one can note that the Rayleigh distribution provides a very poor fit to the $N *$ Fisher model, as expected, as shown in Fig. 6.

Fig. 7(a) illustrates the OP performance with $N=4$, $m_{\ell}=3.5$, and $\gamma_{\mathrm{th}}=0 \mathrm{~dB}$, under different shadowing conditions: $m_{s_{\ell}}=1.25$ (heavy shadowing), $m_{s_{\ell}}=5$ (moderate shadowing), and $m_{s_{\ell}}=50$ (light shadowing), where $\ell=1, \cdots, 4$. It can be observed that the OP improves as $m_{s_{\ell}}$ increases (i.e., the channel moves from heavy shadowing to light shadowing conditions).

Fig. 7(b) depicts the influence of $N$ (where $N=1,2,3,4$ ) on the OP performance under heavy shadowing (i.e., $m_{s_{\ell}}=$ $1.25)$ with fading severity $m_{\ell}=3.5$ and $\gamma_{\mathrm{th}}=0 \mathrm{~dB}$. It is clear that as the number of cascaded fading channels decreases, the OP performance improves substantially. For example, when $N=1$ the required average SNR , to
achieve an outage performance of $2 \times 10^{-3}$, is about 30 dB , whereas, around $18 \mathrm{~dB}(N=4)$ to achieve the same outage performance. However, for the Rayleigh case, the same outage performance can be achieved when the average SNR is approximately 27 dB .

The impact of the fading parameter, i.e., $m_{\ell}=$ $0.5,1,1.5,2$, on the OP performance is illustrated in Fig. 8(a) for $N=1,2, \gamma_{\text {th }}=0 \mathrm{~dB}$, and $m_{s_{\ell}}=50$ (light shadowing). The results clearly show that when the fading parameter increases, the OP performance significantly improves. This is due to the fact that when the fading parameter increases, the fading severity of the cascaded channels decreases, and hence the deep fades generated by the product of FisherSnedecor $\mathcal{F}$ fading envelopes occur less frequently. In Fig. 8(b), the average bit error probability performance for 4QAM for $N *$ Fisher-Snedecor $\mathcal{F}$ channels with $N=2$ and 4 under different shadowing conditions (i.e., heavy, moderate, and light) is depicted. As expected, the average bit error probability improves as the number of cascaded channels decreases. In addition, better average bit error probability performance is achieved when shadowing becomes lighter, i.e., when $m_{s_{\ell}}$ decreases. Note that similar behaviors have been noticed for the corresponding OP, in Fig. 7(a) and Fig. 7(b).

The normalized average channel capacity $C_{\mathcal{F}} / W$ under optimal rate adaptation is depicted in Fig. 9 against the average $\operatorname{SNR} \bar{\gamma}$ with $N=4$ under different fading severity ( $m=1.5$ (high), 3.5 (moderate)) and shadowing ( $m_{s}=1.25$ (heavy), 50 (light)) conditions. The results indicate that the

$$
\begin{gather*}
\mathcal{C}_{\mathrm{e} r g}=\frac{W}{\Gamma\left(m_{1}^{(1)}\right) \Gamma\left(m_{s_{1}}^{(1)}\right) \Gamma\left(m_{1}^{(2)}\right) \Gamma\left(m_{s_{1}}^{(2)}\right) \ln (2)} \frac{1}{2 \pi j} \oint_{\mathcal{L}} \Gamma\left(m_{1}^{(1)}+s\right) \Gamma\left(m_{s_{1}}^{(2)}+s\right) \Gamma\left(m_{s_{1}}^{(1)}-s\right) \Gamma\left(m_{1}^{(2)}-s\right) \\
\frac{\Gamma(s) \Gamma(s)}{\Gamma(s+1) \Gamma(s+1)}\left(\left(\frac{m_{1}^{(1)}}{\left(m_{s_{1}}^{(1)}-1\right)}\right)\left(\frac{\left(m_{s_{1}}^{(2)}-1\right)}{m_{1}^{(2)}}\right) \frac{1}{\bar{\gamma} \gamma_{0}}\right)^{-s} d s . \tag{70}
\end{gather*}
$$

$$
\mathcal{C}_{\mathrm{e} r g}=\frac{W}{\Gamma\left(m_{1}^{(1)}\right) \Gamma\left(m_{s_{1}}^{(1)}\right) \Gamma\left(m_{1}^{(2)}\right) \Gamma\left(m_{s_{1}}^{(2)}\right) \ln (2)} \mathrm{G}_{4,4}^{4,2}\left[\left.\frac{1}{\bar{\gamma} \gamma_{0}}\left(\frac{m_{1}^{(1)}}{\left(m_{s_{1}}^{(1)}-1\right)}\right)\left(\frac{\left(m_{s_{1}}^{(2)}-1\right)}{m_{1}^{(2)}}\right) \right\rvert\, \begin{array}{c}
1-m_{s_{1}}^{(1)}, 1-m_{1}^{(2)}, 1,1  \tag{71}\\
m_{1}^{(1)}, m_{s_{1}}^{(2)}, 0,0
\end{array}\right] .
$$


(a) $N=2$.

(b) $m=2.5, m_{s}=2.5$, and $N=2,4,6,8,10$.

FIGURE 4. CQEI versus $\bar{\gamma}$ for i.i.d. $N *$ Fisher-Snedecor $\mathcal{F}$ distribution.


FIGURE 5. The exact PDF ( $N *$ Fisher-Sendecor $\mathcal{F}$ ) and the approximated PDF (lognormal) distributions for $m=3.5, m_{s}=1.25$ with $N=1$ and $m=6, m_{s}=5$ with $N=10$.
higher the value of fading severity or/and the value of shadowing, the higher the achieved capacity. Furthermore, it is noted that the effect of shadowing is more pronounced than that of multipath fading, which verifies the need for accurate characterization of the concurrent occurrence of these two phenomena.

## B. SPECTRUM SHARING NETWORK

Fig. 10(a) explores the influence of the peak interference power constraint $Q_{p k}$ on the OP performance for $\mathcal{R}_{0}=1$ bits $/ \mathrm{Hz}, N_{0}=1 \mathrm{~W} / \mathrm{Hz}$, fixed fading conditions, i.e., $m=$ [2.5, 2.5], and different shadowing conditions namely, light ( $m_{s}=50$ ) and moderate $\left(m_{s}=5\right)$ shadowing. The figure shows that as $Q_{p k}$ increases, the OP performance improves. As $Q_{p k}$ increases, this provides more flexibility to the SU-TX, allowing it to transmit with higher power. Also, the results, as expected, show that better performance can be attained when both links experience light shadowing conditions.


FIGURE 6. The exact PDF ( $N *$ Fisher-Sendecor $\mathcal{F}$ ) and the approximated PDF (Rayleigh) distributions for $m=3.5, m_{s}=1.25$ with $N=1$ and $m=6, m_{s}=5$ with $N=10$.

The impact of fading (i.e, $m \in\{2.5,3.5,4.5\}$ ) and shadowing (i.e., $m_{s} \in\{1.25,5,50\}$ ) experienced by the target link upon the OP performance, with $Q_{p k}=5 \mathrm{~dB}, \mathcal{R}_{0}=1$ bits $/ \mathrm{Hz}$, and $N_{0}=1$, is depicted in Fig. 10(b). It is clear that increasing $m_{1}^{(1)}$ and/or $m_{s_{1}}^{(1)}$ decrease(s) the OP. However, the effect of $m_{1}^{(1)}$ on OP is more pronounced than that of $m_{s_{1}}^{(1)}$. On the other hand, Fig. 11(a) illustrates the influence of the fading conditions (i.e, $m \in\{0.5,2.5,4.5\}$ ) of the interfering link upon OP performance under light shadowing (i.e., $m_{s}=50$ ) with $Q_{p k}=5 \mathrm{~dB}, \mathcal{R}_{0}=1 \mathrm{bits} / \mathrm{Hz}$, and $N_{0}=1$. When $m_{1}^{(2)}$ increases, the OP performance improves. It is observed that a better OP performance, at low SNR, can be achieved when the interfering link experiences severe fading conditions (lower $m_{1}^{(2)}$ ). However, in contrast to low SNR, at high SNR the OP degrades as $m_{1}^{(2)}$ decreases. Also, it is noticed that as $Q_{p k}$ becomes larger, the OP performance always improves as $m_{1}^{(2)}$ increases. Additionally, Fig. 10(b) and Fig. 11(a) show that the positive effect of $m_{1}^{(1)}$ on OP is more pronounced than that of $m_{1}^{(2)}$ when $m_{s_{1}}^{(1)}$ and $m_{s_{1}}^{(2)}$ are fixed. For example, when $m_{s_{1}}^{(1)}=m_{s_{1}}^{(2)}=50$, an OP of $10^{-6}$ is achieved at $\bar{\gamma}=13 \mathrm{~dB}$ (see Fig. 10(b)) when $m_{1}^{(1)}=4.5$ and $m_{1}^{(2)}=2.5$. On the other hand, when $m_{1}^{(1)}=2.5$ and $m_{1}^{(2)}=4.5$ (see Fig. 11(a)), an OP of $10^{-6}$ is achieved at $\bar{\gamma}=22 \mathrm{~dB}$. The effect of the shadowing conditions (i.e., $m_{s} \in\{2.5,5,50\}$ ) of the interfering link upon OP performance, with fixed fading conditions (i.e., $m=2.5$ ), $Q_{p k}=5 \mathrm{~dB}, \mathcal{R}_{0}=1 \mathrm{bits} / \mathrm{Hz}$, and $N_{0}=1$, is illustrated in Fig. 11(b). It can be seen that better OP performance, at low SNR, can be achieved when the interfering link experiences bad shadowing conditions (lower $m_{s_{1}}^{(2)}$ ). In contrast to low SNR, at high SNR, the OP degrades as $m_{s_{1}}^{(2)}$ decreases.

Fig. 12(a) and Fig. 12(b) plot the delay-limited capacity performance under different scenarios. The results in Fig.

(a) $N=4$ under different shadowing conditions for $m_{\ell}=3.5$ and $\gamma_{\mathrm{th}}=$ 0 dB .

(b) $N=\{1,2,3,4\}$ with heavy shadowing for $m_{\ell}=3.5$ and $\gamma_{\mathrm{th}}=0 \mathrm{~dB}$.

FIGURE 7. OP performance as a function of average $\operatorname{SNR} \bar{\gamma}$.

12(a) show the results for delay-limited capacity under fixed fading conditions (i.e., $m=3.5$ ), different shadowing conditions (i.e., $m_{s}=50$ (light), and $m_{s}=5$ (moderate)), and for $Q_{\mathrm{a} v g}=5,10,15,20 \mathrm{~dB}$. It can be seen that the delay-limited capacity is improved as the average interference power constraint $Q_{\text {avg }}$ increases. Besides, slightly better delay-limited capacity can be attained when both links experience light shadowing conditions. Fig. 12(b) shows the results for the delay-limited capacity under different fading conditions (i.e., $m \in\{1.5,3.5,10\}$ ) and shadowing conditions (i.e., $m_{s}=50$ (light) and $m_{s}=1.25$ (heavy)) for $Q_{\mathrm{avg}}=10 \mathrm{~dB}$. The results show that when $m_{1}^{(1)}$ increases, the delay-limited capacity increases. It is also noted that increasing/decreasing $m_{1}^{(2)}$ and/or $m_{s_{1}}^{(2)}$ has no effect on the delay-limited capacity, which is in consistent with equation (64).

(a) OP performance as a function of average $\operatorname{SNR} \bar{\gamma}$ with light shadowing ( $m_{s_{\ell}}=50$ ) for $N=\{1,2\}$ and $\gamma_{\mathrm{th}}=0 \mathrm{~dB}$.

(b) Average BEP for 4-QAM performance as a function of average SNR $\bar{\gamma}$ under different shadowing conditions for $N=\{2,4\}$ and $m_{\ell}=3.5$.

FIGURE 8. OP and Average BEP performance as a function of average SNR $\bar{\gamma}$.

Fig. 13 depicts the normalized ergodic capacity $C_{\text {erg }} / W$ performance versus $\bar{\gamma}$ for different $\gamma_{0}$ (i.e., $\gamma_{0}=5,10,15$ dB ) when both links experience similar fading conditions (i.e., $m=3.5$ ) and shadowing conditions (i.e., $m_{s}=50$ (i.e., light) and $m_{s}=1.25$ (i.e., heavy)). It is clear that as $\gamma_{0}$ increases, the ergodic capacity is increased for both light and heavy shadowing conditions. However, at low SNR, better performance can be achieved when both links experience heavy shadowing conditions. It is also noticed that as the average $\operatorname{SNR} \bar{\gamma}$ increases, the ergodic capacity becomes independent of shadowing conditions.

## X. CONCLUSION

We have derived novel exact/closed-form expressions for several performance metrics in cascaded and spectrum sharing systems in the context of Fisher-Snedecor $\mathcal{F}$ composite fading conditions, namely the PDF, CDF and moments of


FIGURE 9. Normalized capacity $C_{\mathcal{F}} / W$ performance as a function of average SNR $\bar{\gamma}$ for $N=4$ under different fading and shadowing conditions.
the product of $N \mathcal{F}$ distributed RV and the ratio of the product of $\mathcal{F}$ distributed RV. Based on these expressions, several other metrics of interest were derived which assisted in quantifying the effect of different fading and shadowing conditions. In the case of cascaded systems: (i) for fixed values of $N, m, \gamma_{\text {th }}$, the OP performance improves with increasing values of the shadowing parameter $m_{s}$; (ii) for fixed $m, m_{s}$, and $\gamma_{\text {th }}$, the OP improves with decreasing $N$; (iii) for fixed shadowing conditions, $\gamma_{\text {th }}$, and $N$, the OP improves as the fading parameter $m$ increases. For fixed $N$ and $m$, the average BEP improves with increasing $m_{s}$, while the average BER degrades for fixed $m$ and $m_{s}$, with increasing $N$. For fixed $N$ and $m_{s}$, the average channel capacity improves with increasing $m$, while it decreases, for fixed $N$ and $m$, with decreasing $m_{s}$. For spectrum sharing networks, when the multipath and shadowing parameters are fixed, the OP performance improves when: (i) the peak interference power constraints $Q_{p k}$ increases; (ii) the shadowing parameter of the target link $m_{s_{1}}^{(1)}$ increases; (iii) at low SNR, the shadowing parameter of the interfering link $m_{s_{1}}^{(2)}$ decreases, while at high SNR, when $m_{s_{1}}^{(2)}$ increases; (iv) the fading parameter of the target link $m_{1}^{(1)}$ increases; (v) at low SNR, the fading parameter of the interfering link $m_{1}^{(2)}$ decreases, while at high SNR, when $m_{1}^{(2)}$ increases. In addition, when the other parameters are fixed, the delay-limited capacity increases when the average interference power constraints $Q_{a v g}, m_{1}^{(1)}$, and(or) $m_{s_{1}}^{(1)}$ increase(s). Note that the delay-limited capacity is independent of fading and shadowing parameters of the interfering link (i.e, $m_{1}^{(2)}$ and $m_{s_{1}}^{(2)}$ ). The ergodic capacity, when both links experience similar fading and shadowing condition, improves as the shadowing parameters decrease at low SNR. However, after a certain threshold of $\bar{\gamma}$, the ergodic capacity becomes independent on shadowing parameters. Additionally, the normalized ergodic capacity improves

(a) Effect of peak interference power constraints under light shadowing with $m=$ $(2.5,2.5) . \mathcal{R}_{0}=1 \mathrm{bits} / \mathrm{Hz}$, and $N_{0}=1 \mathrm{~W} / \mathrm{Hz}$.

(b) Effect of fading and shadowing conditions of the target link with $Q_{p k}=5 \mathrm{~dB}$.

(a) Impact of fading conditions.

(b) Impact of shadowing conditions.

FIGURE 11. Impact of interfering link conditions on the OP performance as a function of average SNR $\bar{\gamma}$ with $Q_{p k}=5 \mathrm{~dB}$.
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[^0]:    ${ }^{1}$ Herein fading refers to multipath fading whereas shadowing refers to the shadowed fading.

[^1]:    ${ }^{2}$ The conditions under which the integral in (4) converges are listed in [62, Eq. (9.302)]. It is straightforward to show that the parameters of the Meijer's G-function in all equations satisfy these sufficient conditions, and therefore the Meijer's G-function converges.

[^2]:    ${ }^{3} m$ and $m_{\ell}$ are used interchangeably. This holds also for $m_{s}$ and $m_{s_{\ell}}$.

