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ABSTRACT
With product reviews growing in depth and becoming more nu-
merous, it is growing challenge to acquire a comprehensive under-
standing of their contents, for both customers and product manu-
facturers. We built a system that automatically summarizes a large
collection of product reviews to generate a concise summary. Im-
portantly, our system not only extracts the review sentiments but
also the underlying justification for their opinion. We solve this
problem through a novel application of clustering and validate our
approach through an empirical study, obtaining good performance
as judged by � -measure (the harmonic mean of purity and inverse
purity).

Categories and Subject Descriptors
H.3.1 [Content Analysis and Indexing]: Abstracting methods;
I.2.7 [Natural Language Processing]: Text analysis

General Terms
Algorithms, Experimentation, Languages, Performance

Keywords
Sentiment Analysis, Summarization, Clustering

1. INTRODUCTION
Product reviews have become an important source of informa-

tion, not only for customers to find opinions about products and
voice their comments, but also for producers to understand the
feedback on their products. In digital libraries, catalogs have also
integrated review content both from curated sources as well as from
their patrons. However, this wealth of information also makes it un-
wieldy; sense making on such a large collection is difficult at best
on products with thousands of reviews. At this scale, users and
manufacturers are unlikely to read all product reviews, however
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insightful. To address these issues, we build a product review sum-
marization system that achieves the following two important goals:
(1) to efficiently identify topics and subtopics in the reviews (prod-
uct facet identification), and (2) to summarize the corresponding
opinions into a coherent summary to users (summarization).

Unlike previous approaches, our summary captures opinions from
different dimensions of the product. More importantly, it allows a
user to quickly see how the reviewers feel about the product, yet
equip him with sufficiently detailed information.

2. RELATED WORK
We briefly review the two pertinent areas of sentiment analysis

and summarization to lay the groundwork for how our approach
differs from convention.

Research on sentiment analysis examines the detection of sub-
jectivity and opinion, and measuring its polarity (positive or neg-
ative) and its intensity, in text spans as small as individual words
up to as large as entire documents. At the word level, Hu and
Liu [6] utilized WordNet [10] to grow a initial seed list of known
orientation adjectives into a larger list that covers all the remaining
adjectives in WordNet. At the sentence level, Kim and Hovy [7]
aggregated the polarity of each individual adjective or sentimen-
tal word that appeared in the sentence itself. Their subsequent
work introduced additional sentence-surface features (e.g., counts
of positive/negative adjectives in a target sentence, or in a sentence
window around a target sentence), used in a supervising a learned
model for detection [8].

We observe that finding the sentiment polarity of the sentence is
insufficient in product reviews. It is necessary to identify the in-
ternal semantics of the opinion, as it may describe particular facets
of the target product in the review. For example, battery life, lens,
flash system, and price would be examples of facets that could be
discussed in the product category of cameras. In order to address
this problem, Ding et al. [3] proposed a system that further incor-
porated a set of complex, carefully-built grammar rules between
adjacent sentence construction as well as neighboring facets, to-
gether with a collection of comprehensive polarity-annotated lists
of idioms, nouns, verbs, adjectives and adverbs.

While the work on sentiment analysis discussed above perform
well at delimiting and extracting user opinions in reviews, they do
not aggregate these opinions together. We pursue this goal through
the use of text summarization. In fact, summarization researchers
have examined opinion summarization, even at the facet level. Hu
and Liu [6], as well as Popescu and Etzioni [11] attached sentence-
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� �
a. Lens

���: 57 sentences
1. The lens feels very solid!
2. I have taken a whole bunch of excellent pictures with this lens.
� � �

���: 15 sentences
1. I am not satisfied with the included lens kit.
2. The lens cap is very loose and comes off very easily!
� � �� �

(a) Output of summary produced by existing systems.� �
a. Lens�

��� The lens feels very solid! (+10 similar)
��� I think the lens is not worth it, it’s a bit too fragile. (+2 similar)

�
��� I have taken a lot of excellent pictures with this lens. (+7 similar)
��� Don’t buy this lens, I always get my pictures blurred. (+0 similar)

� � �� �
(b) Output of desirable summary that our proposed system aims at.

Figure 1: Comparison of summmaries obtained from (a) exist-
ing, and (b) our proposed systems.

level statistics, i.e., the number of positive/negative sentences to
facets. Subsequently, Liu et al. [9] extended the single facet-driven
summary into comparative-based summary among products in the
same category, where the orientation of all shared facets are plot-
ted together with their number of supporting sentences for visu-
alization. These works bind opinion polarity detection with in-
dividual sentences, but only address the opinions’ content mini-
mally. As the input is a set of reviews, multi-document summa-
rization approaches that address content issues are relevant. In
this area, Radev and McKeown [12] summarized news from differ-
ent sources by generating summaries using a template based natu-
ral language generation approach, using key information extracted
from each source. Their extraction approach allowed values to be
extracted only once, preventing redundancy in the output. In an-
other approach, maximum marginal relevance (MMR) [2] creates
summaries by choosing new sentences iteratively. It downweights
potential summary sentences by the amount of overlap with exist-
ing summary sentences.

These multidocument systems all work on general or news do-
mains, and have not been geared towards opinion summarization.
This is where we seek to make a contribution, as to the best of our
knowledge, no system combines sentiment analysis with multidoc-
ument summarization to generate a product review summary.

3. PROPOSED METHOD
We first examine the output of a representative existing product

review summarization – Hu and Liu’s system [5] – to justify our
proposed approach to discover the underlying reasons for users’
opinions, As shown in Figure 1, both summaries have their struc-
ture based on product facets, in which the facet Lens is shown.
However, the summary in Figure 1(a) does not attempt to organize
the positive or negative sentences beyond their polarity and users
will still need to read through the sentences to uncover the actual
reasons that justify the positive or negative sentiment. To address
this, we propose to generate the summary in Figure 1(b) which fur-
ther provides a representative reason for the sentiment and clusters
other, similar reasons to remove redundancy.

Figure 2 shows an overview of our product review summariza-
tion system, which consists of two main components: (1) prod-
uct facet identification, and subsequent (2) summarization. We de-
scribe the two components in turn.

Pre-
processing

Association 
Rule Mining

Post-
processing

Infreq. Facet 
Extraction

Opinionated Sentence Extraction

1.The lens is too 
plastic!
2.The price of this 
lens is affordable!
…

1.The output pictures
are crystal clear.
2.I like the sharpness 
of the picture.
…

…

Sentence 
Representation

Sentence 
Clustering

Compact 
Presentation

(1) PRODUCT FACET     
IDENTIFICATION

(2) SUMMARIZATION

Subtopic ClusteringProduct
Reviews

Output
Summary

(1-a)

(1-b)

(1-c)

(1-d)

(2-a)

(2-b)

Figure 2: System overview.

(1) Product Facet Identification. To identify candidate facets, we
first preprocess the input set of reviews, tagging part-of-speech,
stemming and assigning syntactic roles (Figure 2 (1-a)). We uti-
lize Stanford Part-Of-Speech (POS) Tagger1. The tagger gener-
ally performs fairly well for nouns and noun phrases (the important
classes for facet identification), even with the oddly-structured sen-
tences in the reviews. Stopwords are removed and noun2 are further
stemmed3.

The resulting list of nouns contain facets but also many extra-
neous, regular nouns. In the existing Hu and Liu system [5], the
equivalent list is not filtered further. In contrast, we introduce the
use of syntactic role information within a sentence to distinguish
genuine facets from noise. We deploy the Stanford Dependency
Parser4 to detect the role of each noun, and discard nouns that do
not play a subject or object role. Our method delivers a larger pro-
portion of legitimate nouns to the final two downstream steps.

We use association rule mining [1] (Figure 2 (1-b)) to identify
frequent explicit product facets. We run only the first phase of
the Apriori method to obtain the set of frequent itemsets (product
facets), and concurrently obtain their ranking from their support
values. This ranking is a key piece of evidence for use in the sum-
marization module in the second half of the pipeline. We attempt
to post-process to remove irrelevant facets incorrectly detected by
association rule mining by employing two commonsense heuristics
(Figure 2 (1-c)):
� Usefulness Pruning targets the removal of meaningless single-
word facets. For example, in camera reviews, life by itself is not a
useful facet, while battery life is a meaningful facet. We compute
the pure support of a facet � , defined as the number of sentences
that � appears alone, without being subsumed by any other facet.
When the support number is below a predefined threshold, we drop
the single word noun, as it can be described its superset.
� Compactness Pruning targets the removal of redundant phrasal
facet. For example, photo pixel, sample image can be replaced by
pixel and image. For each word in a candidate phrase, we compute
the ratio of support between the phrase and the individual word. If
any of a phrase’s ratios is lower than a predefined threshold, we
drop it.

Association mining does not discover facets that are infrequent
due to their low support. We use a two-step propagation method to
try to recover them. We first compile the list of opinion words that
modify frequent facets, and then in any sentence that does not con-

1http://nlp.stanford.edu/software/tagger.shtml
2We use “nouns” to refer to both “nouns” and “noun phrases”.
3Using Porter stemmer: http://www.tartarus.org/˜martin/PorterStemmer/
4http://nlp.stanford.edu/software/lex-parser.shtml
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tain a facet but does contain an compiled opinion word, the nearest
modified noun is included as a facet.

(2) Summarization. For each identify facets, summarization asso-
ciates it with relevant opinion sentences and selects a representative
to be shown for each (positive/negative) polarity. We restrict our
algorithm to extract only opinionated sentences from the reviews,
as we are only concerned on the users’ opinions (Figure 2 (2-a)).
We perform sentiment analysis based on Ding et al.’s method [3],
assigning a polarity score per sentence, calculated as the summed
polarity of its constituent words. In this approach, words have po-
larity if they are on a seed list of known-polarity adjectives, or are
connected to a seed list word through synonymous/antonymous re-
lationships.

We calculate content-based pairwise similarities between all re-
sulting opinion sentences, and then cluster them. To compare per-
formance, we tried both hierarchical groupwise-average clustering
and the non-hierarchical exchange method [13] (Figure 2 (2-b)).
We partition each facet’s sentence cluster into a positive part and a
negative part, using the sentences’ individual polarity score.

The final task is to select the most representative sentence for
each partition, which needs to cover as much information in the
other sentences. We equate coverage with similarity and choose
the partition’s centroid sentence that satisfies:

�������
�

�������

�	����
 ����� (1)

This centroid sentence is displayed to users as the exemplar for
the facet-polarity combination. In the display, we also include the
number of other sentences in the partition (e.g., “+2 similar”).

4. EXPERIMENTS
To benchmark our approach, we use publicly available sets of

reviews for 3 products (camera, phone, and DVD player) from [5].
The numbers of sentences for each of the products, camera, phone,
and DVD player are 160, 139, 111, respectively. In evaluating the
product facet identification component, we employ standard preci-
sion and recall measures. In evaluating our summarization com-
ponent, we needed to prepare our own labeled data, consisting of
sentences being partitioned into subtopics for a set of 22 facets
extracted from the 3 products. The inter-annotator agreement be-
tween two annotators was 85%. The final extraction of the data for
evaluation that reached both annotators’ consensus was 90%. Per-
formance is measured using purity, inverse purity, and ��-measure
(the harmonic mean of purity and inverse purity, weighted equally),
widely used for evaluating clustering measures [4].

(1) Results for Product Facet Identification. Tables 1 and 2 com-
pare the results of our implemented version of Hu and Liu’s sys-
tem [5], and the results when we integrate information syntactic
roles into the decision, respectively. Table 1 shows that our sys-
tem can achieve the results reported in [5]. We observe that our
system identifies most of the common facets such as: battery, pic-
ture, lens for the camera, signal, headset for the phone and remote
control, format for the DVD player. Table 2 shows that we ob-
serve an improvement in precision compared with Table 1 as more
noise has been filtered away by the incorporation of syntactic role
information. For example, in Camera, while the precision in in-
frequent facet extraction in Table 1 achieves 0.747, the precision
in infrequent facet extraction in Table 2 achieves 0.842, showing a
significant 0.095 absolute improvement.

(2) Results for Summarization. Table 3 shows the results for the
summarization component. We first note that the ��’s facet of
��	�� contains only one cluster. Looking deeper, we find our in-
put reviews for this facet only express opinions about the player’s

affordability. In such single cluster cases, our system does not im-
prove over the current state-of-the-art. On the other hand, facets
having a lot of subtopics (e.g., ���� in ������ (7 subtopics),
��� in ������ (6 subtopics), etc.) exhibit many different prop-
erties (the size, ease of use, price for the ����, or the resolution,
material, color for ���), and users discuss freely on any of these
subtopics. In such cases, our system is most beneficial in aligning
like-themed comment with each other.

Interestingly, the number of subtopics varies not only from facet
to facet, but also from product to product. In our data, the prod-
uct ������ shows the greatest number (� � on average), while
�� shows the lowest (� � on average). This shows that the
facets that belong to ������ usually have richer properties, com-
pared with those belonging to the � � product, which has a im-
pact on the performance of our clustering algorithm.

We compare the performance of our algorithms with a baseline
which randomly assigns sentences to clusters. For both the random
baseline and the stochastic non-hierarchical clustering approach,
we report the average performance over ��� trials. We see that
the overall performance of both clustering systems betters the ran-
dom baseline significantly. On the other hand, we observe small
difference in average performance between hierarchical and non-
hierarchical approach; although non-hierarchical approach tends to
perform better when the number of subtopics is large (e.g., ���
and �����	���� in Camera, ����	�� in Phone), it fares less well
on facets where the number of subtopics is small (e.g., ����	��
in DVD). We think that the flat clustering may be less sensitive to
larger number of subtopics, as every move or swap operation di-
rectly affects the objective function. However, in cases with only
a few subtopics, its move and swap operations may result in lo-
cal minima and cause termination quickly, whereas the hierarchical
approach which uses average-link distance may maintain a better
balance between clusters.

We have shown that both hierarchical and non-hierarchical clus-
tering outperform the baseline of random clustering in all of three
products. However, we observe that this margin decreases when
the number of subtopics is reduced. Our further examination shows
that this is expected by chance, as with fewer subtopics, the random
guess will be correct a larger percentage of time.

5. CONCLUSION
In this work, we have proposed a system that can summarize

product reviews, and further organizes the reviews into a struc-
tured, extractive summary. A key insight of our work is that prod-
uct reviews need to be organized further than just at the facet level
as even individual facets often consist of subtopics. Our system’s
summaries go deeper in organizing its summary by aligning user’s
opinions about different subtopics of a product’s facets. In the first
component that identifies product facets, we demonstrated that per-
formance can be improved by utilizing syntactic role information
within a sentence. In the second summarization component, we
employed two clustering methods to identify these subclusters, and
further extract a representative compact sentence examplifying sen-
timent. From our experiments, we conclude that both clustering
methods are effective but that a hybrid combination may yield bet-
ter performance.

Several extensions from our current system are possible. Dif-
ferent brand names that belong to a particular product class (e.g.,
Nikon, Canon (Camera); Pioneer (DVD); iPod (Music Player), etc.),
or product/manufacturer names of the accessories that go together
with the main product (e.g., Kingston (memory card for cameras),
Nvidia (graphic card for computers), etc.), are all treated as gen-
uine facets in the annotation from the dataset. However, in most
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Table 1: Performance of the product facet identification component – Hu and Liu [5].
Data Number of manually Association mining Post processing Infrequent facet

extracted facets Recall Precision Recall Precision Recall Precision
Camera 79 0.671 0.552 0.658 0.825 0.822 0.747
Phone 67 0.731 0.563 0.716 0.828 0.761 0.718
DVD 49 0.754 0.531 0.754 0.765 0.797 0.793

Average 65 0.719 0.549 0.709 0.806 0.793 0.753

Table 2: Performance of “product facet identification” component – Hu and Liu [5] + syntactic role.
Data Number of manually Association mining Post processing Infrequent facet

extracted facets Recall Precision Recall Precision Recall Precision
Camera 79 0.671 0.646 0.658 0.894 0.822 0.842
Phone 67 0.731 0.648 0.716 0.903 0.761 0.769
DVD 49 0.754 0.610 0.754 0.818 0.797 0.867

Average 65 0.719 0.634 0.709 0.872 0.793 0.826

Table 3: Summarization component performance.
Data Facet Number of manually Hierarchical clustering Non-hierarchical clustering Random clustering

defined clusters ������ �-������ �� ������ �-������ �� ������ �-������ ��
Battery 4 0.864 0.591 0.702 0.864 0.636 0.733 0.864 0.455 0.596
Memory 3 0.643 1.000 0.783 0.643 0.786 0.707 0.500 0.643 0.563

Flash 4 0.556 0.722 0.628 0.667 0.722 0.693 0.500 0.611 0.550
LCD 6 0.478 0.826 0.606 0.565 1.000 0.722 0.348 0.739 0.473

Camera Lens 7 0.792 1.000 0.884 0.792 1.000 0.884 0.500 0.667 0.571
Megapixels 5 0.621 0.483 0.543 0.724 0.552 0.626 0.552 0.414 0.473

Mode 6 0.813 1.000 0.897 0.813 1.000 0.897 0.500 0.625 0.556
Shutter 6 0.643 0.929 0.760 0.643 0.929 0.760 0.429 0.786 0.555
Average 5.13 0.676 0.819 0.725 0.714 0.828 0.753 0.524 0.617 0.542

Battery 3 0.824 0.765 0.793 0.765 0.706 0.734 0.706 0.588 0.642
Camera 3 0.727 0.636 0.679 0.727 0.636 0.679 0.727 0.545 0.623
Headset 4 0.467 0.733 0.570 0.400 0.600 0.480 0.400 0.667 0.500
Radio 3 0.737 0.737 0.737 0.737 0.737 0.737 0.737 0.579 0.648

Phone Service 5 0.438 0.875 0.583 0.563 1.000 0.720 0.375 0.625 0.469
Signal 3 0.824 0.941 0.878 0.824 0.765 0.793 0.824 0.588 0.686
Size 3 0.760 0.680 0.718 0.920 0.680 0.782 0.720 0.520 0.604

Speaker 4 0.684 0.895 0.775 0.684 0.789 0.733 0.684 0.632 0.657
Average 3.50 0.682 0.783 0.717 0.702 0.739 0.722 0.647 0.593 0.604

Price 1 1.000 0.714 0.833 1.000 0.762 0.865 1.000 0.524 0.688
Remote 4 0.625 0.750 0.682 0.563 0.750 0.643 0.500 0.688 0.579
Format 1 1.000 0.714 0.833 1.000 0.571 0.727 1.000 0.500 0.667

DVD Design 1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Service 1 1.000 0.739 0.850 1.000 0.522 0.686 1.000 0.522 0.686
Picture 4 0.800 0.850 0.824 0.800 0.850 0.824 0.450 0.500 0.474
Average 2.00 0.904 0.795 0.837 0.894 0.743 0.791 0.825 0.622 0.682

cases, they appear together with some other facets when compar-
ison is made between that product and its competitors (e.g., “My
Canon camera has longer battery life than Nikon”). In certain cases,
such entities are better linked to as a separate resource and excluded
from the current product’s summarization. We leave this as a chal-
lenge to future work to build a module that recognizes these proper
names and processes them appropriately.
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