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Abstract 

Considerable interest has been generated recently 
In the use of h1gh-Z semiconductors for x-ray spectros­
copy. To aid in this study, a Monte-Carlo computa­
tional nodel has been used to simulate r.-ray spectral 
response in semiconductor detectors. The model employs 
one-dimensional charge collection in an arbitrary 
electric f ield profile and includes trapping and elec­
tronics system effects. Spectra are calculated for 
several materials, including Hglj and CdTe, and are 
compared to experimental results. 

Introduction 

Recent workl- 7 on high-Z, ambient operating tem­
perature semiconductor detector materials, particularly 
Hgl2 and CdTe, has indicated the importance that charge 
transport and trapping effects wil l have in limiting 
detector performance. The ambient temperature require­
ment implies that the bandgap should be 2 1.5 eV to 
reduce intrinsic detector noise to an acceptable level. 
Since a general inverse dependence of mobility upon 
bendgap exists,® limitations caused b u low carrier 
mobilities may be expected. A most useful figure of 
merit for charge transport is the mean length before 
trapping (La or L n) given by the product of the 
mobility (p), trapping time ( T + ) and electric f ield 
(E). For example, in germanium at 77°K, L e a L n 2- 10* 
cm which is much greater than the detector length, 
DL * 2 cm. By way of contrast, measurements on Hglj 
at 300°K (perpendicular to the natural cleavage plane) 
indicate Q s= I cm and L n s 0.1 cm compared to a 
t*n1cal detector thickness of DLaO. l cm. The corn­
el ation of low mobilities and short carrier lifetimes 
results in trapping lengths comparable to detector 
lengths and makes the prediction of detector system 
performance nontrivial but may account for many 
observed spectral effects in wide bandgap semi­
conductors. 

Several analytical models9"1 1 have been described 
to predict the effect of transport properties on spec­
tral peak shape and charge collection efficiency. The 
analytical nature of these models gives one a feeling 
for the relevant parameters and their effects; however, 
they do not include nonanalytlcal electric f ield pro­
f i l es , Compton absorption, x-ray and electron escape, 
amplifier noise, and pulse shaping time-constant 
effects on the total detector system spectral response. 
This last effect, for example, is of major Importance 
In Hgl? where the transit time for holes parallel to 
the c axis across a one millimeter thick detector 1s 
typically several microseconds. A Monte-Carlo computer 
code was written that would accommodate the above 
effects and predict x-ray and low energy x-ray spectra 
for a given source. This model is useful for a variety 
of applications such as the abi l i ty to predict the 
upper useful size l imit of a given crystal before i t is 
grown to that size by using the transport properties 

* This work performed under the auspices of the U.S. 
Atomic Energy Conroission. 

measured on the best available small crystals. I t is 
also of assistance 1n understanding the effects on 
spectral performance caused by dead layers, nonuniform 
electric fields and polarization, trapping, detector 
geometry, and electronics system noise and time con­
stants. For well characterized materials such as ger­
manium, the code will be useful for optimizing the 
detector geometry, source-detertor orientation, and to 
estimate photopeak detection i- low count rate 
situations. 

Computational ?«del 

The model 1s naturally divided into two major 
parts. The f i r s t part is the energy (or charge) 
deposition and the second part is the charge transport 
and system electronics. This division is also computa­
tionally eff icient since a given set of in i t ia l charge 
distributions may be stored and used several times with 
different transport and electronics parameters. Desir­
able physical processes for the energy deposition part 
include the photoelectric effect; Cotton sc?t te r in n

; 

pair production, ionization energy loss, fluorescence, 
bremsstrahlung, knock-on electrons, and Auger electron 
emission. ETRAN and SANDYLl2>13 are Monte-Carlo codes 
that incorporate the above effects; they are currently 
being adapted for use with the charge transport part of 
the model. The preliminary results that follow use 
only the photoelectric absorption process and do not 
include electron escape. The range of photon energies 
is such that the photoelectric cross sections are 
approximately ten times that for Compton. In addition, 
the assumption of point interactions and no electron 
escape Is a reasonable approximation 1n this energy 
range. 

The transport part of the model Is one-dimensional. 
The detector 1s divided into a series of slabs perpen­
dicular to the electric f ie ld . The spatial and tem­
poral history of the electron and hole charges in each 
slab are followed separately until the charge reaches 
an electrode or is completely trapped. The incremental 
induced charge on the electrodes is followed temporally 
for a l l charge groups. When a l l charge groups have 
stopped dri f t ing, the final signal, which is the induced 
charge on the electrodes as a function of time, 1s com­
puted. Three basic approximations are made. F irst , 

.the in i t ia l charge distribution is assumed to have a 
negligible perturbation on the internal electric f ie ld 
of the device. This is a good approximation for photon 
energies less than a few MeV at typical spectrometer 
count rates. Second, only single photon events are 
allowed. Third, detrapping is not Included in the 
model. For most applications, the detrapping time is 
much greater than the shaping time, thus the effect 
is negligible. 

Statistical fluctuations enter Into the calcula­
tions in several places. First , the energy of the 
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photon Is selected randomly from the Input spectrum 
according to its weight. After the photon absorption 
processes are complete, the entire resulting electron-
dole pair distribution is subjected to a Gaussian 
fluctuation modified by a Fano factor. Each charge 
group Is repeatedly allowed to drift an amount Ax, the 
Independent variable. The elapsed time, the dependent 
variable, is computed using the average electric field 
and then the subsequent amount of trapped charge is 
calculated and is subjected to a Gaussian fluctuation. 

'• The average amount of charge in the group in drifting 
the amount Ax is used to calculate the incremental in-
'duced signal. The incremental induced charge AQ 
Induced on the detector capacitance by a charge q 
•oving along the electric field is given by 

V AQ . q EM-ix" (1) 

where V Is the potential across the detector. The 
f i n a l charge pulse as a function of time is then mu l t i ­
p l i ed by a f i l t e r function to account for the integra­
t i o n and d i f fe ren t ia t ion time constants. F ina l l y , the 

_ — resu l t ing peak signal is subjected to a Gaussian noise 
f luc tuat ion to simulate electronic noise sources. 

Computed and Experimental Results 

I n i t i a l results were calculated fo r charge col lec­
t i o n along the c axis in Hgl^- 1 " n e mobi l i t ies used, 
Ve • 96 cm2/v-sec and u|> « 3 cn 2/V-sec (denoted by UE 
and UH in the computer generated p lots) are average 
reported va lue r . - ' ' Ti<? Ita^^iny limes, in Seconds, 
f o r electrons and holes are denoted by TE and TH 
respectively. In addi t ion, the detector length in cm, 
DL. and the detector bias i n vo l t s , V, are shown in the 
p lo ts . The alphanumeric 10 l ine has the detector 
n a t e r i a l , the source spectrum, and the data filename 
preceded by a sign which indicates the po lar i ty of the 
electrode the source i s incident upon, [ f the f i l e ­
name 1s succeeded by an "E" , a nonuniform e lec t r i c 
f i e l d was used. In Figures 1-7 and 11-12, the integra­
t i o n and d i f ferent ion time constants are T I = -rn. = 3 
usee and the electronic noise is 1.5 keV FWHM referred 
t o Hgl?. 

Figures 1-5 show the ef fect of changing only the 
detector length, DL, while holding the e lec t r i c f i e l d 
and a l l other parameters constant. The average 
penetration depth (x) for the 59.54 keV x-ray a f ter 
normalization by the detector length i s also shown in 
the f igures. The shoulder ef fect on the 59.54 keV 
x-ray photopeak in Figure 2 has also been experimen­
t a l l y observed; the loaer edge of the 59.54 keV photo-
peak at 44 keV is due to hole col lect ion of the events 
occurring near the anode and the upper edge at 60 keV 
Is due to electron col lect ion of events near the 
cathode. As the thickness increases, the hole col lec­
t ion becomes increasingly worse un t i l predominately 
one-carrier col lect ion prevails (Figure 5} where some 
electron trapping has caused downshifting of the photo-
peaks, f igure 4 includes an experimental spectrum on a 
1.1 mm thick detector. The experiment peak at 31 keV 
I s a fluorescent iodine escape peak and is not included 
1n the absorption processes of th is model. The model 
only aid& noise when an event is processed, so a strong 
electron! :s noise t a i l i s not expected in the computed 

spectrum. The energies 1n kev and weights of the 24lAm 
source spectrum are'5,16 n .gg (.0117); 13.9 (.1783); 
17.8 (.1932); 20.8 (.0446); 26.35 (.0371); 59.54 (.5351). 
The major features in the computer generated plots are 
the re lat ive peak heights, the peak positions and 
shapes, and the background below the peaks. A l l the 
figures are based on 50,000 absorbed photons. 

The degradation of resolut ion caused by hole t rap­
ping in Figure 4 is emphasized by keeping a l l the para­
meters of Figure 4 constant and moving the source from 
the cathode to the anode. The resul t ing spectrum in 
Figure 6 is even a l i t t l e opt imist ic compared to exper i ­
mental resu l ts ; tne lower edge of the 59.54 keV r i t o -
peak at 6 keV is usually not seen experimentally. 

Peaking of the e lec t r i c f i e l d near the cathode in 
Hgl j Is suspected from photoconductivity observa­
t i o n s . * * ^ Contact work function ef fects and the ion­
izat ion of traps are l i ke l y explanations of the non­
uniform e lec t r i c f i e l ds . Recent measurements at our 
laboratory indicate substantia! device polar izat ion 
from dist r ibuted trap ionizat ion in Hg l j . Figure 7(5'Co) 
shows that a substantial background and low energy 
noise- l ike t a i l are the major effects of a l inear ly 
decreasing e lec t r i c f i e l d . The energies in key and 
weights of the 5?Co source are'5.16 14.36 (.0397); 
121,97 (.8087); 136.33 (.1016). The counting ef f ic iency 
on the 121.97 kev" photopeak has been great ly reduced by 
the nonuniform f i e l d since signal contr ibut ion from 
holes 1s great ly reduced. The e lec t r i c f i e l d o ro f i l e 
1s Intended to be a simple hypothetical case. Real 
e lec t r i c f i e l d prof i les might be expected to be some­
what parabolic wi th abrupt slope changes near the 
contacts. 

Simulation of high snergy performance h ; i not yet 
teen done. However, detector D19, which is well behaved 
and characterized in terms of agreement with calculated 
spectra (as i n Figure 4 ) , has been used t o measure 
higher energy x-rays. Figure 3 shows the ef fect o f 
increasing photon energy on resolut ion. Figure 9 shows 
the performance of 019 (1.1 mm th ick) fo r ' 3 , C s . The 
large low-energy t a i l i s due to electron and Comoton 
escape. The photopeak takes on the shape of a shelf 
which is to be expected for s ingle-carr ier co l lect ion 
when the tota l volume is uniformly i r rad ia ted .^ 

Figure 10 shows the combined spectrum of 57co and 
24lAm, weighted 2:1 respectively, for CdTe with a non­
uniform e lec t r i c f i e l d , ihe f i e l d p ro f i l e is shown 
schematically in the f i gu re ; the contact regions are 
ef fect ive ly dead layers. The simulated dead layers are 
75 urn thick and are created by using a weak f i e l d 
region with 0.1 V/cm. The detector and electronic 
noise was 1020 rms electrons (10 keV FWHM) and TJ * 
T 0 = 0.1 usee. Only a rough comparison is intended 
between the experimental and computed spectra of Figure 
10. The real detector has a planar contact and in 
opposite point contact geometry and the model imolies a 
planar-planar contact geometry with i t s one-dimensional 
charge c o l l a t i o n . I f two-dimensional charge col lec­
t ion were employed in the model, then the computed 
peak-to-valley rat ios would decrease and resemble the 
experimental values more closely. 

Thus f a r , performance results for Hgl2 and CdTe 
for high energy photons is discouraging. The question 
is raised as to whetner any high-Z semiconductor is of 
interest as a detector mater ia l . Af ter a cursory exam­
ination of the known proDerties of binary semicon­
ductors, one can speculate the existence of a material 



test suitable for h1gh-Z photon detection. The bandgap 
should be reasonably low to allow for the highest mobil­
i t i e s , but s t i l l greater than 1.5 eV to allow ambient 
operation. Ue have considered a hypothetically plausi­
ble eaterial called tdealium with a bandgap of 1.7 eV, 
He « 500 cm2/v-sec, Wi =• 100 cmZ/V-sec. T£ » TJ * 1 
usee, and an effective Z similar to Hgl2. The simu­
lated spectra of 57co with an Idealium detector are 
Shown in Figures 11 and 12. Figure 11 is dominated by 
electron transport and looks fair ly reasonable. 
Figure 12 is dominated by hole transport and shows con-

: slderably worse performance. For Idealium, L e = 5 an, 
Lh " 1 cm, and OL =• 0.5 cm; thus, the problem of marginal 
tiio-carrier collection is very much evident in spite of 
I ts optimistic transport properties. 

Conclusions 
Evaluation of high-Z semiconductors as spectro­

meters is d i f f icul t and uncertain in terms of determin­
ing actual performance limitations. To faci l i tate 
doing this , a detector x-ray spectrum simulation model 
his been developed and used to estimate transport pro­
perties by curve f i t t i n g , predict the performance of 
new materials, and optimize detector system performance 

- for existing materials. The computed and experimental 
results indicate that where marginally lew trapping 
lengths and/or mobilities prevail, a detector employing 
predominantly one-carrier collection may give the best 
results for certain photon energies. Under these cir-
cuastances, the results indicate that there may be non-
orthodox approaches to malting the detectors usable for 
some applications. The future for detection at higher 
photon energies is less clear since the relative 
penetration is deeper. This results in the necessity 
of eff icient two-carrier collection as well as homoge­
neous transport properties. 
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Fig. 1. Simulated 241^,, spectrum using 500 channels 
with the source incident on the cathode of 
Hgl2. The detector thickness is 35 urn. Fins. 
1-5 are a series where all parameters are con­
stant Including the electric field and only 
the detector thickness (DL) changes. 
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Fig. 2. Simulated 241flm spectrum with the source 
incident on the cathode of Hgl2. The detector 
thickness is 60 urn. 
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Fig, 4. Simulated *4 ,fim spectrum with the source 
incident on the cathode of Hglj compared to an 
experimental spectrum taken with a detector 
2x2x1.1 mm thick. The model detector is 
1.0 run thick. 
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UH= 3.00E»00 TH= 3.30E-07 V= I.OOE-02 

Fig. 3, Simulated 24lAm spectrum with the source 
Incident on the cathode of Hglj. The detector 
thickness is 100 urn. 
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3" Fig. 5. Simulated 2*'*ra spectral with the source 
incident on the cathode of Hglz. The detector 
thickness is 5.0 taa. 
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Fig. 7. Siniitted 5'Co speetrw with the source 
incident on the cathode of Hglj. The electric 
field profile is schematically shown. 
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Fig, 6. Simulated 241fei spectrum with the source 
incident on the anoce of Hgl2. The other 
parameters are unchanged from Fig. 4. 

Fig. 8. S'Co and 2*'Am soeetrun taken with Hglj 
detector 019(2x3x1.1 ran thick). The detector 
Mas us 1 kv and the sources were incident 
on the cathode. 



compton 662 

! 

-Fig. 

Entrgy IktV) 

9. 5 7 C o and ' 3 7Cs spectrum taken with the sources 
Incident on the cathode of Hglj detector 019. 
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Fig. 11. Simulated spectrun o f 57Co wi th the source 
Incident on the cathode of the hypothetical 
material Idealium. 
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Fig. 10. Simulated spectrum of 5 7Co and 2 4 'Am with the 
sources incident on the cathode of CdTe. The 
experimental detector was par t ia l l y col 1 i -
mated and had a thickness 1.5 mm and a bias 
of 850 vo l ts . 

Fig. 12. 

IDEALIUM C057 -SPEC21 11/S0/74 
l€« 5.00E-02 TE» .'.00E-05 01 = 5.00E-0I 
UH« I.00E-02 TH= 1.00E-06 V= 5.00E-03 

Simulated spectrum of 5?co with the source 
incident on the anode of the hypothetical 
material Idealiim. The other parameters 
arc unchanged from Fig. II. 


