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ABSTRACT

The nature of alterations to dynamics and vitrification in the nanoscale vicinity of interfaces—commonly referred to as “nanoconfinement”
effects on the glass transition—has been an open question for a quarter century. We first analyze experimental and simulation results over the
last decade to construct an overall phenomenological picture. Key features include the following: after a metrology- and chemistry-dependent
onset, near-interface relaxation times obey a fractional power law decoupling relation with bulk relaxation; relaxation times vary in a double-
exponential manner with distance from the interface, with an intrinsic dynamical length scale appearing to saturate at low temperatures; the
activation barrier and vitrification temperature Tg approach bulk behavior in a spatially exponential manner; and all these behaviors depend
quantitatively on the nature of the interface. We demonstrate that the thickness dependence of film-averaged Tg for individual systems
provides a poor basis for discrimination between different theories, and thus we assess their merits based on the above dynamical gradient
properties. Entropy-based theories appear to exhibit significant inconsistencies with the phenomenology. Diverse free-volume-motivated
theories vary in their agreement with observations, with approaches invoking cooperative motion exhibiting the most promise. The elastically
cooperative nonlinear Langevin equation theory appears to capture the largest portion of the phenomenology, although important aspects
remain to be addressed. A full theoretical understanding requires improved confrontation with simulations and experiments that probe
spatially heterogeneous dynamics within the accessible 1-ps to 1-year time window, minimal use of adjustable parameters, and recognition of
the rich quantitative dependence on chemistry and interface.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5129405., s

I. INTRODUCTION

Diverse glass-forming liquids exhibit profound alterations of
their dynamics in the nanoscale vicinity of interfaces. These changes
can involve shifts in the local or film-averaged glass transition tem-
perature of 50 K or more (increase or decrease), inferred shifts
of relaxation time of eight decades or more, and large changes in
other dynamic and mechanical properties such as viscosity, elastic

modulus, and diffusion constant.1–9 They occur in experimental sys-
tems as diverse as block copolymers,10–17 layered polymers,14,18–21

ionomers,22–26 semicrystalline polymers,27–34 polymer nanocompos-
ites,35–42 polymeric nanoparticles,43–45 filled elastomers,46–49 super-
cooled liquids in nanopores,50,51 and micellar droplets,5 in addi-
tion to the baseline class of systems discussed here—thin films of
atoms, colloids, molecules, and homopolymers [see Fig. 1, rendered
with Visual Molecular Dynamics (VMD)52]. These effects have
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FIG. 1. Visualizations of simulations of freestanding, supported, and capped films, with the latter two employing crystalline walls as substrates. Blue beads are polymer repeat
units; gray beads are crystalline walls. In general, one defines a film thickness h and a distance from the interface z. The latter can be defined relative to either interface, with
the two z’s being physically nonsymmetric in the supported film only. For all interfaces, the precise microscopic dividing surface (z = 0) is a matter of convention. Simulations
employ periodic boundary conditions in the directions parallel to the interfaces (normal to z).

significant implications for the design and performance of
nano-structured materials with applications ranging from micro-
electronics fabrication53 to structural materials to next-generation
energy generation and storage devices.54,55 Alterations in mobility at
free surfaces are also critical to the creation of vapor-deposited ultra-
stable glasses56–58 and to translational diffusion at vapor surfaces,
which can be 4–10 decades faster than expected in a bulk mate-
rial at the glass transition temperature Tg.

59,60 From a fundamental
standpoint, the field has been partially motivated by the proposition
that studying confined glass-forming liquids may elucidate underly-
ing key length scales and mechanisms of the glass transition in the
homogeneous and isotropic bulk state.2,61–64

The origin of large near-interface alterations in dynamics and
glass formation behavior has been a major open question over
the past 25 years.1,3–6,62,65,66 The most fundamental issue is the
nature of near-interface spatial gradients in dynamical and mechan-
ical properties. Although experiments can probe the deeply super-
cooled low temperature regime, they typically cannot directly mea-
sure these spatial gradients at the nanometer scale. Instead, they
commonly only infer limited coarse-grained information from film-
averaged measurements, often via a binary 2-layer description. Sim-
ulations can probe dynamical gradients with high spatial resolution,
but they typically access only 3–6 decades of the relaxation time
in coarse-grained models over a temperature range far above the
laboratory Tg.

Nevertheless, much progress has been made using simula-
tions, which have evolved67 from accessing temperature ranges
corresponding to only 2–3 decades of bulk relaxation time vari-
ation 15–20 years ago68–72 to temperatures accessing 5–6 decades
in the longest simulations today,67,73,74 with a much larger body
of important simulation work in the vicinity of 4 decades. Sim-
ulations indicate that the gross phenomenologies in diverse sys-
tems with analogous interfaces are quite similar.75 Alterations in
dynamics appear to be dominated by interfacial effects rather
than a finite-size length-scale truncation effect, with these effects
‘nucleated’ at the interface and transferred into the material to

create a mobility gradient.2 Sample-averaged measures of Tg shifts
and dynamics reflect some weighted average over this gradient, with
the direction of change depending on chemical details of the inter-
face including “softness,” topographical roughness, and attractive
interactions with the liquid film. Based on simulations, the form and
range of dynamical gradients appear to be qualitatively similar across
diverse systems, suggesting a possible common underlying leading
order mechanism.75 However, chemical details do play a quantita-
tively large role in determining the absolutemagnitude and direction
of effects.

Intuition suggests that interfacial dynamics are somehow
related to their bulk glassy analog, although this connection is com-
plicated by the presence of anisotropy and symmetry-breaking near
interfaces. Despite the many proposed theoretical frameworks for
the bulk glass transition, there is a lack of broad consensus regard-
ing its mechanistic origin.63,76,77 This is due, in part, to a paucity of
successful efforts to systematically confront theories with empirical
data without the introduction of adjustable parameters, which lim-
its their discrimination and falsification. A similar situation exists
for the putatively more difficult problem of spatially heterogeneous
interface-induced effects on glassy dynamics and Tg. Many
theoretical ideas have been proposed, but meaningful progress
requires a systematic effort to empirically falsify or validate the var-
ious propositions. Here, we focus on progress and key next steps
toward answering this question: to what extent does any proposed
theory of glass formation and dynamics near interfaces and under
nanoconfinement predict and explain the empirical phenomenology?
We discuss this within the context of four guiding principles:

(1) By the term “glass transition,” we refer to the practical
dynamic arrest process, wherein relaxation times grow dra-
matically on cooling and ultimately exceed the experimental
or simulation time scale. We believe that the ultimate the-
oretical goal should be to predict dynamics, and any causal
connection with equilibrium structural or thermodynamic
properties, near interfaces.
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(2) Efforts to distinguish between distinct theories should focus
on testable predictions within the 1 ps to 1 year range that
defines the dynamical window that is empirically accessible
via the combination of experiment and simulation.

(3) Theories should strive to confront empirical data without
introducing adjustable fit parameters, given lessons learned
from the bulk glassy dynamics problem regarding the inabil-
ity to distinguish between distinct physical ideas if multi-
parameter fit functions are invoked. Ideally, this would be
done with the use of no adjustable parameters, but per-
haps a more realistic intermediate goal is for theory to
test concrete predictions against simulation or experiment
for multiple physical properties with minimal adjustable
parameters.

(4) Given the strong role of chemical details of the interface and
liquid in determining the magnitude and direction of inter-
facial effects on dynamics, prediction of chemistry depen-
dence should be a key theoretical goal, both for its impor-
tance to materials science and because these dependences
potentially point to and constrain the underlying physical
mechanisms.

With these principles in mind, we begin by describing major
phenomenological aspects of near-interface glassy dynamics that
have emerged from experiments and simulations and that provide
promising targets for empirical confrontation with theory. We then
survey the extent to which various theoretical frameworks accord
with this phenomenology and discuss, where available, theoreti-
cal predictions that can potentially be tested in future experiments
and/or simulations. Finally, we identify emerging opportunities to
better confront theory with empirical data. Throughout this article,
we focus primarily on perhaps the simplest and most widely studied
class of systems: thick and thin films with one or two interfaces of
diverse nature.

II. PHENOMENOLOGY

Progress toward an understanding of interface effects on glassy
dynamics has been hindered by experimental complexities and limi-
tations. The real-world phenomena depend onmany factors, includ-
ing the softness and structure of the confining interface, strength
of interfacial attractive interactions, temperature relative to the
bulk Tg, chemistry, and the nature and time scale of measure-
ment method. Recent work has found that interpretation of the
most commonly measured film-averaged experimental probes of
dynamics and glass formation is complicated by several confounding
factors:● Sample averaged measures of Tg and other observables can

reflect nonlinear weightings over dynamical gradients that
can be strong, nonintuitive, and technique dependent.8,78–90● The strength of observed interfacial effects can depend
appreciably on temperature, chemistry, and the time scale
or frequency of measurement.61,91–95● “Two-layer” models (a near interface layer plus bulk layer
description) have historically been employed to interpret
a substantial fraction of sample-averaged data but do not
faithfully reflect the microscopic reality of near-interface
dynamics and continuous gradients.

For these and other reasons, while experimental data have played
a central role in revealing the presence of alterations in dynam-
ics near interfaces and elucidating the contours of its macroscopic
effects, it is extremely challenging to extract from experiments
alone a general microscopic picture of glassy dynamics near
interfaces.

Simulations have provided some of the most direct data regard-
ing spatially resolved dynamical changes near interfaces, and over
the last decade, they have led to a rich picture of the microscopic
phenomenology. The fairly small time scales accessible to molec-
ular dynamics simulations do raise questions regarding whether
they reflect the physical behavior probed in experiments. Several
factors appear to at least partially mitigate this challenge. First,
recent simulations report on longer relaxation times approaching
100 ns–1 μs.63,67,73 This often exceeds the experimental dynamic
crossover time scale to the deeply supercooled regime of bulk
glass-formation physics,77,85,96–100 and it also approaches the upper
range of frequencies accessible to typical thin film experiments
(in most cases, at most 105–106 Hz via dielectric spectroscopy101).
Second, recent long-time simulations have observed an appar-
ent saturation (or near-saturation) of the intrinsic length scale
of dynamical gradients of relaxation, suggesting that, at least in
thin films, simulations can reach the effectively low-temperature
limit for this aspect of the problem.73,74,102 Third, the simulation-
based scenario accords with experiments at much longer time
scales in multiple respects. For example, simulations often find
that the film-averaged glass transition temperature as a function
of film thickness, Tg(h), when normalized to the computed bulk
Tg, is very similar, in both magnitude and functional form, as
to what is observed experimentally, despite the 7–10 decades of
relaxation time difference.2,9,103 The physical reason for this cor-
respondence has remained poorly understood and is discussed
below.

With the above in mind, we now discuss specific aspects of
the phenomenology of near-interface dynamics and glass-formation
that in our view provide key points of comparison with theory.
Our initial focus is on dynamics near vapor surfaces since its phe-
nomenology appears to involve the highest degree of universality.
General aspects of solid surface systems are also discussed, fol-
lowed by the dependence on nonuniversal details of the confining
interface.

A. Interfacial origin

Extensive evidence from simulation and experiment indicates
that alterations in film-averaged dynamics and Tg are primarily
driven by an interface effect rather than by a finite size trunca-
tion of a bulk length scale. Early direct evidence for this was pro-
vided by fluorescence measurements (which effectively probe local
density) of gradients in Tg at the surface and substrate of a sup-

ported polymer film.104 Subsequent studies with this pseudother-
modynamic method measured Tg gradients near various polymer
interfaces, with a return to bulk-like behavior observed at a suf-
ficient distance from the interface.20,21,105 However, the minimum
resolvable feature of the gradient was greater than 10 nm such that
each reporting layer averaged over a substantial fraction of the gra-
dient. Recent extension of this method to microphase-separated
block copolymers has yielded the first reports of dynamical gradients
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approaching a nanometer resolution.17 While these methods suggest
significant quantitative nonuniversality associated with the mate-
rial and constraining interface, the results appear consistent with
qualitative universality of dominance by surface-induced dynamical
gradient effects.

Direct dynamical measurements also yield results consistent
with an interfacial origin of these effects. They typically extract
information about the dynamical gradient based on an operational
two-layer description, wherein a film has a perturbed region close
to the interface and a bulk-like region farther away. Experimen-
tal probes of time-dependent dye reorientation by Paeng and Edi-
ger,106–108 while not spatially resolved, have indicated the pres-
ence of a fast process below the bulk Tg in freestanding polymer
thin films that can be most rationally attributed to a liquid-
like surface “mobile layer” that exhibits faster relaxation than the
criterion for bulk vitrification (∼100 s). For example, in polystyrene
(PS) thin films, the fast process relaxation time at a temperature
only 5 K below the bulk Tg is 10 000 times smaller than expected
from bulk behavior. The average relaxation time of this process
exhibits a much weaker temperature dependence (roughly Arrhe-
nius) than the bulk liquid. Its associated time correlation func-
tion appears to be more nonexponential (stretched) than in the
bulk,108 suggesting the existence of a broad dynamical gradient near
the vapor surface. The inferred thickness of this gradient varies
from approximately 4 to 8 nm (depending on polymer chemistry)
near the bulk Tg, shrinks with cooling, and vanishes at ∼(0.88 to
0.92) Tg,bulk, when its relaxation time exceeds the experimental time
scale.

An alternative probe of a surface liquid layer is to measure
how nanoparticles embed into the vapor surface of glassy polymer
films.92,109,110 Results are consistent with a liquidlike layer of signifi-
cant thickness, which shrinks with cooling.8,82 These measurements
are potentially not of a linear response nature and involve mechan-
ics issues that may complicate their interpretation.111 However, vis-
coelastic measurements point toward a similar physical picture.
Measurements of surface recovery after nanoindentation suggest the
presence of amobile layer that persists to low temperatures.91 Obser-
vations of viscous capillary leveling of a step change in the thickness
of a polymer film near Tg reveal a transition from whole-film bulk
flow to surface-only flow near Tg, indicative of a surface mobile

region.112 The most direct spatially resolved evidence from viscous
measurements, using a noncontact shear rheometry method, found
a viscosity reduction at the surface of a low-molecular-weight glass-
forming polymer film with a corresponding viscosity enhancement
at the substrate.113

Simulations also strongly suggest a dominant role for interfacial
gradients in systems as diverse as freestanding films,68,73,81,82,103,114–122

supported films,68,122–125 capped films,2,69–72 polymer nanocompos-
ites,35–37 polymeric nanoparticle liquids,45 ionomers,25,26 nanolay-
ered polymers,19 self-assembling block copolymers,16,126,127 and
semicrystalline polymers.34

There is perhaps some limited experimental evidence for gen-
uine finite size confinement effects on the glass transition of cer-
tain liquids in small pores128 and perhaps other systems such as
droplets or micelles,5 but its generality remains unclear. The exten-
sive evidence surveyed above indicates that such effects do not play
the dominant role in a large fraction of confined glass-forming
liquids.

B. Onset phenomena and nature of dynamical
relaxation gradients

The spatial form, amplitude, range, temperature and density
dependences, and low-temperature fate of the dynamical gradient
provide some of the most fundamental and potentially useful data to
distinguish between different proposed theories. A combination of
simulation and experiment points to the following phenomenologi-
cal picture:● Interfacial dynamical gradients smoothly evolve as a func-

tion of control parameters but only become pronounced for
relaxation times above a nonuniversal “onset” time scale τ∗

(i.e., below an onset temperature T∗). The chemistry and
relaxation function dependences of this onset remain poorly
understood, but the results of distinct experimental and sim-
ulation studies suggest that it may depend considerably on
nonuniversal factors.● Beyond the onset condition, whole film and local relax-
ation times obey a power law decoupling relationship with
the bulk relaxation time.89 This implies that the effective
activation barrier in a thin film (or near a single inter-
face) is composed of two contributions that enter in a
multiplicative manner: one reflecting a position-invariant
but temperature-dependent bulk behavior and a second
temperature-insensitive (at low temperatures) but position
(distance from an interface)-dependent modification of the
barrier.● Many simulations2,68,69,71,72,74,102,129 suggest that the relax-
ation time gradient is of a double-exponential functional
form, implying that the underlying barrier recovers its bulk
value exponentially with increasing distance from the inter-
face.73● The intrinsic dynamical gradient spatial range saturates or
nearly saturates upon cooling at time scales accessible to
simulation, and this saturation is not generally associated
with a return to bulk Arrhenius relaxation.

1. Temperature-dependence: Onset and decoupling

Wefirst consider two interrelated features of the dynamical gra-
dient that define its temperature dependence: its onset criterion and
the factorization of its thermal and spatial dependences.

Experiment and simulation point to a distinct nonuniversal
onset condition of strong interfacial effects on glassy dynamics. Such
an onset phenomenology was originally deduced in experiments via
the “fan plots” of Fakhraai and co-workers61,92–94 based mostly on
cooling-rate-dependent measurements of the ellipsometric Tg for
films of various thicknesses. A smaller set of experiments probed
surface viscous relaxation91 or film dewetting.94 Because these mea-
surements cannot probe dynamics in films significantly above the
bulk Tg, they typically employ an empirical Arrhenius extrapolation
from inferred relaxation times near or slightly below the “conven-
tional” 100 s bulk Tg. Based on an approximate intersection of these
extrapolations from multiple thickness films or from surface and
bulk dynamics, it was inferred for several systems that a return to
bulk or near-bulk dynamics occurs at temperatures modestly above
Tg and at time scales modestly less than the timescale of Tg (see
Fig. 2, top). This defines an apparent onset of strong interfacial
alterations in dynamics upon cooling. Such behavior is also likely
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FIG. 2. (Top) Plot of logarithmic cooling rate vs inverse glass transition temperature
as determined via ellipsometry for films of thickness 8 nm (red circles), 18 nm (gray
triangles), 45 nm (blue inverted triangles), and 274 nm (black triangles); relaxation
time vs inverse temperature for surface nanoparticle embedding (green x’s) and
surface nanohole relaxation (green squares). Reproduced with permission from
E. C. Glor and Z. Fakhraai, J. Chem. Phys. 141, 194505 (2014). Copyright 2014
AIP Publishing LLC. (Bottom) Logarithmic plot of film viscosities vs inverse temper-
ature for films of multiple thicknesses obtained via film breakup experiments. From
bottom to top, data sets correspond to films of thickness 2.3, 4, 5, 9, 11, 14, 17,
50, and 79 nm. Reproduced with permission from Yang et al., Science 328, 1676
(2010). Copyright 2010 American Association of the Advancement of Science.

reflected93 in the observation that dynamical measurements in thin
films performed at high enough frequency and temperature often
exhibit little perturbation from bulk dynamics.130–132

A different, explicitly dynamical, approach by Tsui and co-
workers (Fig. 2, bottom) probed the temperature-dependent film-
averaged viscosity of low-molecular weight polystyrene (PS) down
to extremely thin films.133 Their results also exhibit an onset tem-
perature, but its quantitative value and time scale are very differ-
ent from the findings described above.61,92–94 A direct comparison

with the results of Fakhraai and co-workers is possible, as PS was
studied by both groups. Whereas the cooling-rate-dependent ellip-
sometry measurements reported that strong interfacial effects begin
only a few kelvin above the bulk Tg, the rheological measure-
ments found the onset to be ∼40 K above the bulk Tg. This trans-
lates to a massive difference in onset time scales: the cooling-rate-
ellipsometry-Tg work implies an onset within several decades of
the conventional bulk vitrification time scale, whereas the viscos-
ity measurements imply an onset at ∼7 to 8 decades of shorter time
scales. It is unlikely that this difference results from any depen-
dence on polymer molecular weight, given that the cooling-rate
ellipsometry-Tg measurements have also reported a near-Tg onset

in small-molecule glass-formers.61,92–94 Instead, it seems that the
measure of stress relaxation or viscous flow employed by Tsui and
co-workers exhibits strong interfacial effects at much higher temper-
atures (smaller relaxation times) than dilatometric probes of dynam-
ics, implying that the onset time scale is nonuniversal even at fixed
chemistry.

Recent simulations of coarse polymer models and vapor inter-
face films likewise identify a time scale at which a high-temperature
regime of weak or absent interfacial dynamical effects transitions to
strong effects at lower temperatures. The temperature dependence
of dynamics in the latter regime is characterized by an intriguing
fractional power-law “decoupling relation” (Fig. 3),73

τ(T, z)
τbulk(T) ≙ (

τbulk(T)
τ∗(z) )

−ε(z)
, (1)

where τ(T, z) is the alpha relaxation time at a temperature T and
distance z from the interface, the subscript “bulk” here and else-
where denotes the value of the given property in the bulk state
[here τbulk(T) refers to the bulk alpha relaxation time at a temper-
ature T], ε is a temperature-invariant (at sufficiently low temper-
ature) “decoupling exponent,” and τ∗(z) is an effective onset time
scale of this decoupling relation (based on an upward extrapolation
from low temperatures) that in practice depends at most weakly on
the position in the film. These simulations indicated that τ∗ cor-
responds closely to a crossover at which ε transitions from a very
small or zero value at high temperatures (weak/no decoupling) to a
larger and temperature invariant value in the low temperature limit.
When the bulk relaxation time is less than this time scale (which
was reported to be in the vicinity of 1–10 ps for segmental trans-
lational dynamics in a bead-spring polymer model), the interfacial
effect on the barrier is considerably muted or even absent.73 Beyond
this onset time scale, the local dynamics near an interface pro-
gressively diverge from the bulk dynamics with increasing cooling
per Eq. (1).

The physical significance of Eq. (1) is discussed in detail below;
here, we first focus on the onset and nonuniversality aspects. Further
elucidation of the connection of the onset effect observed on simula-
tion time scales to its experimental analog is needed. Evidently, the
onset time scale observed in coarse-grained polymer simulations is
far shorter than for ellipsometric measurements on molecular and
polymeric liquids,61,92–94 andmodestly shorter than that found in the
viscosity measurements.133 Given the contrast between onset behav-
ior observed via different experimental methods discussed above,
this likely reflects an unavoidable dependence on relaxation function
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FIG. 3. Plot, vs τbulk, of (a) τ/τbulk, where in this figure τb = τbulk, illustrating low-
temperature limiting fractional power law decoupling behavior for multiple layers
within a film at the noted distances from the interface (in units of monomer diam-
eter) and (b) decoupling exponent ε for these same layers obtained via a fit and
differentiation of data in part (a), illustrating the onset of a well-developed regime
of constant ε in Eq. (1) at long relaxation times/low temperatures. Reproduced with
permission from D. Diaz-Vela, J.-H. Hung, and D. S. Simmons, ACS Macro Lett.
7, 1295 (2018). Copyright 2018 American Chemical Society.

and, potentially, chemistry. Simulations most commonly report on
the self-part of the intermediate scattering function at the segmen-
tal scale. This quantity probes single particle translational motion
and is rarely, if ever, measured in experiments on films in a time-
resolved manner. Rather, the potentially relevant neutron scattering
methods have signal resolution and sensitivity limitations that have,
to date, largely precluded their use to probe this type of dynami-
cal quantity in thin films in a time-resolved manner. One simula-
tion study of reorientational dynamics reported relatively weak114

nanoconfinement effects, which may suggest that the onset time
scale may be shifted to longer time scales for these relaxation func-
tions in at least some cases. This effect is reminiscent of “translation-
reorientation” decoupling in bulk dynamically heterogeneous super-
cooled liquids,134–136 although this potential connection requires
additional investigation. At the same time, the generality of this
finding and its dependence on chemistry are unresolved, and these
issues should be a high priority for future research given the prac-
tical and fundamental importance of variations of the onset time
scale.

The finding of a much earlier onset of strong interfacial alter-
ations in translational relaxation of bead-based simulation models

can be intuitively rationalized if the sensitivity of glassy dynamics
to interfaces is dominated by an emergent low-temperature bar-
rier reflecting the collective physics in deeply supercooled liquids.
In bulk experiments, it is found that Tg often must be sufficiently
closely approached before the cooperative component of the effec-
tive barrier that underlies non-Arrhenius relaxation becomes dom-
inant.137–139 This is likely not the case in coarse grained model
simulations, which are characterized by much smoother potential
energy landscapes than real chemistries. As a consequence, they have
lower high-temperature activation barriers, which results in dom-
inance of cooperative dynamics at relatively higher temperatures.
This idea is supported by experimental studies of bulk supercooled
molecular and polymer liquids by Rössler et al.,137–139 which find an
Arrhenius regime at high temperatures with barriers significantly
larger than those in coarse-grained simulation models. If this sce-
nario is correct, it could resolve the longstanding question of why
simulations exhibit dynamical interface effects comparable to exper-
iments despite probing many decades of shorter time scales. It might
also provide a basis for understanding the chemistry dependence
of interfacial glassy dynamics and nanoconfined Tg as determined
based on a fixed time scale or cooling rate: materials and relaxation
functions with lower (higher) onset time scales (temperatures) nat-
urally exhibit stronger alterations in near-interface dynamics in a
fixed time scale measurement.

Any dependence of the onset condition on relaxation function
and chemistry is important theoretically, since most theories do not
specify which relaxation function they model. Such a simplification
may not be as reliable under confinement as it is in the bulk. The
above comparison of viscosity and ellipsometric data indicates that
the assumption that these processes generally track each other may
fail dramatically in thin films.133,140 Moreover, these findings high-
light an urgent need for new simulation and experimental work
probing the relaxation function and chemistry dependence of the
onset condition of strong nanoconfinement effects.

Equation (1) also provides a key insight into the nature of near-
interface dynamics at temperatures beyond the onset. The most dra-
matic implication is that the activation barrier near interfaces in
the low temperature limit can effectively be factored into a purely
temperature-dependent part reflecting solely the physics of bulk acti-
vated dynamics, and a purely position-dependent factor reflecting a
rescaling of the bulk barrier near the interface,73

ΔE(T, z) ≙ (1 − ε(z))ΔEbulk(T). (2)

Notably, only the assertion that dynamics are activated is required to
infer Eq. (2) from Eq. (1), provided that ε is temperature-invariant
over the temperature range under consideration. Equation (2) sug-
gests a massive underlying simplicity of the temperature depen-
dence of the relaxation time in films and near interfaces: multi-
plicative reduction of the effective barrier. While it is difficult to
directly test Eqs. (1) and (2) experimentally over a wide range of
temperatures, such behavior is plausibly consistent with the work
of Fakhraai et al.,61,92–94 who generally find that experimental data at
low temperatures can be empirically treated as reflecting a thickness-
dependent reduction of the effective activation barrier. Because the
experimental data span a very limited range of low temperatures,
they alone cannot establish that Eq. (2) holds. However, the obser-
vation of Eq. (1) in the simulation, combined with an apparent
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Arrhenius relaxation process over a narrow range of temperatures,
would lead to the observed qualitative experimental behavior.

The above phenomenology has potential implications for why
the ratio of the average glass transition temperature in a film of thick-
ness h to its bulk analog, Tg(h)/Tg,bulk, deduced from simulation and
experiment is often very similar despite the enormous difference in
time scales involved. One of us has shown that Eq. (1) combined
with a Vogel-Fulcher-Tammann (VFT) empirical description of the
temperature dependence of dynamics near Tg

141–143 leads to73

Tg(h) − T0,bulk

Tg,bulk − T0,bulk
≙ (1 − ε(h))(1 − ln τ0/τ0,bulk

ln τg/τ0,bulk )
−1
, (3)

where T0,bulk is an extrapolated divergence temperature for the bulk
state, τ0 is an extrapolated high-temperature relaxation time for the
film within the VFT description (which in general can depend on
h), τ0,bulk is an extrapolated high-temperature relaxation time for the
bulk state within the VFT description, and τg is a relaxation time
chosen by convention as the time scale associated with glass for-
mation (or more generally is the time scale of any fixed-window
measurement). One can recast this result in terms of the onset tem-
perature of the strong low-temperature decoupling regime and the
mean-film low-temperature decoupling exponent as

Tg(h)
Tg,bulk

≙ 1 − ε(h)( 1 − fc(h)
1 − ε(h)fc(h))(1 − T0,bulk

Tg,bulk
), (4)

where

fc ≙ log τ∗(h) − log τ0,bulk
log τg − log τ0,bulk (5)

is the fractional distance between the bulk τ0 and the time scale that
defines Tg at which the onset τ∗ of strong decoupling is located, and
where the dependences on h can generally also be replaced by depen-
dences on z if the equations are applied locally. For measurements
well past the onset time, the factor involving f c goes to 1 such that
the local Tg perturbation is directly controlled by the local barrier
reduction, 1 − Tg(h)/Tg,bulk = ε(h)(1 − T0,bulk/Tg,bulk).

Equation (4) suggests a potential rationalization of the com-
parability of normalized Tg alterations in the simulation and in
experimental measurements of Tg. Specifically, it indicates that Tg

changes are controlled by the fractional reduction of the bulk bar-
rier by the factor of 1 − ε and the measurement time scale (τg)
relative to the onset time scale, τ∗. Taken together, simulation,
rheological, and cooling-rate measurements indicate that the onset
time scale can depend on chemistry and relaxation function. If
the onset time scale for translational dynamics in flexible bead-
based polymer simulation models is indeed ∼1 to 10 ps, then the
longest time scales computationally probed are approximately the
same distance past their onset as the cooling-rate ellipsometric mea-
surements are past their onset. According to Eq. (4), this will lead
to comparable effects as measured by Tg on their respective time
scales.

As noted above, more work is needed to connect the onset
observed in the simulation to that observed in experiments. Efforts
to understand the onset and decoupling behavior, at least quali-

tatively, should be a theoretical priority. New simulations are also
needed for thick films with a solid substrate to test the generality
and universality of the decoupling phenomenon.

2. Spatial variation

How does the relaxation time near an interface vary in space
for temperatures below the onset? Many simulation studies over
the past 15 years for both solid and vapor surfaces have exam-
ined the form of the relaxation time gradient, τ(z, T). It is widely
reported to be empirically well described by a “double-exponential”
form,2,68,69,71,72,74,102,129

τ(z,T) ≙ τbulk(T)exp[−A(T)exp(− z
ξ
)], (6)

where the amplitude, A, can be positive or negative depending on
the interface. As illustrated in Fig. 4, this double-exponential varia-
tion has been seen in a variety of studies at different temperatures
and for substantively different models of the liquid and interface.
The majority involve values of ξ in the range of approximately 2–3
bead diameters, with the amplitudeA corresponding to a 2–4 decade
modification of τ at the surface.

This is an important finding, since the functional form of
the interfacial gradient is a key feature for which distinct theories
strongly differ. However, questions arise. First, is Eq. (6) purely an
empirical fit or does it reflect fundamental physics? Second, does
Eq. (6) reflect the low temperature behavior or is it a crossover
behavior characteristic of the relatively high temperatures probed
in simulations? Third, how can one understand the nonuniversal
magnitude and temperature dependence of the amplitude, A(T)?
Finally, how large is the exponential “intrinsic” dynamical correla-
tion length, ξ, and how does it change with temperature, density,
and chemistry?

The very recent vapor interface simulation work by one of us73

employing the above decoupling analysis suggests that Eq. (6) is
not simply an empirical fit function. Specifically, the positive ε(z) in
Eq. (1) can be directly extracted from the simulation for any location
z by plotting log(τ(z)/τbulk) vs log(τbulk). Performing this analysis as a
function of z then directly yields ε(z). Since 1 − ε(z) = ΔE(z)/ΔEbulk,
this corresponds to a direct extraction of the fractional change of
the effective barrier as a function of distance from the interface. For
films with a vapor interface, where dynamics are locally sped up near
the surface, the barrier reduction factors extracted via this method
demonstrate that the bulk activation barrier to relaxation is recov-
ered exponentially with increasing distance from the interface73 (see
Fig. 4, inset), i.e.,

ε(z) ≙ 1 − ΔE(T, z)
ΔEbulk(T) ≙ ε0 exp(−z/ξΔE), (7)

where ε(z) is the fractional barrier reduction at a position z,
ΔE(T, z) is the barrier at a temperature T and distance z from
an interface, ΔEbulk(T) is the bulk barrier, and ε0 is the value of
the decoupling exponent at the interface. Combining this with
Eq. (1) and a generalized activation model immediately implies an
approximately double-exponential variation of the relaxation time
with z,
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FIG. 4. Double-log plot of τ/τref (where τref is either the corresponding bulk or
midfilm relaxation time) illustrating an empirical double exponential variation of τ
with distance from a free surface from a variety of simulation studies: freestanding

bead-spring polymer film with τbulk ∼ 104.9 LJ time units73 (purple open triangles),

freestanding bead spring polymer film with τbulk ∼ 104 LJ time units119 (green open

squares), freestanding bead spring polymer film with τbulk ∼ 103.8 LJ time units68

(blue circles), coarse-grained polystyrene model with τbulk ∼ 103 ps121 (orange
open diamonds), coarse-grained poly(methyl-methacrylate) model with τbulk

∼ 103 ps121 (black open circles), interface with smooth confining wall of a binary

Lennard-Jones glass former with τbulk ∼ 103 LJ time units69 (purple squares), free

surface of supported bead-spring polymer with τbulk ∼ 103.3 LJ time units68 (red

triangles), and united atom polystyrene model with τbulk ∼ 102.2 ns103 (green dia-
monds). All data sets are digitally extracted from published figures except for that
from Vela et al., which is taken from the raw original data. Data are truncated at
0.05 due to large relative uncertainties associated with digital extraction for small
values of the ordinate. Several data sets involve shifts on the abscissa where the
interface was not at z = 0 in the original data set. The points in the inset are limiting
low-temperature decoupling exponents ε for a bead-spring polymer as a function
of z, with the line illustrating an exponential fit to the data, with a decay length scale

of 5.2 bead diameters.73

τ(T, z) ≙ τbulk(T)( τbulk(T)
τ∗(z) )

−ε0 exp(−z/ξΔE)

≙ τbulk(T)exp[ε0(ln τ∗(z)
τ0,bulk

− ΔEbulk(T)
kT

)exp(−z/ξΔE)]. (8)

If τ∗ is constant with respect to z, then Eq. (8) is the double-
exponential form and is equivalent to Eq. (6). In that case, the range
ξ in Eq. (6) for the log(τ) gradient and the range ξΔE in Eq. (8) for the
barrier gradient will be equal. We refer to these length scales as the
intrinsic range of the gradient, which we will contrast below to prac-
tical gradient ranges describing the distance for recovery of bulk-like
relaxation times to within some small difference. In addition, as we

will discuss below, both ξ and ξΔE are observed to be at most weakly
temperature dependent.

Thus, both Eq. (6) and the decoupling relation of Eq. (2) can
be viewed as a consequence of the fundamental barrier factoriza-
tion property with an exponential spatial variation of the associated
exponent. Early work has suggested approximately a two decade
shift in the onset time scale τ∗ over the exponential decay range
of the gradient.73 This is relatively small on the scale of the overall
time range relevant to the glass transition, although not negligible.
However, at this stage, the generality of this finding is unknown and
should not be overemphasized. For weak variation of τ∗ with posi-
tion, the variation of τ with z will still follow the double-exponential
form for an appreciable range of z, but with some difference between
values of the intrinsic dynamical lengths ξ and ξΔE obtained via
Eq. (6) vs Eq. (7). The observation of both exponential barrier gradi-
ents and double-exponential τ gradients thus also indirectly suggests
that τ∗ should be at most weakly dependent on z. We return to the
issue of the intrinsic range below.

We note that the relaxation time gradient also directly deter-
mines the spatial gradient of the glass transition temperature, Tg(z),
based on an adopted vitrification criterion. Hence, the mathemat-
ical form of Tg(z) is intimately related to the fundamental relax-
ation time gradient behavior in Eqs. (1) and (2), the spatial vari-
ation of the effective barrier, and the temperature dependence of
the bulk relaxation time. For example, an exponential vs double
exponential relaxation time gradient is expected to yield qualita-
tively different forms of Tg(z)—approximately linear vs exponen-
tial, respectively. Unfortunately, experimentally measuring Tg(z) to
high accuracy with nanometer-scale resolution is extremely chal-
lenging. Simulations have studied this question based on a relatively
short time vitrification criterion. Studies of various polymer mod-
els appear to find a roughly exponential recovery of bulk-like Tg

with increasing distance from the interface, as shown in Fig. 5.120

For these results, the fractional suppression of Tg near the sur-
face is ∼12% to 25%. For polystyrene, this would correspond to
a near-surface reduction of Tg by ∼44 to 93 K. Notably, these
simulation-based estimates are consistent with experimental find-
ings despite the fact that the simulation defines vitrification based
on a much shorter absolute time scale than does experiments. The
exponential decay range is ∼2 to 3 elementary bead diameters or
nanometers. This would suggest a recovery to within 10% of bulk-
like Tg over a range of ∼10 nm, again consistent with the pre-
ponderance of experimental findings. The one exception to this
latter range is a simulated united atom model of polystyrene,103

where the range is of order 1 nm. However, the discussion above
anticipates that the onset time scale of strong nanoconfinement
effects is likely appreciably higher for this type of chemically real-
istic model due to its larger high-temperature “Arrhenius-regime”
activation barrier. The shorter range in this system may thus be a
signature of not having fully surpassed the onset time scale for this
system.

This empirical finding of an exponential spatial variation of
Tg is consistent with the exponential recovery of the bulk barrier
reported above. Specifically, combining Eq. (4), written at a local
level for the time scale and ε dependence of Tg(z) within a VFT
model, with the exponential barrier recover [Eq. (7)] similarly yields
an exponential near-surface Tg variation when the measurement
time scale is well past the onset time scale.
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FIG. 5. Fractional dimensionless change in Tg as a function of z as reported from
simulations of multiple systems, illustrating the general finding of exponential Tg

gradients: the free surface of a supported bead-spring polymer film based upon an

extrapolation to 100 s123 (red squares), of a united-atom polystyrene freestand-

ing film103 and from simulations of freestanding films of a standard bead-spring
polymer (black open diamonds), bead-spring polymer with reduced bond length
(orange open squares), bead-spring polymer with monomeric antiplasticizer addi-
tives (open blue diamonds), bead-spring polymer with flexible oligomer additives
(purple open circles), and bead-spring polymer with stiff oligomer additives (green

open diamonds).120 Units of abscissa are LJ bead diameters for bead-based mod-
els and nanometers for chemically realistic models. Lines are example of best fits
to an exponential decay model.

We also note that experimental Tg-gradient data reported by
Baglay and Roth for bilayer films indicate that for polystyrene near a
softer (dynamically faster) poly(n-butyl methacrylate) interface, the
bulk Tg is recovered in a roughly exponential manner with increas-

ing distance from the interface,20 consistent with Eq. (4) and an
exponential variation of the barrier. However, an open puzzle is
that the range of that particular gradient is much larger than that
found in nearly all other experimental and simulation studies. The
bilayer experiments involve very high molecular weight polymers,
and broad (5–7 nm) polymer-polymer interfaces, and the authors
suggested that the very long range Tg gradient may be a polymer-
specific effect. Christie et al. reported Tg gradients in microphase-
separated block copolymers with higher spatial resolution and with
a range more commensurate with simulations.17 At present, the
number of data points is small and likely in the “ultrathin” film
limit (discussed below) where gradients from opposing interfaces
interact and obscure the single interface gradient shape. However,
this approach is promising for experimental determination of Tg

gradients at nanometer-scale resolution.

3. Intrinsic correlation length and limiting
low-temperature behavior

We now turn to the critical issue of the intrinsic dynami-
cal length scale in Eqs. (6)–(8) and its dependence on tempera-
ture. Multiple recent simulations report evidence of a saturation or

near-saturation of the intrinsic length scale of the dynamical gradi-
ent upon cooling.73,74,102 An intrinsic length scale has been deter-
mined in two ways: via a direct empirical fit of τ(z) data to
Eq. (6),74,102 or by first determining the spatial variation of the barrier
via the decoupling analysis [Eqs. (1) and (2)] and then determin-
ing the exponential decay constant for recovery of bulk-like barriers
via a fit to Eq. (7).73 Because of spatial variation in the onset time
scale73 τ∗, these two methods do not generally yield quantitatively
identical results, with the decoupling analysis expected to produce
a modestly longer length. However, the dynamical range obtained
from both methods exhibits signs of saturation at low temperatures
accessible to simulations.

The effects of this saturation of the intrinsic surface range of
barrier modifications are shown in Fig. 3(b), which plots the tem-
perature evolution of the barrier truncation factor ε for layers at
various distances from a polymer film free surface as a function of
bulk relaxation time. The plateau in ε at low temperatures naturally
corresponds to a saturation of the range over which ε varies, with an
exponential decay range of ∼5 segmental diameters obtained in the
low-temperature limit in this case.73

More broadly, studies reporting a low-temperature saturation
of the intrinsic range include not only systems with a vapor inter-
face but also coarse grained polymer models and diverse spherical
particle model liquids near both rough pinned particle surfaces and
smooth walls.74,102,129,144,145 The low-temperature saturation value is
nonuniversal (typically ∼2 to 5 sphere or bead diameters), but qual-
itatively is always modest in absolute magnitude. From a practical
perspective, this indicates that 90% of the bulk barrier is recovered
over a range of order 10 nm or molecular layers from the surface.
Via Eq. (4), this implies the presence of a ∼10 nm domain with
appreciably perturbed Tg, which seems consistent with the inter-

pretation of most experiments. We note there is a suggestion74,102

that the length scale saturation is only “apparent,” and that if lower
temperatures could be simulated it would again grow. At present,
this is an untestable hypothesis for which no evidence exists, and the
observation of a saturation or near-saturation now extends to 100 ns
relaxation time scales.

We emphasize that this intrinsic dynamical length must be dis-
tinguished from consideration of a practical dynamical length of τ
perturbations defined based upon a fractional recovery of bulk relax-
ation times.68,69,71,72,82,123,124 Given Eq. (6), this latter length scale can
and generally does grow (often strongly) upon cooling, even if the
intrinsic ξ becomes temperature invariant. Specifically, the practi-
cal length scale ξτbulk for recovery of bulk-like τ within some factor
will scale as ξτbulk ∼ ξ ln(A(T)). This is a consequence of growth
of the amplitude factor73 A in Eq. (6) with cooling, which reflects
growth in the relative change from the bulk relaxation time at the
interface. This amplitude growth is nonuniversal but is a natural
outcome of Eq. (8) that A(T) ≙ ε0ΔEB(T)/kT, which grows upon
cooling. Hence, the practical length scale of recovering the bulk
relaxation time (of high relevance to the experiment) can be rather
large and temperature-dependent even if the intrinsic length ξ is
temperature insensitive. Clarification of the variation of the intrin-
sic dynamic length scale for glassy films seems reminiscent of subtle
problems encountered in the extraction of a length scale in higher
order dynamic susceptibilities in bulk supercooled liquids.63

Overall, these findings suggesting a saturation or near-
saturation of the intrinsic length scale of surface dynamics are of

J. Chem. Phys. 151, 240901 (2019); doi: 10.1063/1.5129405 151, 240901-9

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics

PERSPECTIVE scitation.org/journal/jcp

extreme importance to the theoretical understanding of this prob-
lem. As we discuss below, many theoretical frameworks appear to
be inconsistent with this behavior. The present early evidence for
saturation in multiple systems appears to be compelling, and fur-
ther testing its generality in more systems and on longer time scales
should be a high priority for future work.

C. Role of local structural metrics

A central question in the origin of interfacial dynamic gradients
is whether they are locally driven by interfacial modifications of local
structure and/or density. Multiple distinct lines of evidence indicate
that the answer is no.

First, simulations have found that the local relaxation time and
density are not well correlated near interfaces. For example, early
work demonstrated that dynamics near smooth vs structured amor-
phous walls are strongly perturbed in opposite directions, despite
involving nearly identical perpendicular oscillatory density pro-
files.2 This is in accord with the fact that dynamical gradients com-
monly extend at least 5–10 nm or particle diameters from the inter-
face, whereas gradients in liquid density are much shorter ranged.
Moreover, the practical spatial range over which dynamics return
to bulk near an interface generally grows with cooling in simu-
lations,68,69,71,72 whereas surface density gradients typically shrink
weakly on cooling.82,123

Second, recent machine learning studies of simple simulated
models searched for correlations between changes of local struc-
ture [quantified via a local implementation of the radial distribution
function, g(r)] and interfacial dynamics in freestanding films.146 It
was found that the large dynamical changes near interfaces cannot
be predicted from changes of local structure.146 Importantly, this is
qualitatively distinct from the corresponding bulk at similar temper-
atures, where machine learning finds a strong connection between
aspects of the local g(r) and relaxation times.147

Third, many simulations with solid boundaries under so-called
“neutral confinement” conditions have been performed where the
substrate is identical to the fluid of interest but is pinned. In
this “amorphous boundary condition” protocol, the fluid structure
remains the same as in the bulk,2,64,74,102,144,145 but very large changes
of glassy dynamics are still observed, again supporting an intrinsic
dynamical origin of interface-induced modification of motion and
vitrification.

Taken together, the above studies establish that interfacial gra-
dients of equilibrium structural properties are not the primary driver
of large and long range gradients in glassy dynamics. This indi-
cates the centrality of spatial transfer into the material of interface-
nucleated purely dynamical effects.

D. Mean behavior of “thick” films

Although the fundamental feature of thin-film dynamics is
the relaxation time gradient, both practical materials properties
and experimental studies aimed at elucidating the underlying
physics often focus on some average behavior of the entire film.
The most commonly measured property is Tg(h). How do such
variable-thickness film-averaged properties report on the underlying
gradients?

As an illustrative exercise germane to this question of what
information can be extracted from film-averaged quantities, we

consider a highly simplified model, wherein a mean film property⟨Θ⟩ reflects an evenly weighted linear arithmetic average over the
locally defined property,

⟨Θ⟩ ≙ ⟨Θ(h)⟩ ≙ 1

h

h

∫
0

Θ(z)dz. (9)

This property could be, e.g., Tg or a relaxation time. In most cases,
linear arithmetic averaging holds at best for raw relaxation functions
and to a good approximation for relaxation times, and not for other
quantities such as Tg.

78 The issue of more complex weighting func-
tions is addressed further below; here, we employ the simple case
of linear arithmetic averaging. As a pedagogical calculation, we con-
sider three simple 2-parameter gradient forms and we ask whether
they can be reconstructed, or even discriminated between, from
film-averaged data. Specifically, we consider the following equa-
tions for the gradient in the local value Θ(z) associated with one
interface:

Θ(z)
Θbulk

≙ (1 − A +
Az

2ξ
)H(2ξ − z) +H(z − 2ξ), (10)

Θ(z)
Θbulk

≙ 1 − A exp(−z/ξ), (11)

Θ(z)
Θbulk

≙ 1 − A + AH(z − ξ). (12)

Here, H is the Heaviside step function, A sets the gradient ampli-
tude, and ξ sets its range. These three forms correspond to linear,
exponential, and stepwise (2-layermodel) gradients of the local value
of Θ(z), respectively. The mean film, thickness-dependent prop-
erty ⟨Θ(h)⟩ corresponding to a particular functional form for Θ(z),
is then obtained by combining that form with Eq. (9). To avoid
complications that can arise when two gradients interact in very
thin films (more on this limit below), here, we consider the sim-
ple model of a supported film in which one interface (at z = h)
is dynamically neutral (no gradient) and assume that the gradi-
ent from the other interface (located at z = 0) as modeled per
the equations above is simply truncated at the neutral interface.
The latter assumption may be incorrect, and relaxing it introduces
extra complexity for ultrathin films. However, it only appreciably
impacts films of thickness comparable to or less than the gradient
size.

As shown in Fig. 6, all of these functional forms lead to indis-
tinguishable curves for h appreciably greater than 2ξ. This is a con-
sequence of the fact that when the film is appreciably larger than the
gradient size (h ≫ ξ), the mean film ⟨Θ(h)⟩ is only sensitive to the
total, integrated deviation ofΘ(z) from its bulk value over the entire
interfacial regime. Specifically, if one defines a region of thickness
aξ (where a is some constant of order one) that contains all of the
near-interface material in which Θ is appreciably perturbed from its
bulk value, then the average in Eq. (9) can be split into two terms,
one involving the interfacial region and the other the bulk-like
region,

⟨Θ(h)⟩ ≙ 1

h

aξ

∫
0

Θ(z)dz + 1

h

h

∫
aξ

Θ(z)dz. (13)
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FIG. 6. Predictions of normalized mean film property vs log thickness (in arbitrary
units) for a step function [formal layer model, Eq. (12), green curve], exponential
gradient [Eq. (11), yellow line], and linear gradient [Eq. (10), blue curve], each with
an amplitude A = 0.5 and ξ = 1. The orange curve is Eq. (10) with A = 0.32 and
ξ = 3, demonstrating that the amplitude and range parameters cannot be decon-
voluted without data for film thicknesses approaching the gradient size. Inset
shows the effects of distinct gradient weightings on Tg(h) for a mean film Tg com-
puted from the exponential gradient equation [Eq. (11)]: blue solid curve and red
dashed curve employ ξ = 1 and A = 0.2 with a linear arithmetic average [Eq. (9)]
and a dynamically weighted average (as in Ref. 78), respectively; the black dot-
ted line shows the linear arithmetic average with the range parameter adjusted
(ξ = 0.45) to match the visual inflection point of the dynamically weighted average.

Since, by construction, Θ(z > aξ) ≅ Θbulk, this can be rewritten as

⟨Θ(h)⟩
Θbulk

≙ 1 − δΘ

h
, (14)

where

δΘ ≙ aξ

∫
0

(Θbulk −Θ(z)
Θbulk

)dz (15)

is a constant that quantifies the total “missing”Θ in the near-surface
region. Thus, the normalized Tg(h) [or any other mean-film prop-
ertyΘ(h)] is expected, as a mathematical and not physical matter, to
be an inverse power law in film thickness at large h—a simple form
that often fits well experimental and simulation data2,3,6,9 (although
it is only expected to hold for properties that obey linear arithmetic
averaging over gradients). Hence, for z greater than ∼2ξ, the detailed
gradient shape information is lost (integrates out to a constant),
rendering it mathematically impossible to distinguish between the
different models based on whole film measurements above this
thickness. Moreover, because this integral commonly convolutes the
gradient amplitude and range, even for a given functional form, it
is generally impossible to deconvolute A and ξ based on data in this
thickness range (illustrated in Fig. 6).

Complicating matters further, a substantial body of work has
demonstrated that whole film measurements commonly do not
report on a linear arithmetic average over local gradients.8,78–89

Instead, each measured property involves a convolution of local gra-
dients with a (typically nontrivial) weighting function that is tech-
nique dependent. Recent simulations and theory by one of us have

demonstrated that dynamical measures of Tg are generally weighted
toward slower-relaxing regions, while quasithermodynamic mea-
sures of Tg are typically weighted toward regions with a higher con-
trast between liquid and glassy susceptibilities (temperature depen-
dences) of the relevant thermodynamic property.78 These weights
commonly point in opposite directions. Moreover, they can some-
times be substantial enough in magnitude to account for qualitative
alterations in apparent trends in the magnitude of interface effects
with chemistry.120

An example of the significance of weighting effects is shown
in the inset of Fig. 6. Here, the Tg(h) resulting from an exponential
Tg(z) gradient per Eq. (11) is computed using different weighting
functions. First, we adopt a linear arithmetic average [Eq. (9)], a
commonly assumed (albeit typically incorrect) scenario (blue line).
Second, we apply the weighting function expected for dynamical
measurements of Tg (red dashed line), which one of us previously

derived in a general way78 (Eqs. 22 and 23 in Ref. 78). The latter
involves the material-specific fragility—assumed for simplicity here
to be 100 everywhere in the film. For both cases, we ignore near-
surface density gradients. One sees from Fig. 6 that these two weight-
ings lead to substantially different Tg(h) functions, with far weaker
Tg reductions reported by the dynamical average than the linear
average for all h. Comparison of the dynamically weighted Tg to a
linear-arithmetic-averaged Tg with an alternate value of ξ selected
to approximately match the visual inflection point of the former
demonstrates that the alternate weighting qualitatively changes the
shape of the curve, rather than simply shifting it to lower thicknesses.
Other dynamical quantities are subject to still different weighting
functions, e.g., Debye-Waller factors measured by quasielastic neu-
tron scattering are weighted toward lower values (slower or stiffer
regions).79 These weighting effects may further be overlaid with
instrument-specific sensitivities.

Evidently, even within the assumption of an arithmetic aver-
age, single-valued mean properties in the h > 2ξ regime con-
tain little or no information on the interfacial gradient form.
Instead, system-to-system and measurement-to-measurement vari-
ability in the shape of the Tg(h) curve in this regime predominantly
reflects differences in the weighting function with measurement and
chemistry.

The h < 2ξ regime (roughly where the data become concave up
in Fig. 6) in principle contains information on the gradient form,
but here additional challenges arise. First, even neglecting weighting
effects, Fig. 6 indicates that qualitatively distinct gradient functional
forms can lead to film averaged properties that are similar in mag-
nitude even in the ultrathin film regime; experimental uncertainties
may render discrimination between such forms extremely difficult.
Second, the inset of Fig. 6 shows that the Tg(h) shape remains quite
sensitive to the weighting-function even in this regime; a serious
attempt to compare measurements to theory would require com-
bining theory with formal averaging rules78,79 for the appropriate
metrology to yield results germane for differentmeasurements.Most
seriously, for h < 2ξ, the gradients can be expected to begin to inter-
fere or interact, and this maymodify their form, range and/or ampli-
tude. This point will cause an unrecoverable loss of information, as
the integral in Eq. (14) will convert a dependence ofΘ on both h and
z to an h-dependent-only mean property.

The above issues seem analogous to the problem of inversion of
scattering data, where one must posit a plausible real-space structure
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and then verify that it is consistent with all available data. However,
the above analysis indicates that Tg(h) data are not good candidates
for definitive discrimination between alternate proposed physical
models. Indeed, even given experimental noise only it is very doubt-
ful that one can distinguish between an exponential and linear Tg

gradient (yellow and blue curves in Fig. 6, respectively), based on
Tg(h) data alone, even including data for ultrathin films and ignoring
the important effects of nonlinear weighting and gradient overlap.
The introduction of weighting effects, etc., will then render this task
exceedingly difficult, perhaps practically impossible.

We thus believe that the common strategy of testing theo-
ries via comparison to the thickness-dependence of mean film Tg

data requires a serious reassessment. A future focus on compari-
son to the Tg(z) gradient, which contains rich physical information
that is effectively lost at the level of whole film Tg(h), would pro-
vide a much stronger starting point for comparison between theory
and experiment. At the same time, we emphasize that aspects of
mean-film experimental Tg measurements other than their thick-
ness dependence can be theoretically valuable. For example, these
measurements can be important in establishing the presence of
interface effects on dynamics (although they cannot exclude them
for a given system with asymmetric interfaces due to the gradi-
ent averaging effects noted above), in probing the dependence on
details of the interface, and in ascertaining the dependence on rate
or time scale of measurement (see the discussion of onset behavior
above).

E. Dependence on interface type

Many of the trends discussed above are qualitatively general
with respect to the nature of the interface. For example, simula-
tions suggest that the double exponential form of the relaxation
time gradient is quite robust to details of the interface (e.g., vapor
vs solid).2,68,69,72,74,102,129 This, in turn, provides indirect support for
the generality of the barrier factorization and power law decou-
pling effects. Much more work probing the generality of the power
law decoupling relation described above, and the evolution of the
intrinsic dynamical length scale and amplitude in Eq. (6) with
thermodynamic state, is needed for diverse interfaces. However,
there is already a rich picture of strong and important quanti-
tative dependences on interfacial structure, chemistry of the liq-
uid, and detailed nature of interactions; these dependences pro-
vide a promising avenue for confrontation of theory with empirical
observation.

Simulation and experimental studies have led to a fairly com-
prehensive picture of these interface dependences, at least at a
whole-film level. In general, softer interfaces and interfaces with
weak attractions yield faster relaxation, while attractive hard struc-
tured interfaces yield slower relaxation. Rigid, pinned particle,
rough surfaces created under the “neutral confinement” protocol
(even in systems with only repulsive forces) lead to strong slow-
ing down of interfacial dynamics. In contrast, for smooth wall
surfaces, the dynamics are accelerated compared to the bulk.2

Overall, these nonuniversal effects highlight the roles of sur-
face corrugation,2,129 mechanical rigidity,19,43,44,148,149 and enthalpic
interactions.19,122,149,150

Simulations of bilayer films by one of us19 suggest the following
combined dependence on most of the variables mentioned above.

As interfacial interactions interpolate between fully repulsive and
strongly attractive, the thin film Tg exhibits a linear crossover from
free-surface-like suppression to strong enhancement, with the mag-
nitude of the latter enhancement depending on substrate softness.
Substrate softness is quantified by its high-frequency (glassy plateau)
modulus or the inverse of its Debye-Waller factor19 ⟨u2⟩, where⟨u2⟩ is a measure of the size scale of high-frequency rattling within
a regime of transient localization and exhibits an inverse relation-
ship with the high-frequency shear modulus.151–154 The Tg depen-
dence on interfacial attraction scales exponentially with the inverse
ratio of the high frequency moduli of the confined to confining
materials,19,75 i.e.,

Tg

Tg,bulk
≙ Tg,freestanding

Tg,bulk
+ AEi exp

⎛⎜⎝−B
⟨u2⟩confining
⟨u2⟩confined

⎞⎟⎠
≅ Tg,freestanding

Tg,bulk
+ AEi exp

⎛⎝−B G
confined
∞

G
confining
∞

⎞⎠, (16)

where Tg,freestanding is the Tg of a freestanding film of equal thick-
ness, Ei is proportional to the interfacial attractive strength or work
of adhesion, G∞ is the high frequency relaxed dynamical modu-
lus, superscripts of “confined” and “confining” denote values for
the confined and confining materials, respectively, and A and B are
material-specific constants. This trend leads to a “compensation” or
“dynamic neutrality” value of the wall-fluid interaction for any par-
ticular value of the wall stiffness, via a criterion that is not the same
as the condition of thermodynamic neutrality. Indeed, for stiff walls,
equal fluid-fluid and fluid-wall attractions (thermodynamic neutral-
ity) tend to result in substantially slowed near-substrate dynam-
ics, àla the “neutral confinement” models. This lack of equiva-
lence between thermodynamic and dynamic neutrality highlights
the important role of surface mechanical rigidity and atomic-scale
corrugation in slowing down motion even in the absence of strong
liquid-substrate attractions. These simulation-based findings are
qualitatively consistent with experiments, where hard substrates
can, depending on their interactions with the confined fluid, yield
a spectrum of behavior spanning from Tg enhancement to sup-

pression, including dynamic “neutrality.”150 Beyond specific trends,
these results emphasize the need for theory to predict an important
role for the relative high-frequency modulus or Debye-Waller factor
of the confining material.

Whether interfacial dynamics is sped up or slowed down rel-
ative to the bulk appears to depend on additional factors beyond
those discussed above. Specifically, this is suggested by experimental
studies that point to an asymmetry of how the dynamical gradi-
ent responds to different interfaces, with a longer-range gradient
commonly found at interfaces where relaxation is accelerated as
compared to interfaces near which relaxation is slowed.17,20,21 The
corresponding intrinsic length scale in the double exponential relax-
ation time gradient for solid rough surfaces appears to be shorter
than for a vapor or smooth wall interface.14,62,63,138 While not exten-
sively explored in simulation data for Tg and relaxation times vs
position in supported films appear consistent with a shorter range
near substrates where Tg is enhanced than near free surfaces where

Tg is suppressed.
124,149
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Finally, for solid surfaces, a variety of different experiments
that probe relaxation dynamics over a range of microseconds to
hundreds of seconds have attempted to extract the thickness of a
layer of slowed down dynamics near a hard surface at tempera-
tures above the bulk Tg.

155–157 Conceptually, they are similar to the
dynamical measurements on freestanding polymer films discussed
in Sec. II A.106–108 Specifically, frequency-domain dielectric lossmea-
surements on well-dispersed nanocomposites have been performed
that employ large silica nanoparticles at sufficiently low loadings
that the system can serve as a mimic of a thick supported film. An
extracted characteristic time scale of the slowed down interfacial
layer measured in the temperature range of (1–1.3) Tg,bulk reveals
a layer thickness of a few nanometers at high temperatures, which
grows nearly linearlywith cooling to ∼6 to 8 nm at the bulk Tg.

155–157

At the bulk Tg, the slowed down layer relaxation is by these measure-
ments 10–100 times slower than in the bulk for glycerol and sev-
eral short chain polymers. Surprisingly, this enhancement factor is
nearly constant over a wide range of temperatures. Researchers using
other methods9 (e.g., NMR158,159) that probe shorter time scales than
dielectric spectroscopy have reported that the near surface layer can
become effectively vitrified on the experimental time scale, again
highlighting the important role of probing time scale dependence
in inferring the nature of interface modification of liquid dynamics.

Given the above findings, a definitive theory should at least
qualitatively predict the dependence of dynamical gradients on the
nature of an adjoining interface, including the role of its high fre-
quency modulus, corrugation or topography, and liquid-substrate
attractions.

F. Ultrathin films and gradient overlap effects

A qualitatively new physical issue arises for ultrathin films—
how are dynamical gradients altered when they overlap? In principle,

this question can be probed in symmetric freestanding or capped
films, though the majority of experiments have focused on more
complex asymmetric supported films. This issue is of high intrin-
sic importance and practical relevance given that Fig. 6 indicates
that it is not possible to discriminate between distinct theoretical
scenarios based on mean-film data taken at thicknesses above this
regime; moreover, many applications of interest involve domains of
order 10 nm size that are likely within this regime. Nevertheless, this
regime has received relatively little experimental study, likely due
to practical difficulties. The existing modest body of data does not
definitively establish a clear scenario for the phenomenology in this
regime.

For freestanding polymer films, McKenna and co-workers
employed a bubble inflation method to probe rheological response
and deduce a dynamical glass transition down to the ultrathin
limit.160,161 The Tg of polycarbonate (PC) films [Fig. 7(a)] only 3 nm
thick was measured, and an extraordinary Tg reduction of 122 ○C
was observed.161 Interestingly, the PC data suggest a roughly lin-
ear variation of ΔTg in log(h) down to h ∼ 3 nm. Figure 7(a) shows
the PC data to be roughly consistent in functional form with data
on thicker polystyrene films. On the other hand, polyvinylacetate
(PVAC) does not show any Tg reduction. This remains a puzzle,
which may result from nonuniversal aspects such as chemistry-
dependence of the onset condition (if the PVAC onset time exceeds
the measurement time scale) or experimental complications such as
moisture uptake by this hydroscopic polymer (absorption of small
molecule additives can sometimes suppress interfacial alterations in
dynamics,53,117,120 an effect of interest in its own right that may also
relate to variations in onset time scale).

The seeming lack of change of shape of the measured Tg shifts
compared to thicker films in Fig. 7 may argue against strong gra-
dient overlap effects beyond near linear additivity. This deduction
would also seem to be consistent with the dye reorientation dynamic

FIG. 7. (a) Thin film Tg from bub-
ble inflation measurements for polyviny-
lacetate, polystyrene, and polycarbon-
ate. Reproduced with permission from
O’Connell et al., Macromolecules 45,
2453 (2012). Copyright 2012 American
Chemical Society. (b) Tg suppression
and (c) apparent low-temperature activa-
tion barrier reported by Zhang et al. for
thin films of N,N′-bis(3-methylphenyl)-
N,N′-diphenylbenzidine (TPD), a large,

6-conjugated-ring molecule.95 Black cir-
cles are data for films on a poorly attrac-
tive substrate, while red diamonds are
for films on a modestly attractive sub-
strate. Filled symbols are based on rate-
dependent Tg data from ellipsometry;
open symbols are based on relaxation
times inferred from dewetting experi-
ments.
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experiments discussed above on mobile layers in freestanding
films,106,108 which found that the mobile layer thickness is not sensi-
tive to film thickness down to 17, 7, and 24 nm for polystyrene (PS),
poly(methyl methacrylate) (PMMA), and poly(2-vinylpyridine)
(P2VP), respectively. Additional experiments on the same poly-
mers for the supported film geometry (silica substrate) found essen-
tially identical behavior as in freestanding films for PS and PMMA.
Modest slowing down for P2VP films at a film-averaged level
(expected given strong polymer-substrate attraction) was observed,
but to leading order, the mobile layer at the vapor surface appears to
be the same as in its freestanding analog. These findings suggest that
any nonadditive coupling of the physics at the two vapor interfaces
is weak at least down to these values of film thickness.

Early experimental work by Torkelson and co-workers also
probed the ultra-thin-film regime by labeling a 14-nm thick near-
surface layer of a supported film and varying the overall film thick-
ness.104 A substantial suppression in the free surface Tg of a thick
film was found, consistent with an interfacial origin. As the film
thickness is reduced below ∼60 nm, the data provide evidence of
a progressive weakening of this effect. This could be indicative of
alteration of the near-free-surface-gradient via interaction with the
near-substrate gradient. A potential complication is that the 14 nm
domains comprise a large fraction (perhaps all) of the dynamical
gradient such that the weighting effects discussed above may play a
qualitative role. For the very thinnest films probed, where one might
expect each interfacial gradient to fully span the film, the Tg shift
becomes nonmonotonic, with an initial increase in this layer Tg fol-
lowed by further apparent suppressions in Tg upon further thickness
reduction. The potential importance of averaging effects seems espe-
cially plausible in this limit. Hence, these observations may suggest,
but do not firmly establish, the existence of nontrivial dynamical
gradient overlap effects for very thin films.

A mix of variable cooling rate ellipsometry and dewetting
experiments have reported glass transition temperatures in sup-
ported small molecule films down to (in some cases) thicknesses of
8–10 nm.94,95 As shown in Fig. 7(b), Tg exhibits a progressive sup-
pression with decreasing film thickness, qualitatively similar to the
data of Fig. 7(a) for freestanding thin films, although the effect is of
much smaller magnitude. The latter may result from some combina-
tion of distinct metrologies, differences in time scale, differences in
the onset for these chemistries andmetrologies, and substrate effects.
The cooling-rate dependent Tg data were fit to an empirical Arrhe-
nius form to obtain an apparent activation energy as a function of
film thickness. Figure 7(c) shows that the extracted apparent acti-
vation energies exhibit a progressive reduction with decreasing film
thickness. Results for a system on amore poorly interacting substrate
exhibit an apparent extrapolation to zero of the apparent activation
barrier at a finite value of film thickness. Dewetting data subjected to
a similar analysis, especially if combined with the other data, sug-
gest a sigmoidal turnover at low film thickness if this variable is
plotted on a logarithmic scale. However, there is a substantial offset
between the dewetting and ellipsometry data, and given the poten-
tial issues discussed above regarding metrology-dependence, there
remains considerable uncertainty regarding ultrathin film behav-
ior. A sigmoidal in log(h) behavior in supported films would also
appear to qualitatively differ from the dynamical measurements on
freestanding films of McKenna and co-workers161 and Paeng and
Ediger,106–108 and perhaps also the viscosity measurements.126 At

a minimum, these experimental contrasts indicate that ultrathin
film Tg changes and dynamics may be nonuniversal, with a quali-
tative dependence on the confining interfaces and/or measurement
technique.

Another important question for ultrathin films is whether
dynamical gradients can become so severe that more than one
distinct glass transition can emerge. Fakhraai and co-workers
reported two distinct ellipsometric glass transitions in a narrow
range of (small) supported film thicknesses if the polymer (P2VP)
strongly adsorbs onto the solid substrate.140,162 Earlier studies of
freestanding films by Pye and Roth reported the apparent presence
of two distinct ellipsometric Tg’s in polymer films of extremely high

molecular weight (Mw).
163 There, the higher Tg apparently corre-

sponds to the Tg observed in non-high-Mw polymers and small
molecule systems. The lower Tg thus far has been observed only
in the ultra-high-Mw limit. In both the supported and freestanding
cases, this “two-Tg” phenomenon has only been reported for ultra-
high molecular weight polymers and their relevance to the more
general problem of dynamics in glass-forming liquids near inter-
faces is unclear. Moreover, their generality with regard to film and
surface chemistry, as well as the question of whether this finding is
unique to ellipsometry or present in truly dynamic measurements, is
unknown.

Evidently, the limited experimental work in the ultrathin film
regime does not definitively reveal how dynamical gradients behave
when they span the entire film and can interfere. New simulation
studies probing this question would be very valuable, along with
more experimental data—particularly data providing insight into
potential chemistry and metrology dependences in this regime.

III. THEORETICAL PROGRESS AND CHALLENGES

The simulation and experimental results surveyed in Sec. II
point to key features of glassy dynamics near interfaces and in films
against which theories can potentially be critically assessed. The
most essential aspects that should be targeted from our perspec-
tive are summarized below. We refer the reader to Sec. II for dis-
cussions regarding the quantity and nature of evidence in support
of each of these points. Each of these findings is in our view rea-
sonably robust, but in many cases, further validating data will be
beneficial.

One interface thick films: The problem of spatially heteroge-
neous dynamics in a one interface thick film (soft vs hard, rough vs
smooth, and attractive vs not) is a very rich and theoretically more
tractable initial target. It is of fundamental interest for its own sake
and carries many of the interfacial and broken symmetry complex-
ities of the thin film problem but without the extra complication of
interface asymmetry and interaction of gradients from two surfaces.
We believe that a definitive theory for such systems should predict
at least the following key zeroth order features.● The relaxation time empirically exhibits a double-exponential

variation with distance from the interface, which implies
that the underlying effective barrier gradient varies expo-
nentially in space.● The intrinsic range (not practical recovery of bulk behav-
ior) of these gradients exhibits evidence of saturation or
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near-saturation at low temperatures, even when bulk
dynamics remain non-Arrhenius. At a minimum, simu-
lations indicate that the temperature-dependence of this
length scale grows weaker, rather than stronger, on cooling
at low temperatures accessible to simulations.● Strong fractional power law decoupling of the relaxation
time relative to the bulk emerges beyond an onset condition
with chemistry and relaxation-function dependences.● Beyond the onset, local (film-averaged) dynamics obey a
position-dependent (thickness-dependent) fractional power
law decoupling relation due to the “barrier factorization”
property.● The relaxation time gradient is primarily of dynamical
nature: structural alterations immediately at the inter-
face may play an important role in nucleating the gradi-
ent, but local dynamics are not controlled locally by the
structure within the gradient, and transfer of the relax-
ation time perturbation in the film is thus dynamical in
nature.● The amplitude, direction, and range of the dynamical gra-
dient exhibit rich dependences on chemistry, interface type,
and thermodynamic state.

Beyond the above core features, a complete theory should predict
gradients in Tg, Debye-Waller factor, elastic modulus, and surface
diffusivity and should provide insight into the role of intrinsic bulk
dynamic heterogeneity.

Two interface thin films: Additional questions arise for ultra-
thin films that should be addressed by a complete theory. How-
ever, because the phenomenological understanding of this regime is
presently poor, the precise predictions that should be made are less
clear. Key questions include the following:

● How does the phenomenology for thick films change due
to the presence of two interfaces and confinement in
freestanding, supported and capped films?● How do gradients interact in thin films with various bound-
ary conditions?● What are the conditions for vanishing of any bulk region of
relaxation time, local Tg, and other dynamic properties in
symmetric and asymmetric thin films?

A secondary task is to employ the theoretical understanding to make
predictions for film-average properties, taking account of correct
weighting of the local gradients.

In the remainder of this section, we discuss models and the-
ories that have been employed to address elements of the above
phenomenology. The problem is daunting since understanding acti-
vated glassy dynamics in the bulk remains an open challenge. At this
time, there are no theories that capture all the rich phenomenology
discussed in Sec. II. In many cases, the phenomenological picture
described in Sec. II was not fully available at the time of theory
development and improvements may thus be possible in light of
this new phenomenological understanding. We consider only inter-
facial alterations of equilibrium dynamics. The theories discussed
below vary tremendously with regard to their extent of develop-
ment and application to experiments and simulations. This reality
is reflected in the amount of discussion according to each approach,
which should not be viewed as judgmental concerning future
potential.

We note that multiple theories employ the symbol τ0 to refer
to a microscopic time scale that sets the elementary time of the
activated alpha relaxation process. Though its value may vary mod-
estly from model to model, it is expected to be always short (e.g.,
picosecond), and it is generally not central to the question of alter-
ations in the longer-time structural alpha relaxation process near
interfaces.

A. Theories based on a configurational entropy crisis

Beginning with Kauzmann,164 the proposition that slow
dynamics in glass-forming liquids is intimately linked to a reduc-
tion of configurational entropy with cooling has been a major
thermodynamics-based hypothesis. Multiple theoretical frameworks
invoke this scenario, but in different ways. Below, we discuss
three approaches: Adam-Gibbs (AG) theory,165 Random First Order
Transition (RFOT) theory,166,167 and the “string” reformulation of
AG theory.168

1. Adams-Gibbs theory

Historically, much of the thinking regarding interface and
nanoconfinement effects on the glass transition has been influ-
enced by the Adam-Gibbs theory.165 This scenario encodes two
physical ansätze, which in their most general formulation are the
following:

(i) A chemically specific high-temperature activation free energy
barrier Δμ (assumed to be a literal Arrhenius process and
energy barrier in the original AG implementation) is ampli-
fied upon cooling due to an increasing degree of spatially cor-
related motion quantified by the average number of dynam-
ical units required for a microscopic relaxation event: a
“Cooperatively Rearranging Region” or “CRR.”

(ii) The growing CRR mass scale or cooperativity number is
driven in a simple inverse manner by a loss of configurational
entropy on cooling.

This scenario is encoded in the AG equations,

τ(T) ≙ τ0 exp(nΔμ
kT
) ≙ τ0 exp( Δμs∗c

kTSc(T)), (17)

where n is the number of dynamical units that must cooperate to
permit relaxation, Δμ is a high-temperature activation barrier, sc

∗ is
a critical configurational entropy required for relaxation, and Sc is
the system configurational entropy. Empirical fits of Eq. (17) to bulk
relaxation generally result in rather small values of n. While a CRR is
often viewed as a compact spherical domain, it is not clear that this
is consistent with small values of n. More generally, CRR size could
depend on the number of cooperating units and fractal dimensionD
as ξCRR ∼ n1/D.

Two scenarios based on Eq. (17) seem relevant. First, interfaces
or confinement modifiesmean configurational entropy, which alters
mean film dynamics, i.e.,

⟨τ(T,h)⟩ ≙ τ0 exp[ Δμs∗c
kT⟨Sc(T,h)⟩], (18)

where the brackets are an average over a film of thickness h. This
idea suggests that confinement-induced reduction of Sc should slow
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down relaxation.1,51 Alternatively, free-surface-induced reduction of
film-averaged density could enhance configurational entropy and
accelerate dynamics.169 A speculative alternative scenario might
apply at the level of CRRs, with finite film size truncating their size
[reducing n in Eq. (18)] and accelerating dynamics. This scenario
can be encoded in an analog of Eq. (18),

⟨τ(T,h)⟩ ≙ τ0 exp[⟨n(T,h)⟩Δμ
kT
]. (19)

Within these interpretations, there is no intrinsic invocation of a
dynamical gradient of any kind—these perspectives posit effects at
the level of the entire confined material.

A second alternative AG-like perspective is to introduce a cor-
relation length that changes dynamics out to a distance from the
interface that is proportional to the CRR size, ξCRR, which scales
inversely with configurational entropy.104,170 The mean film relax-
ation time then reflects a spatial average over this local relaxation
time (relaxation times, unlike other dynamical quantities, typi-
cally are expected to obey a roughly linear arithmetic average over
gradients78),

⟨τ(T,h)⟩ ≙ 1

h

h

∫
0

τ( x

ξCRR
)dx ≙ 1

h

h

∫
0

τ( x

an1/D
)dx, (20)

where τ(x/ξCRR) denotes a relaxation time that is a function of the
distance from the interface reduced by the CRR size, h is a film thick-
ness or domain size, D is the fractal dimension of the CRR, and “a”
is a scaling factor.

It is unclear if the above two AG-based hypotheses can be
mutually correct in a physically meaningful manner. In the first case,
the relaxation time should be exponentially related to the degree of
dynamic cooperativity, which changes with film thickness, via the
AG relation. In the second case, cooperativity sets a length scale near
an interface over which dynamics are altered, anticipating shifts in τ
relative to bulk that should scale as in n1/D/h.

The simulation and experimental results described in Sec. II,
and recent work directly probing proposed AG CRRs in thin
films,82,124,149 shed some light on the situation. The finding that
dynamical gradients are usually the dominant origin of nanocon-
finement effects on the glass transition generically points away from
whole-film finite size alterations of configurational entropy as the
leading order origin of these effects. Indeed, simulations and exper-
imental results also indicate that the length scale over which bulk-
like dynamics is recovered is generally insensitive to film thickness,
at least for films sufficiently thick that these gradients do not sub-
stantially overlap.106,108,123 This also argues against a mean film-
thickness-dependent shift in CRR size or configurational entropy
as crucial. These considerations are evidence against the first sce-
nario above. Moreover, AG theory makes no predictions for the
form of the relaxation time gradient—arguably the central feature of
the problem. At an even more fundamental level, the growing sim-
ulation evidence73,74,102,129,144,145 for a saturation or near-saturation
of the intrinsic dynamic correlation length in a temperature range
for which dynamics are non-Arrhenius poses a fundamental chal-
lenge to an AG approach, which invokes a growth in the cooper-
ativity over the entire temperature range for which dynamics are
non-Arrhenius.

The above discussion suggests that AG theory does not
presently provide an empirically valid basis for understanding inter-
facial alterations of dynamics in glass-forming liquids.

2. Random first order transition theory

The Random First Order Transition Theory (RFOT) also posits
that the growth in the apparent activation energy for relaxation upon
cooling is due to a reduction of configurational entropy.167 How-
ever, the underlying physical picture is distinct from the AG model,
involving the concept of entropic droplets of nanoscopic size, and an
unusual (not scaling as surface area) interfacial free energy between
droplets of different microstructures or “mosaic patches.” This leads
to a thermodynamic-like formulation analogous to nucleation the-
ory, with the elementary dynamical object in the deeply supercooled
regime being a compact droplet that grows with cooling and sets the
length scale required for irreversible structural relaxation. This is in
contrast to AG theory, where the CRRmass or cooperativity number
plays the central role.

How the competing factors that determine the barrier in RFOT
theory are quantified remains poorly understood and intensely
debated. Briefly, the entropic droplet or cooperativity length scale

is argued to scale in three dimensions as ξd ∝ S−3+bc , where b is an
“interface exponent,” and the relaxation time scales with this length
scale as a power law, ln(τ/τ0)∝ ξ

y

d
, where y is a different “dynamical

exponent.”167,171 The net result, at the zeroth order, can be expressed
as171

ln(τ/τ0)∝ (TSc(T))−x, (21)

where x = y/(3 − b). RFOT predictions are very sensitive to the
value of the exponent “x,” since its value controls the functional
form of the temperature dependence of the barrier. There are dif-
ferent theoretical arguments63 for x varying in the range of 1–2.
However, recent analysis171 suggests that agreement of RFOT with
observations requires x ∼ 0.5–0.6, much smaller values for which no
theoretical basis presently exists.

There have been limited efforts to predict dynamics in one-
interface thick films based on RFOT. Dynamics near a free surface
have been argued to be massively sped up since half of an entropic
droplet is missing.172 A central result is that the surface relaxation
time obeys

τsurface ∼ (τ0τbulk)1/2, (22)

where τ0 is a microscopic time. Effectively, the bulk barrier is
reduced by a factor of 2 at the free surface, although the under-
lying physics remains determined by the same physical effects
as in the bulk. This formula can give reasonable magnitudes for
the massive speeding up at a vapor surface observed at the bulk
Tg. However, there are problems with regard to its predicted
temperature-dependence compared to the experiment, e.g., near
surface-dynamics are much closer to Arrhenius over the observed
temperature range,59,60,91,92 while Eq. (22) still predicts a super-
Arrhenius variation.

A second result invokes additional assumptions about how
enhanced mobility nucleated at an interface is transferred into the
bulk. It emerges from an argument that the relevant length scale fol-
lows from an ideal mode coupling theory173 (MCT) analysis at rela-
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tively high temperatures. The central prediction is that the relaxation
rate varies exponentially with distance from the interface,172

τ−1(z) ≈ (τ−1surface − τ−1bulk)e−z/ξmct + τ−1bulk. (23)

This result is inconsistent with the double-exponential relaxation-
time gradient phenomenology. Moreover, whatever the relevant
intrinsic length scale is, an entropy-based scenario in general (and
RFOT in particular) would seem to anticipate that it grows with
cooling. This is in apparent conflict with the evidence for a weak-
ening temperature dependence on cooling and (near) saturation
of this length scale observed in simulations discussed in Sec. II.
The functional form of Eq. (23) also does not correspond to the
power law decoupling behavior observed in the recent simulation
studies.73

The phenomenology of Sec. II thus appears to challenge the
ability of RFOT as currently formulated to capture alterations of
glassy dynamics near interfaces and under confinement.

3. “String” model

The most extensively developed theoretical approach based on
a configurational entropy perspective for the interfacial and confined
glassy dynamics problem is a revised version of the second AG sce-
nario discussed above. This perspective posits that the CRR of the
AG theory has a one-dimensional “string” geometry composed of a
relatively small number of particles,168 which further serves as a cor-
relation length setting the range over which near-interface dynamics
recover their bulk value.124 The strings are modeled as equilibrium
polymers, leading to a mean string length that grows modestly on
cooling. This approach predicts a saturation of the (string-like) CRR
scale at very low temperatures (where dynamics are predicted to
return to an Arrhenius temperature dependence), thus avoiding a
true thermodynamic phase transition.

This approach again postulates a direct relationship between
relaxation time and cooperativity at the film-averaged level, but with
a functional form slightly different from the classic AG form,168

τ ≙ τ0 exp[ n
nA

Δμ

kT
]. (24)

Equation (24) differs from the first equality in Eq. (17) only via
a normalization of the CRR scale by its value, nA, at a crossover
temperature TA defined as the point where the relaxation time first
becomes non-Arrhenius. Operationally, this framework treats Δμ as
a high temperature activation free energy, which is assumed to vary
linearly with temperature down to the glass transition. The model
anticipates a dynamical gradient of range controlled by the string
length, n. Douglas, Starr, and coworkers reported an empirical linear
relationship between the practical (not intrinsic) length scale ξτbulk
over which bulk-like relaxation times are recovered and n, which has
been argued to support the above scenario.124

We note that the algorithm employed to identify these strings
has thus far been employed only at the level of bead-based mod-
els, and extensions of the string-based perspective to analyze other,
very different, simulation models and lower temperatures would
be valuable in assessing its generality. Of more direct relevance
to the present issue, very recent work has indicated that the
string-AG scenario does not predict interface effects on dynamics.

Specifically, it has been shown that the reduced cooperativity ratio
n/nA in Eq. (24) is only weakly altered in thin films.174 Hence,
alterations of thin film dynamics empirically must be dominated
by changes in the temperature-dependent-function Δμ with varying
film thickness,149,174 a quantity viewed as the noncooperative com-
ponent of an AG-like entropy description. This is a significant lim-
itation, given that shifts in dynamics near interfaces apparently do
not arise from the core cooperative configurational entropy physics,
and the AG theory contains no prediction for Δμ. Hanakata et al.
suggested that Δμ could be modeled via classical transition state
theory;149 however, this has thus far not been shown to make any
testable predictions for near-interface alterations in Δμ. More gen-
erally, it is unclear that a thickness-invariant CRR scale is consistent
with the basic AG framework.

For the above reasons, a compelling case for rationalizing
interfacial alterations in glassy dynamics via string-like coopera-
tive motion in an AG framework would require a parameter (both
implicit and explicit)-free extension of the string detection algo-
rithm [and thus Eq. (24)] to distinct glass-forming liquids, and
development of a predictive physical model for the nonuniversal
local barrier quantity Δμ. Beyond this, the string scenario does not
appear at present to predict multiple aspects of the phenomenol-
ogy discussed in Sec. II, including exponential recovery of bulk-
like barriers with increasing distance from the interface. Perhaps
most significantly, if the intrinsic interfacial dynamic correlation
length (nearly) saturates on cooling at a time scale for which dynam-
ics are non-Arrhenius, as is suggested by recent simulation work,
how can a growing dynamic length be responsible for the appar-
ent growth in activation energy on cooling as envisioned by AG
theory? Finally, can this scenario (or AG-based models in general)
explain, in a parsimonious manner, the onset behavior of strong
nanoconfinement effects upon cooling observed in simulation and
experiment?

B. Free volume, dynamic heterogeneity,
and percolation based models

We now discuss a class of models that have in common the
idea that a minimal amount of “free volume” is required to achieve
relaxation and diffusion. The definition of “free volume” has no
accepted unique formulation.175 Various ideas posit a deep con-
nection between activated relaxation and some measure of steric
crowding, available molecular space, and/or density.

Efforts to explain dynamics near interfaces using free volume
theory have classically relied upon the proposition that the gradi-
ent in local dynamics reflects a corresponding gradient in local free
volume or density.176 Typically, some local version of the Doolittle
equation is adopted,

τ(z) ≙ τ0 exp[v∗/vf ], (25)

where v∗ is some critical specific volume locally required for relax-
ation and vf is the free volume. Provided free volume is defined
as a local structural or thermodynamic quantity, as has historically
been the case, this scenario in a thin film context (sometimes termed
a “free volume layer model”123) would seem to conflict with the
many simulation studies that find a lack of local correlations between
dynamics on the one hand and structure and density on the other
near interfaces of supercooled liquids.
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In its more modern incarnations, some free volume theories
presume that dynamic heterogeneity and percolation are central to
glassy dynamics in films. Others argue for dynamic cooperativity
of free volume in various ways or “mobile defects” that can unlock
locally arrested regions. Here, we discuss recent progress from this
class of perspectives.

1. Percolation of slow domains model

There is a long history of constructing phenomenological glassy
dynamics models based on a binary description of a cold fluid con-
sisting of nanoscopic “mobile” or “liquid” domains and “immobile”
or “solid” domains. This includes the originalmarriage of theDoolit-
tle free volume idea with percolation ideas by Cohen and Grest.177

This perspective has been further developed with novel elements and
applied to experiments by Long and co-workers.178,179 A distribu-
tion of domains of variable density and relaxation times is invoked.
Initially, this is related to a static density fluctuation distribution
determined by small scale thermodynamics, but elaborations allow
for some time evolution. The bulk glass transition is assumed to
be determined via site percolation of immobile domains. This phe-
nomenological model does not aim to understand the mechanistic
origin of local immobility since it adopts the empirical free volume
expression.

In the initial work,178 the fundamental idea was that as a film
thins, the site percolation transition of slow domains changes from
a 3-dimensional to 2-dimensional character. The focus was on films
20 nm or thicker where local interfacial effects that might change
thermodynamic or structural properties are effectively absent, and
explicit coupling of the 2 interfaces is presumed unimportant. Film-
averaged properties, not the relaxation time gradient, were ana-
lyzed. In vapor interface films, the film-averaged relaxation time
is proposed to be controlled by macroscopic site percolation of
slow domains in the direction parallel to the film. Since the space-
spanning percolation threshold increases with decreasing dimen-
sionality, this leads to a decrease in Tg as the film thins. In quali-
tative contrast, for capped films with strongly adsorbing surfaces, it
is postulated that the percolation aspect is fundamentally changed
in such a manner that the film vitrifies when a finite fraction of slow
domains connects the two interfaces over the finite length scale that
defines film thickness. This is argued to occur at a lower percolation
threshold than in bulk 3D, leading to an increase in the film Tg. In
both cases, the model predicts that the film-averaged Tg shift varies
as an inverse power law in film thickness with an exponent con-
trolled by the 3d percolation correlation length, which numerically
is only modestly larger than unity. Results for the form of thickness-
dependent Tg shifts are consistent withmeasurements. However, the
Tg spatial gradient falls off very slowly as a function of distance from
the interface, specifically as an inverse power law with an exponent
modestly larger than unity. As discussed in Sec. II, many simulations
and some experiments suggest that this is not the form of the Tg gra-
dient. Moreover, such a power law behavior is inconsistent with the
observed exponential recovery of the bulk barriers with increasing
distance from the interface that underlies the double exponential
form of the relaxation time gradient and the detailed nature of the
power law decoupling effect.

In subsequent work, the dominant relaxation time in films for
different experimental probes and how it changes with film thick-
ness and substrate were examined.179 Of special interest was the

case of “intermediate” attraction strength between the liquid and
substrate. Since Tg is envisioned to increase (decrease) for strongly
(weakly) interacting interfaces, it was argued that Tg(h) can become
a nonmonotonic function of film thickness, first increasing as a film
thins, and then decreasing in the ultrathin limit, in a manner rem-
iniscent of experiments of Torkelson and co-workers.104 Whether
this happens is sensitive to chemistry. The “onset” question of the
role of experimental time or frequency was also considered. For a
vapor interface film, the model suggests that it is possible to observe
faster dynamics relative to the bulk at higher frequencies, but no
change at lower frequencies. This appears to be the opposite of what
is observed in simulation and experiment where Tg shifts are small

(large) if probed at high (low) frequency.91,94,130–132,140

More recently, the free volume percolation model was mod-
estly modified86 and applied to analyze Tg changes near vapor and
solid surfaces. The Tg spatial gradient again appears to be roughly
an inverse power law in distance from the surface. Applications to
polymer films suggest that the model can rationalize the magnitude
of film-averaged Tg elevations near a substrate but does not properly
capture Tg reduction near a vapor interface.

Overall, despite early successes for the form and direction of
film-averaged Tg shifts in films (which we argue to be a poor theo-
retical discriminator), the free volume percolation approach either
seems to disagree with key aspects of the phenomenology or has not
yet addressed some of the central issues such as fractional power law
decoupling of the relaxation time gradient.

2. Free volume string model

Recent work has constructed a model around the concept of
string-like CRRs, but based on a free volume rather than entropy
perspective.180 It is proposed that a particle requires a sufficiently
large “gate” between nearest neighbors to escape its cage. Invoking
particle-spacing arguments at themean density level, it is argued that
above some particle volume fraction this process is, on average, not
possible at a single particle level but requires many-particle coop-
erative motion. Based on an estimate of the number of cooperating
particles needed to provide sufficient space for a tagged particle to
escape its cage, a functional form for the dependence of the critical
minimum number of cooperating particles as a function of volume
fraction was derived,

N
∗(ϕ) ∼ (ϕV/ϕc)1/3 − 1(ϕV/ϕ)1/3 − 1 , (26)

where ϕ is the volume fraction, ϕV is the volume fraction at a postu-
lated dynamic arrest condition, and ϕc is an onset volume fraction.
Combining this with an estimate of the probability of N∗ parti-
cles undergoing an irreversible motion yields a prediction for the
relaxation time,

τ

τ0
∼ ( τ

τc
)N∗ , (27)

where τc is “a typical liquidlike relaxation time at the cooperativ-
ity onset”180 and τ0 is a molecular time scale. Combining this with
an activation model for τc yields the AG form, albeit without any
direct connection to configurational entropy. Combining equations
26 and 27 with a constant thermal expansion coefficient provides a
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mapping to temperature that yields the VFT relation. Two adjustable
fit parameters enter: a “critical interparticle distance” for relaxation
and a Vogel temperature T0 where the relaxation time is presumed
to diverge.

This model for bulk liquids was extended to thin films by
assuming that a vapor interface simply cuts off the string length, pro-
gressively reducing the local “cooperatively number” as the interface
is approached, leading to a gradient of relaxation time of the power
law form,

τ(T, z)
τ0

≙ ( τbulk(T)
τ0

)f (z/ξ(T)). (28)

An analytic form for the effective exponent function f (z/ξ(T))
based on Fickian diffusion statistics is proposed, which numerically
behaves very similarly to a simple exponential decay.

Unlike the AG or AG-motivated string theories, the above
model provides a specific functional form of the variation of τ with
distance from a free surface. Moreover, the derived form is in qual-
itative agreement with the observed double-exponential recovery of
bulk-like relaxation time near a free surface. Equation (28) math-
ematically resembles the fractional power law decoupling relation
of Eq. (1). However, as a consequence of the assumption that the
temperature dependence of the key length scale ξ(T) underlies non-
Arrhenius relaxation in the bulk, the correlation length exhibits

a diverging temperature dependence, ξ(T) ∼√ Tc−T0

T−T0
. This aspect

does not seem consistent with the low-temperature fractional power
law decoupling behavior observed in recent simulations nor with
evidence for low-temperature saturation or near-saturation of the
intrinsic barrier range.73 On the other hand, the temperature depen-
dence of the length scale above is rather weak at temperatures far
above T0; the authors of the model argued that this temperature
dependence is not a major effect near the bulk Tg. We do note, how-
ever, that this form would at least appear to anticipate a strengthen-
ing of the temperature dependence of ξ upon cooling; this appears
to be potentially at odds with the simulation observations that it
weakens upon cooling.

Other questions also arise. To date, themodel has not addressed
the higher temperature regime probed in simulations discussed in
Sec. II. How the two microscopic fit parameters impact the func-
tional form and temperature dependence of the dynamical gradi-
ent, the question of factorization of the z and temperature depen-
dences of the barrier, and fractional power law decoupling remain
to clarified. The proposed rearrangement scenario is evidently moti-
vated by the string-like motions discussed above in the context of
AG-string theory. However, simulations identifying these string-like
excitations have reported that their size is fairly uniform in films,
including near the vapor surface.174 This may challenge the physi-
cal mechanism of ‘string CRR truncation’ at a vapor interface that
underlies this model. The question of the generalizability of “string-
like” CRRs beyond the simulated bead-based models where they
have been observed thus far is also relevant to the generality of this
framework.

In summary, the free volume string model appears to cap-
ture several salient features of the phenomenology of thin films,
most notably the form of the dynamical gradient near a vapor
surface, especially if the correlation length is nearly temperature-
independent in a practical sense over the relevant temperature

range. However, there are several elements (the growing tempera-
ture dependence of the interfacial range on cooling and the string
CRR truncation physical model) that do not appear to accord with
phenomenology. Other aspects of the problem, such as the onset
behavior and dependence on chemistry of the fluid and nature of
the interface, have not yet been addressed.

3. Cooperative free volume model

Recently, White and Lipson proposed a “cooperative free vol-
ume model” (CFV) in which relaxation is posited to involve coop-
erative rearrangements in a manner reminiscent of AG theory,181,182

albeit with a theoretical basis in free volume rather than entropy con-
cepts. This theory argues that free volume cannot be defined locally
based only on the local density; instead, one needs to analyze the
mean free volume within some cooperative radius about a central
point. This idea (which is not explicitly incorporated in the theory
at a local level to date) is proposed to be the origin of the lack of
strong correlations between local density and local dynamics. The
model employs mean free volumes computed from the Locally Cor-
related Lattice (LCL) model183,184 based purely upon thermodynamic
data, rather than fit to a dynamical property as has been the standard
for prior free volumemodels. The CFVmodel is motivated by earlier
work that identified a phenomenological correlation between Tg and

free volume in the bulk.185 The approach is most directly relevant
to modeling the isothermal density variation of relaxation rates in
glass-forming liquids. To address isochoric and isobaric conditions,
an empirical power-law temperature-dependent function is intro-
duced, reminiscent of thermodynamic scaling approaches,186,187

to model the isochoric temperature dependence of relaxation
times.

To apply CFV theory to films,188 it is postulated that dynamic
changes are driven primarily by near-interface alterations in free
volume. A two-layer model is adopted, composed of a near-surface
layer with altered free volume and dynamics, and a bulk-like domain
with unperturbed properties further from the interface.188 Dynam-
ics are then argued to reflect a mean free volume averaged between
these two domains. Ultimately, under an assumption that the differ-
ence between the near-surface and bulk free volume is constant, the
mean film dynamics are given by188

ln τ ≙ ln τref +
(T∗/T)b

(Vfree/Vhc)obulk + (T − To)(αV/Vhc)obulk + (δfree/h) .
(29)

Here, (T∗/T)b is an empirical power law, where b may be deter-
mined by collapsing a set of bulk relaxation data plotted as isotherms
against inverse free volume, and T∗ is read from the slope of the
resulting single line. The first two terms in the denominator are
a linear approximation to the full LCL model prediction of the
temperature dependence of the ratio of free to hard core volume,

with (Vfree/Vhc)obulk denoting its value at the reference temperature
and the second term describing its temperature dependence. If one
sets δfree to zero, Eq. (29) is an approximate form of the CFV/LCL
description of the bulk relaxation time. Alterations to dynamics in
thin films are thus encapsulated in the term δfree/h, where h is the film
thickness and δfree is an adjustable parameter interpreted as quantify-
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ing the extent of free volume enhancement in the near-surface layer.
Equation (29) can thus be written in terms of the bulk relaxation
time as

ln
τ

τref
≙ 1

[ln(τbulk/τref )]
−1

+ (T∗/T)−b(δfree/h)
. (30)

Equation (29) provides good fits188 of polymer film-averaged relax-
ation time data down to h ∼ 10 nm.Most recently, Debot et al. shown
that, after fitting the bulk parameters to bulk temperature-dependent
dynamics and fitting δfree to a single thin-film temperature, Eq. (29)
can then predict thin film dynamics over at least a modest range of
temperatures near the fit temperature.189 Because free volume near
a tagged particle close to the surface is viewed as reflecting an aver-
age equilibrium density within some distance of a particle, the model
is expected to break down for films sufficiently thin that there is no
bulk region.188 The authors estimated that this occurs for film thick-
nesses around 10 nm for the poly(4-chlorostyrene) systems against
which they compared their predictions.189

The CFV model also predicts via Eqs. (29) and (30) that mean-
film relaxation times will become less thickness dependent with
increasing temperature.189 For the P4ClS experimental system to
which they compare, this prediction is in quantitative agreement
with the data. We note that that these data extend only up to
relaxation times of ∼0.1 s, and given the conflicting data on the
onset condition discussed above, it is not clear to us whether or
not they are past the onset condition for strong nanoconfinement
effects for this system—it is plausible that they may be in a higher-
temperature regime in which interface effects have not realized their
limiting low-temperature behavior. Nevertheless, this appears to
represent potential progress toward a prediction of onset behavior
from the CFV model. Further tests explicitly comparing predictions
to empirical onset behavior in experimental and simulated systems
for which an onset has been clearly observed would be of great
value.

Overall, the CFV model presents a potentially promising path
forward for free volume approaches to thin film dynamics. It has
been compared to experiment more extensively than the major-
ity of theories in the field. Prediction of a weakening of effects
on relaxation times at higher temperatures is a promising qual-
itative success. Further assessment of the core ideas requires its
generalization to directly treat spatial relaxation time gradients as
well as the ultra-thin-film limit and other observations discussed
in Sec. II. These extensions are critical to validating or falsifying
the theory given the limitations, discussed above, of mean-film-
property data in the thick-film regime in discriminating between
distinct theoretical predictions. Such extensions would also enable
testing against the double-exponential relaxation time behavior and
exponential Tg gradients near simulated surfaces, as well as the
power law decoupling effect. It would also enable a clearer assess-
ment of whether the CFV model captures the strong phenomeno-
logical disconnect between local structure and local dynamics near
interfaces.

4. Stochastic fluctuating mobility model

For bulk glassy dynamics, there is a long history of con-
structing phenomenological rules-based stochastic models of relax-
ation. “Dynamic facilitation” models have been extensively pursued

within this literature.190 They generally emphasized the space-time
dynamic heterogeneity of a coarse-grained mobility field with pos-
tulated evolution rules that are not rooted in explicit connections of
mobility to structure or thermodynamics. To date, these dynamic
facilitation models, which have been widely explored in the bulk,
have not generally been extended to treat dynamics near interfaces
and in thin films under equilibrium conditions.

Motivated by issues in polymer thin films, Tito, Milner, and
Lipson191–193 created a phenomenological “limited mobility” (LM)
model that shares some high level features with the dynamic facil-
itation picture but with different motional rules and elementary
dynamical objects. The model consists of a Monte Carlo simula-
tion of a lattice fluid in which sites are classified into 3 distinct
states: “dense,” “dormant,” and “mobile.” Dynamical rules are con-
structed such that sites can swap or change states with assigned
probabilities. Crucially, conversion from dormant to mobile free
volume states requires an adjacent mobile free volume site (remi-
niscent of dynamic facilitation or kinetic Ising models190), leading
to clustering of mobile free volume. These states and dynamical
rules are interpreted in a free volume scenario, wherein “dense”
sites lack any free volume, “dormant” sites possess free volume
that is insufficiently localized to immediately permit relaxation,
and “mobile” sites possess sufficiently localized free volume so as
to present an effective defect into which a particle can diffuse.
These interpretations provide a physical rationale for its three-
state nature. The model involves several parameters that are not
deduced based on a microscopic analysis, including the fraction
of sites possessing free volume (which for films is implemented
via an equilibrium between dense and dormant sites) and the
local rates of mobile-to-dormant and dormant-to-mobile switch-
ing. Ultimately, the overall mobility is quantified based on the
mean fraction f of sites that are mobile. In the bulk, the model
exhibits a second order dynamic phase transition at finite temper-
ature, corresponding to a parameter-dependent condition at which
f = 0. The transition involves a power-law divergence of the spatial
dynamic heterogeneity length scale.

The LM model has been applied to supported thin films by
manually imposing a fixed layer of mobile sites at a free surface,
and a fixed layer of dense sites at a substrate, with correspondingly
modified dynamical rules for swaps with the surface and substrate
layers. This was shown to lead to an equilibrium profile of mobile
free volume fraction, with an approximately exponential variation
with distance from the interface. Given that f appears to us to be
most closely related to a free volume fraction, the most natural basis
for comparison would then be to assume f ∼ vf in Eq. (25), suggest-
ing f ∼ −ln(τ). Adopting this results in an exponential variation of
vf with distance from the interface, which could potentially agree
with the observed double-exponential variation of relaxation time
found in molecular dynamics simulations discussed in Sec. II. More-
over, this theory predicts a shorter interfacial dynamical range near
substrates where mobility is reduced than near free surfaces, in qual-
itative accord with the phenomenology described in Sec. II. On the
other hand, the model predicts a power law divergence of the inter-
facial range as the bulk critical condition is approached, with this
divergence tracking a corresponding divergence of the bulk cor-
relation length of dynamic heterogeneity. This feature appears to
be inconsistent with simulation evidence73,74,102 for a saturation or
near-saturation of the intrinsic dynamical length scale.
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Other aspects of the phenomenology (e.g., power law decou-
pling, detailed interface dependences, and onset behavior) remain
to be addressed. Given the current model interpretation in terms of
local free volume, the question of whether this approach is consistent
with the observed lack of strong correlations between local dynam-
ics and structure in thin films seems unsettled, as is whether/how the
states and dynamical rules implemented within the model relate to
microscopic processes in glass-forming liquids.

C. Elastic activation models and elastically
cooperative nonlinear Langevin
equation theory

In bulk glass forming liquids, a family of “elastic activation
models” have been developed over many decades.194 They have
a qualitatively different character than the frameworks discussed
above, since the elementary local structural relaxation event is
argued to strongly couple to the longer-range collective shear elas-
ticity that generically emerges in cold viscous liquids. The basic
scenario seems akin to solid state physics phenomena such as inter-
stitial diffusion in crystals, and the intuitive picture is that deeply
supercooled liquids are “solids that flow.”195,196

1. Shoving model

At present, themost widely discussed elasticmodel is the “shov-
ing model” of Dyre.195,196 Achieving a compact activated rearrange-
ment (of unknown molecular nature phenomenologically modeled
by an “inner” energy barrier EA) is envisioned to require the local
creation of a small amount of extra volume, Vc (constant, but of
unknown magnitude). The latter is argued to be realized via a spon-
taneous elastic fluctuation associated with a long range (inverse
power law) strain field outside the inner region, which is com-
puted using continuum linear elasticity theory. This results in an
additional “outer” barrier. The energy scale of the latter is set by
the relaxed temperature-dependent plateau dynamic shear modulus,
G′(T), which grows on cooling. The shoving model postulates that
this “far field” elastic barrier dominates at low temperatures, with
the non-Arrhenius aspect of the relaxation time controlled by G′(T)
schematically as

τbulk(T) ≈ τ0eβEA+βG′(T)Vc . (31)

We are unaware of work that has employed this model to treat inter-
facial dynamics or thin films. However, since the physical picture
involves a long range elastic strain field, the presence of an interface
or of confinement would presumably strongly modify the effective
barrier by cutting off and perhaps distorting the strain field. This can
result in a novel mechanism for modifying the structural relaxation
process that could be important even far from the interface. Such
an elastic model scenario has motivated the development by one
of us of a microscopic force-based theory, the Elastically Collective
Nonlinear Langevin Equation (ECNLE) theory.96,197

2. Elastically cooperative nonlinear Langevin
equation theory

ECNLE theory is a predictive approach for activated sin-
gle particle motion that qualitatively extends the earlier nonlinear
Langevin equation (NLE) theory. The NLE theory predicts how
stochastic single particle trajectories are affected by dynamical local

caging constraints quantified solely from knowledge of the equilib-
rium pair correlation function, g(r), or static structure factor, S(k).
This information is encoded in a “dynamic free energy,” Fdyn(r),
where r is the particle displacement from its initial zero-time posi-
tion. The negative gradient of the dynamic free energy determines
an effective force on a moving particle, which enters a stochas-
tic nonlinear Langevin equation that can describe large amplitude
local hopping.198,199 In the more recent ECNLE theory,96,197 the
hopping event is coupled to longer range collective elastic displace-
ments of all particles outside the cage. Construction of the displace-
ment field is motivated by the shoving model idea195 but differs in
that a particle-level Einstein glass framework is adopted. Impor-
tantly, the amplitude of the long-range displacement field and its
net energetic cost that determines the elastic barrier are quanti-
fied in a predictive manner by the cage scale dynamic free energy.
Hence, although the scale-free collective displacement field is rel-
atively “long range,” the elastic barrier associated with its inte-
grated consequence is determined by the properties of the local cage
dynamic free energy (jump distance and local harmonic stiffness)
and hence the packing structure. Overall, the total activation barrier
is thus the sum of two deeply interrelated, but distinct, barriers—a
local cage contribution and a longer-range collective elastic contri-
bution. The former varies weakly with temperature per a noncoop-
erative hopping process, while the latter is strongly temperature and
density dependent, encodes the collective aspect of relaxation, and
dominates growth of the relaxation time in the deeply supercooled
regime.

Bulk ECNLE theory has been quantitatively confronted, often
with no adjustable parameters, against relaxation time data in col-
loidal suspensions, molecular liquids, and polymer melts.96,197,200,201

Chemical complexity is a priori handled bymapping the real thermal
liquid to an effective temperature-dependent hard sphere fluid that
by construction exactly reproduces the experimentally known equi-
librium dimensionless compressibility (dimensionless amplitude of
long wavelength density fluctuations) of the real liquid. This map-
ping implies that, at the zeroth order, the form of the theory is
quasiuniversal. There are no relaxation time divergences at finite
temperature or below random close packing. Quantitative calcu-
lations accurately capture the relaxation time of hard sphere flu-
ids over 5–6 decades and over 14 decades for nonpolar molecular
liquids.96,197 Extension to polymers is based on a Kuhn segment
model.200,201

ECNLE theory has been generalized and extensively applied to
interfacial and thin film dynamics over the past 5 years. Aminimalist
model is adopted that focuses solely on dynamical effects, in the spe-
cific sense that changes of thermodynamics and pair structure near
an interface are presumed to be secondary effects which are ignored
in the leading order analysis to date.85,88,202–205 Note that this is not a
phenomenological “dynamic facilitation”190 model type of descrip-
tion since the kinetic constraints that determine activated trajecto-
ries are still directly related to effective forces which are constructed
from knowledge of equilibrium packing correlations [e.g., S(k)]. It is
via the latter that nonuniversal chemistry, thermodynamic state, and
interface type effects canmodify physical behavior in the theory. The
challenge then is to construct a dynamic free energy, Fdyn(r; z), and
elastic displacement field as functions of distance (z) from an inter-
face. To date, three physical mechanisms by which dynamics are
modified near an interface are included in the theory. (1) Within a
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cage radius of the interface, a particle loses nearest neighbors, which
are replaced by vacuum or solid surface. This changes the caging
constraints for particles very close to the interface and nucleates
a dynamical gradient.85 (2) This surface-induced modification of
caging constraints is transferred over longer distances into the film,
reflecting the physical idea that particles closer to the vapor inter-
face that are within the cage of a tagged particle in turn exert weaker
dynamical constraints on it. This transfer is implemented in a boot-
strapped manner, whereby constraints experienced by particles in
layer j are influenced directly by the underlayer j − 1.204 (3) The col-
lective elastic barrier is modified in a spatially dependent manner
in two distinct ways.85,205 First, the magnitude of the elastic barrier
depends critically on the particle jump distance and localized state
stiffness which set the displacement field amplitude and elastic bar-
rier energy scale, respectively. These quantities follow directly from
the dynamic free energy at the cage scale and both become smaller as
a vapor interface is approached. Second, the contribution of all the
elasticity-deformed particles outside the cage requires a spatial inte-
gration out to rather large distances. Since the displacement field is
cut off at a vapor (or rigidly pinned hard surface), this longer range
effect also reduces the elastic barrier. The resulting cage and elastic
barrier spatial gradients are strongly coupled. At a vapor interface,
all three effects speed up dynamics and reduce cooperativity, and all
three are intimately related.

Initial work85,88,202,203 addressed only freestanding films and
did not take into account effect (2). Multiple film-averaged prop-
erties of molecular and polymer films (e.g., Tg shifts, mobile layer
thickness, surface diffusion constant, dielectric loss spectra, and
some quasithermodynamic properties) were quantitatively deter-
mined and shown to reasonably well describe experiments. How-
ever, although the decoupling and barrier factorization (fractional
power law decoupling) effects were predicted,203 two fundamental
aspects of the dynamical gradient were not captured: the double
exponential form of the relaxation time gradient and the underlying
exponential spatial variation of the decoupling exponent. Over the
last year, the physical consequences of point (2) have begun to be
worked out with a focus on thick films and a vapor interface.204,205

Key generic aspects of this advance are summarized below and com-
pared to the empirical phenomenology, along with a discussion of
new testable predictions.

The caging component of the dynamic free energy varies nearly
exponentially with distance from the interface as a consequence of
effect (2), and in a manner such that the dependence on distance
from the interface and the dependence on temperature or volume
fraction effectively factorize

Fcage(r, z;T) ≙ Fbulk
cage(r;T) + e

−z/λ
ΔFcage(r;T). (32)

Here, ΔFcage(r;T) ≡ F
surface
cage (r;T) − Fbulk

cage(r;T) is the difference
between the caging dynamic free energy of the first surface layer
(z = 0) of interest and in the bulk, and the constant decay length λ
∼ 1.4 particle diameters. This behavior imparts both a roughly expo-
nential spatial variation of all the key features of the dynamic free
energy required to compute gradients of the transient localization
length, barriers (local and most of the collective elastic), structural
relaxation time, shear modulus, etc., and an invariance to leading
order of the ratio of these quantities in the film to their bulk analogs

to changes of thermodynamic state (i.e., the factorization property
discussed in Sec. II). Although the penetration length at the most
fundamental level of the caging component of the dynamic free
energy is constant, in practice the effective penetration length is pre-
dicted to be both property and interface specific. The precise nature
of the interface enters via the first layer, where dynamical constraints
can be weakened, softened, or hardly changed (e.g., vapor, pinned
rough solid, or smooth hard wall, respectively204). Numerical calcu-
lations for the hard sphere fluid and molecular and polymer liquids
have been performed.204,205

For a thick film with a vapor interface, the theory makes mul-
tiple general predictions relevant to the phenomenology of Sec. II.
First, as one expects physically, the collective elastic barrier is more
strongly modified by the interface and perturbed to larger distances
into the film, than its local cage analog. However, since the domi-
nant effect of an interface on the local and elastic barriers involves
the same caging component of the dynamic free energy, the total
barrier follows (to a good approximation) an exponential spatial
variation as expected from Eq. (32). Numerical calculations find that
the bulk total barrier is not recovered until ∼10 particle diameters
from the vapor interface. Second, a near factorization of the z and
temperature/density dependences of the total barrier follows. This
implies that fractional power law decoupling is predicted, with an
exponential variation of the z-dependent exponent, in qualitative
accord with the simulation.73 Third, a relaxation time gradient of a
double exponential form, characterized by a nearly constant intrin-
sic length scale [ξ ≈ 3 particle diameters in Eq. (6)] is predicted.
Note that this ξ is nearly but not exactly temperature independent,
in contrast to λ in Eq. (32) which is temperature independent and
quantitatively smaller than ξ. Fourth, the gradient Tg(z) normal-
ized by the bulk Tg is predicted to be very weakly dependent on
the vitrification criterion (varying from 100 ns to 100 s, beyond any
onset threshold for this theory), which was analytically shown to be
another consequence of barrier factorization. This result provides a
possible additional theoretical basis, beyond chemistry and metrol-
ogy dependence of the onset, for the puzzling finding discussed
in Sec. II that normalized Tg gradients measured in simulation
and experiment over vastly different time scales are often in close
accord.

The theory predicts that decoupling applies over an enormous
number of decades of relaxation time, with an “onset” occurring
at very short times of ∼10 ps. The latter time scale appears to be
consistent with simulations of translational dynamics in bead-based
models,2,73,114,124 but experimental systems may have much delayed
onset times that the theory does not presently capture. This may
not be a failure of the underlying dynamical ideas but rather may
indicate that relevant nonuniversal aspects are not fully captured by
mapping to an effective hard sphere fluid. More study of this key
issue is needed.

ECNLE theory for a vapor interface thick film has made other
testable predictions relevant to both simulations and experimen-
tal materials. Quantitative aspects (including temperature depen-
dences) depend on chemically specific features such as the liquid
equation-of-state and bulk fragility. Selected examples are as fol-
lows.204,205 (i) The degree of relaxation acceleration at the surface
[amplitude A in Eq. (6)] grows exponentially with increasing pack-
ing fraction or decreasing temperature. (ii) A consequence of (i)
is that the mean interfacial layer thickness of practical enhanced
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mobility, given by Lint(T) = ξ lnA(T) to leading order, is rather large
at the bulk Tg, ∼6 to 12 nm depending on molecule or polymer
chemistry. This length scale decreases roughly linearly with heat-
ing. (iii) The dynamic plateau shear modulus varies exponentially
with distance from the interface, being smaller by a factor of ∼3
to 4 at the vapor surface, and recovering its bulk value ∼6 particle
diameters into the film. A crude estimate of a film-averaged Young’s
modulus as a function of film thickness is in reasonable agreement
with simulation and experiment. (iv) Quantitative predictions for
the position-dependent relaxation time indicate that its temperature
dependence strongly weakens upon approaching a vapor interface,
with bulk behavior not attained until ∼12 particle diameters from
the surface. (v) The top two layers of a thick film are predicted to
remain in equilibrium down to ∼80% to 85% of the bulk Tg. This
result appears to be qualitatively consistent with the experiments of
Paeng and Ediger,106–108 is relevant to greatly enhanced surface diffu-
sion,59,60 and seems consistent with a key criterion for the formation
of ultrastable glasses.57,58 (vi) The functional form of the normalized
Tg gradient is directly related to the barrier factorization and barrier
reduction physics and is predicted to be

Tg(z)
Tg,bulk

≙ Γ

1 + Γ−1√
1−ε(z)

, (33)

where ε(z) is the ratio of the total barrier at location z to its bulk
analog per Eq. (2). The nonuniversal dimensionless parameter Γ is
the ratio of the temperature at the dynamic crossover to the deeply
supercooled regime to the bulk Tg, which is ∼1.2 to 1.4 for exper-

imental molecular and polymer liquids.103,138,139,190,197 Relative to
unity, smaller (larger) values of this parameter suppress (enhance)
both the magnitude and spatial range of the Tg-gradient. Concep-
tually, Eq. (33) connects the normalized vitrification temperature
gradient to the barrier factorization property and reduction fac-
tor in Eq. (2) and is qualitatively consistent with the empirical
equation (4). (vii) In practice, numerical calculations reveal that, to
a good approximation, the Tg gradient is of an exponential form
in z, which is a direct consequence of the exponential variation of
the barrier with distance from the surface. Numerical calculations of
Tg(z) appear consistent with the simulations of Fig. 5 with regard
to the functional form, degree of suppression at the surface, and
spatial range for a thick film with one vapor interface. Quantita-
tively, in practice, large and long range gradients of Tg(z) are pre-
dicted. For example, for polystyrene a ∼100 K reduction of Tg at
the surface is found, with recovery to within 1%–2% of the bulk
Tg not achieved until ∼30 to 40 nm or Kuhn segment diameters
from the interface. (viii) A spatially averaged glass transition tem-
perature associated with simple weighting of the Tg gradient from
the surface (z = 0) to a depth of “Δ” in the thick film was studied,

⟨Tg(Δ)⟩ ≡ Δ−1 ∫
Δ

0 Tg(z)dz. This quantity is a crude surrogate for
a film-thickness-dependent Tg if dynamical gradient overlap effects
are weak or absent, in the spirit of the calculations leading to the inset
of Fig. 6. Calculations for polystyrene find that it does not recover the
bulk Tg value untilΔ ∼ 50 ormore Kuhn segment diameters from the

interface.205

Most of the above results are directly related to the predicted
double exponential form of the relaxation time gradient and frac-
tional power law decoupling effect.205 Moreover, they follow almost
entirely as a consequence of the recently introduced204,205 physical

effect (2), which as mentioned above strongly modifies in a spatially
resolved manner both the local cage and collective elastic barriers.
The explicit cutoff of the elastic displacement field is a relatively
minor effect compared to interface-induced changes of the cage-
scale-determined displacement field amplitude and localized state
stiffness. However, at large enough distances from the interface,
the elastic displacement field cutoff effect does become impor-
tant, resulting in a low amplitude tail of the barrier gradient that
approaches its bulk value as ∼z−1.205 This implies that the logarithm
of the alpha time gradient approaches its bulk thick film limit as
an inverse power law of distance with the interface. Testing this
result with the simulation will be challenging given issues surround-
ing statistical sampling and computer time scale limitations, but in
principle it is possible.

Many issues have not yet been addressed by ECNLE theory,
including thick films with diverse solid substrates and some obser-
vations discussed in Sec. II. Since the fundamental theoretical ideas
are not specific to a vapor interface,204 one can expect (and prelimi-
nary work finds206) that the generic behaviors qualitatively hold for
solid surface thick films. Extension to treat finite thickness films and
bilayers is in progress. The former systems require addressing how
gradients at two surfaces interfere, while the latter involves under-
standing how the elastic displacement field extends between two
glassy materials of different dynamic shear stiffness. The influence of
the detailed nature of the liquid-interface structure (e.g., adsorption)
also remains to be addressed.

IV. OPPORTUNITIES AND CHALLENGES

It is evidently possible to theoretically predict or rationalize,
via diverse physical perspectives, the coarse zeroth order finding
that proximity to an interface or confinement to the nanoscale
alters activated glassy dynamics. However, a focus on the thickness-
dependence of Tg for individual chemical systems seems to be, as
both a mathematical and practical matter, of little value in discrim-
inating between distinct theories. Comparison to the microscopic
phenomenology—particularly the spatial form of the relaxation time
near interfaces, its onset and temperature dependence, the decou-
pling phenomenon, Tg gradients, and lack of correlation with local
structure—is therefore critical to assessing which physical ideas gen-
uinely reflect the real-world phenomenology. The current state of
theoretical understanding of the problem, viewed through this lens,
can be briefly summarized as follows.

At present, no purely entropy-based theory predicts near-
interface alterations in dynamics in a manner that accords with
the observed phenomenology. Instead, there appear to be signifi-
cant inconsistencies and/or predictive shortcomings. Whether these
problems can be remedied is unclear. Classical free-volume layer
model approaches are not consistent with the basic physics of the
phenomenon revealed by simulations. More modern free volume
based approaches that combine dynamic heterogeneity and percola-
tion concepts,179 string-like particle motion,180 cooperative free vol-
ume dynamics,188 or free-volume-motivated dynamic-facilitation-
like ideas192 make some predictions in accord with phenomenology.
However, in all of these cases except the third (the coopera-
tive free volume theory), some predictions seem to be incon-
sistent with the phenomenology. Additional theoretical develop-
ment that allows comparison to far more elements of the rich
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phenomenology described in this article (and potentially address-
ing any known inconsistencies) is necessary to validate or falsify
these approaches. The force and particle level elastically cooperative
nonlinear Langevin equation theory,96,197 which is built on coupled
cage scale activated hopping and longer range collective elastic fluc-
tuation, predicts a large portion of the observed phenomenology
for thick one-interface films, including (to a good approximation)
fractional power law decoupling, exponential variation of activation
barriers near the surface, the barrier factorization property, and the
double exponential relaxation time gradient.204,205 Given its micro-
scopic basis, connections to chemically specific aspects enter nat-
urally. However, it has not addressed some of the key aspects of
the phenomenology nor been fully developed for diverse hard inter-
faces and finite thickness films, though efforts in these directions are
underway.

Our review of progress in this field also points to several critical
advances that we believe are required to develop a predictive under-
standing of near-interface alterations in dynamics and properties.
We close by stating the most pressing ones, in our opinion.

1. Efforts at theoretical validation should move away from com-
parison with relatively thick film-averaged Tg(h) data. Focus
should be on comparison to highly resolved dynamical gra-
dients (e.g., Tg, relaxation time, viscosity, and diffusivity)
as determined from simulation. Comparison to experimental
data in ultrathin films where gradient-interaction effects may
become very important should be prioritized over comparison
to data in the thick-film limit. However, as discussed above,
numerous issues complicate the interpretation of mean-film
data even in the ultra-thin-film limit; comparison to exper-
iments that report on distributions of properties within the
film should therefore be of high priority. These comparisons
should also include the chemical and interface dependences of
the dynamical gradients.

2. Experimental efforts should focus on detailed measurements
and the development of improved metrologies accessing the
types of data described in point 1.

3. Multiple nontrivial phenomenological aspects of the free-
surface dynamical gradient are now known, including expo-
nential variation of the effective barrier and local Tg near the
surface, fractional power law decoupling, (near) saturation of
the intrinsic correlation length, double exponential form of the
relaxation time gradient, and a nontrivial onset condition. Pre-
diction of these observations should be a standard test of any
theory.

4. A much better understanding of the onset condition and its
implications, including dependences on relaxation function
and chemistry, is an urgent matter. Onset physics may account
for much of the variation in apparent strength of nanoconfine-
ment effects observed between distinct chemistries and exper-
imental probes. Progress in this direction should also help
clarify the connection between experimental and simulation
studies.

5. The development of unified theories that address bulk and con-
fined glassy dynamics, and which clarify the physical connec-
tions between these situations, is a high priority. Ideally, theo-
ries of interfacial dynamics should be built upon approaches
validated in the bulk, and in a manner that minimizes or

eliminates adjustable fit parameters. Moreover, such theories
should aim to clarify the importance of the intrinsic space-
time dynamic heterogeneity present in bulk liquids63 relative
to interfacially induced spatial dynamical heterogeneity (i.e.,
dynamical gradients) in the thin film dynamics problem.

6. Ongoing theoretical efforts should aim to predict how quanti-
tatively nonuniversal features of glass formation (e.g., fragility)
across distinct materials classes (e.g., colloids, molecules, and
polymers) and even within a single class (e.g., polymers of
diverse monomer structure and backbone stiffness) impact
interfacial and thin film effects. This goal is important both
for practical materials science and because addressing it will
provide additional constraints in the search for a fundamental
physical understanding.

7. A concerted effort is needed to better understand short time
properties (e.g., Debye-Waller factor and dynamic relaxed
plateau shear modulus) under confinement. These quanti-
ties carry complementary information about how interfaces
strongly modify the microscopic dynamical constraints that
underlie the emergence of glassy dynamics and are likely
deeply related to the onset question of near-interface dynamic
alterations in films and nanostructured materials.

8. New insight is needed into the origin of experimental observa-
tions of extremely long range dynamical gradients—100 nm or
more in some cases.20,207,208 No simulation nor theory of equi-
librium gradients has reproduced this finding. These experi-
mental findings, thus far, appear to be limited to polymers at
extremely high molecular weights, suggesting that this may be
a high-molecular weight polymer effect that will be difficult
to access in the simulation, particularly given that the length
scales involved also far exceed typical simulation sizes for these
systems. A concerted experimental, simulation, and theoretical
effort is needed to better understand these findings.
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