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ProHet: A Probabilistic Routing Protocol with
Assured Delivery Rate in

Wireless Heterogeneous Sensor Networks
Xiao Chen, Zanxun Dai, Wenzhong Li, Yuefei Hu, Jie Wu, Hongchi Shi, and Sanglu Lu

Abstract—Due to different requirements in applications, sen-
sors with different capacities are deployed. How to design
efficient, reliable and scalable routing protocols in such wire-
less heterogeneous sensor networks (WHSNs) with intermittent
asymmetric links is a challenging task. In this paper, we
propose ProHet: a distributed probabilistic routing protocol for
WHSNs that utilizes asymmetric links to reach assured delivery
rate with low overhead. The ProHet protocol first produces a
bidirectional routing abstraction by finding a reverse path for
every asymmetric link. Then, it uses a probabilistic strategy to
choose forwarding nodes based on historical statistics using local
information. Analysis shows that ProHet can achieve assured
delivery rate ρ if ρ is set within its upper-bound. Extensive
simulations are conducted to verify its efficiency.

Index Terms—Asymmetric links, heterogeneous sensor net-
works, routing, two-hop neighborhood information, wireless.

I. INTRODUCTION

RECENT advances in wireless communication technolo-
gies and electronics have paved the way for developing

low-cost wireless sensor networks (WSNs). WSNs have a
wide range of military and civilian applications such as target
tracking [3], environment monitoring [18], intelligent homes
[11], disaster rescuing [22], and self-touring systems [23].

In WSNs, sensors gather information, such as temperature,
humidity, light, etc. from the environment, process them
locally, and then communicate with others or send the informa-
tion to the sink for further processing. In various applications,
different sensors may be used [17], [32]. Therefore, sensors
may not have the same sensing capability and transmission
range. Here we just take their diverse transmission ranges
brought about by their heterogeneity into account. The WSN
formed by heterogeneous sensors is referred to as the wireless
heterogeneous sensor network (WHSN).

After the heterogeneous sensors have completed data col-
lection, one major issue is how to route data to the des-
tination (mostly it is the sink in WSNs) efficiently [15],
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[19], [33]. Since these heterogeneous sensors have different
transmission ranges, there will be asymmetric links in the
communication graph because if node A can reach node
B, but B can not reach A, then the directed link from A
to B is asymmetric. Thus, the common undirected graph
generated after abstraction is turned into a directed graph,
which makes the off-the-shelf routing protocols for general
WSNs not applicable or work with higher overhead [24]. So
the routing protocols for WHSNs need to be redesigned and
should meet the following requirements: (1) Reliable with
assured delivery rate and low overhead, which are important
for mission critical applications; (2) totally distributed and use
only local information for scalability and robustness purposes.

In this paper, we propose ProHet: a Probabilistic routing
protocol for Heterogeneous sensor networks, which can han-
dle asymmetry links well and work in a distributed manner
using local information with low overhead and assured deliv-
ery rate. It has two parts: the preparation part which includes
identifying neighbor relationships and finding a reverse path
for an asymmetric link, and the routing part which includes
selecting nodes, forwarding messages and sending acknowl-
edgement.

Other important issues in WSNs such as energy consump-
tion and hot-spot are not discussed since the focus here is
the usage of asymmetric communication links and assured
delivery rate in WHSNs. Previous works have extensively
studied the energy consumption and hot-spot problems in
sensor networks [1], [5], [10], [21], [26], [35]. So we want
to address the issues that are neglected by them.

The rest of the paper is organized as follows: Section II
references the related work. Section III presents preliminaries.
Section IV proposes the ProHet protocol. Section V does the
analysis. Section VI evaluates the performance of ProHet by
simulations. And the conclusion is drawn in Section VII.

II. RELATED WORK

In this section, we give an overview of existing routing
algorithms in WHSNs and probabilistic routing strategies.

A. Routing in Heterogeneous Sensor Networks

Routing in homogeneous sensor networks has been well
addressed by many routing protocols [13], [15], [16], [19],
[20], [25], [28], [29], [33]. In these protocols, all sensors have
the same capabilities in terms of communication, computation,
energy supply, reliability, etc. However, in applications such as
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aforementioned, heterogeneous sensors with different capabil-
ities may be deployed. It is reported in [32] that when properly
deployed, heterogeneity can triple the average delivery rate
and provide a five-fold increase in the network lifetime.
Routing in WHSNs should be rethought about: Simply using
the routing protocols in homogeneous sensor networks does
not take advantage of the diversity of the sensors.

In the literature, there are a few routing protocols designed
for WHSNs [1], [7], [9], [10], [12], [34] where the sensors
are categorized into powerful and less powerful ones. Sensors
form clusters, with the powerful ones being the cluster heads.
Two-level routing protocols are used in the network: The
intracluster protocol is used to route messages between less
powerful nodes and their clusterheads while the intercluster
protocol is used to route messages between clusterheads. In
these protocols, the capability of each individual sensor is not
distinguished and the asymmetric links are not fully utilized.
In [14], we proposed a protocol that differentiates the diverse
transmission ranges of sensors and takes advantage of the
asymmetric links to achieve assured delivery rate. But our pre-
liminary work does not disclose the relationship between the
assured delivery rate and the network parameters. In this paper,
we enhance that in our analysis, give a more comprehensive
description of ProHet, and conduct more simulations to justify
our design idea and calculate overhead more accurately.

B. Probabilistic Routing Strategies

The probabilistic routing strategy in WSNs is not a new
topic and there are various studies about it. Paper [27] uses
probabilistic routing to disseminate information in a wireless
sensor network without maintaining routing table: the sensor
nodes simply forward the received packets with some proba-
bility. Thus, it reduces traffic in the network and mitigates
the broadcast storm problem. The authors in [4] propose
Parametric Probabilistic Sensor Network Routing Protocols, a
family of light-weight and robust multi-path routing protocols
for sensor networks in which an intermediate sensor decides
to forward a message with a probability that depends on
various parameters, such as the distance of the sensor to
the destination, the distance of the source sensor to the
destination, or the number of hops a packet has already
traveled. Probabilistic Flow-based Spread Routing Protocol
in [30] makes the intermediate nodes forward packets with a
probability based on neighboring nodes’ traffic load and tries
to achieve the balance of energy consumption when forward-
ing packets. In [8], the information obtained by sensors from
the environment has different delivery probabilities according
to their levels of importance to the end user. For example, the
information of a potential chemical leak is more important
than knowing that everything is fine and should have a higher
delivery probability. The authors propose a new method for
information delivery at a desired reliability using hop-by-hop
schemes.

In the above works, the computation of probability has
never been referred to a node’s historical information of its
delivery capability which may result in better performance. In
this paper, we will explore historical statistics and propose a
probabilistic routing protocol with assured delivery rate.

(a) A              B

A B A B

A B A B

(b) A              B

(d) A              B(c) A              B

Fig. 1. The neighbor relationships between two nodes A and B. (a) A and
B are In-out-neighbors of each other; (b) A is an In-neighbor of B and B is
an Out-neighbor of A; (c) B is an In-neighbor of A and A is an Out-neighbor
of B; (d) A and B are non-neighbors.

III. PRELIMINARIES

A. Definitions of Nodes’ Neighbor Relationships

A WHSN can be represented by a directed graph G =
{V,E}, where V is the set of sensors (also called nodes), and
E is the set of links (also called edges) in the network. For
example, if sensor B is in the transmission range of sensor
A, then there is a directed link from A to B. We assume
graph G generated from the sensor network is a strongly-
connected directed graph. Therefore, the sensor network is
strongly-connected too.

We categorize the neighbor relationships of sensors into
four categories: (1) In-out-neighbor; (2) In-neighbor; (3) Out-
neighbor; and (4) Non-neighbor. For two nodes A and B, as
shown in Figure 1(a), if A → B and B → A, then A and
B are In-out-neighbors of each other. If only A → B (or
B → A) as in Figure 1(b) (or 1(c)), then A (or B) is an In-
neighbor of B (or A), and B (or A) is an Out-neighbor of A
(or B). If neither A → B nor B → A, they are non-neighbors
of each other, as shown in Figure 1(d).

B. Definitions of One-hop and Two-hop Receivers

A node’s one-hop receiver is the node’s Out-neighbor or
In-out-neighbor. A node’s two-hop receiver is the one-hop
receiver of the node’s one-hop receiver.

C. Definition of Two-hop Neighborhood Information Model

In WSNs, the two-hop neighborhood information model,
which means a node knows the information of its neighbors
and the neighbors of its neighbors, is used by some researchers
to guide routing [2], [6], [31]. This model is very attractive to
large-scale WSNs because only local information is needed.
This model is still helpful in WHSNs to steer the routing in
the right direction. But because of the asymmetric links, the
definition of the two-hop neighborhood information model in
WHSNs should be changed to: A node knows its one-hop
receivers and the one-hop receivers of its one-hop receivers.
Still, the two-hop neighborhood information can be obtained
by exchanging “Hello” messages between nodes in WHSNs.

Theorectically speaking, any k-hop (k ≥ 1) neighbor-
hood information model can be used. However, if one-hop
neighborhood information is used, it is more like flooding
which will cause large number of redundant data packets.
If k-hop (k ≥ 3) neighborhood information is used, it will
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introduce much more communication overhead among neigh-
bors without bringing much benefit comparing with the two-
hop neighborhood information model. Our later simulation
confirms these.

D. Definition of Delivery Probability

A node’s delivery probability Pdelivery is defined as the
ratio of the number of packets successfully delivered by the
node denoted by Nd and the number of packets forwarded by
it, denoted by Nf . It can be expressed as:

Pdelivery = Nd/Nf (1)

Nd and Nf for a node will be recorded in the routing
process so that Pdelivery can be calculated locally and timely.
At the beginning of routing when Nd and Nf do not exist, a
routing protocol can work in a flooding manner for a while to
establish these values. After some rounds of packet delivery,
every node’s delivery probability will become stable. Thus, the
historical information of the network has been established.

IV. THE PROHET PROTOCOL

In this section, we present the ProHet protocol, which has
two parts: the preparation part which includes identifying
neighbor relationships and finding a reverse path for an
asymmetric link, and the routing part which includes selecting
nodes, forwarding messages and sending acknowledgement.
The details are as follows:

A. Preparation Part

First each node needs to identify its In-out-neighbors and
In-neighbors (if there is any) by sending each other “Hello”
messages (see algorithm Identifying Neighbor Relationships).
The identification of a node’s Out-neighbors needs to wait
until a reverse path is found.

Algorithm: Identifying Neighbor Relationships

1: Every node in the network broadcasts a “Hello” message.
2: If two nodes A and B can receive each other’s “Hello”

message and the corresponding “Acknowledgment” of the
“Hello” message, then each adds the other to its In-out-
neighbor list.

3: If A receives B’s “Hello” message, but not the “Acknowl-
edgement” of its own “Hello” message, then A knows that
B is its In-neighbor and adds it to its In-neighbor list.
Then, A will find a reverse routing path to B.

Next, for each node that has an In-neighbor, it is nec-
essary to find a reverse path using the Finding a Reverse
Path algorithm. Finding a reverse path can fully utilize the
asymmetric links in the HWSNs. The study of [24] shows that
a significant percent of links in WHSNs are asymmetric and
the connectivity of the network can be up to 97% when the
maximum reverse routing path length (here “length” means
the number of hops) is set to be 3. We set the expiration
path length to 3 and most nodes can establish their reverse
routing paths to their In-neighbors in our experiment. If a node
receives more than one reverse routing path to an In-neighbor,
it chooses the shortest one.

Algorithm: Finding a Reverse Path

1: Node A tries to find the reverse routing path to each of its
In-neighbors by broadcasting a “Find” message containing
the source ID (“A”), the destination ID (the ID of the In-
neighbor (e.g. “B”)), and an expiration length of 3 hops.

2: if some node C receives a “Find” message, then
3: if it is the destination node listed in the message, then
4: it will add the source node to its Out-neighbor list,
5: and send the identified reverse routing path to the

source node by a “Path” message containing the
reverse route.

6: end if
7: if it is not the destination node and the expiration length

is greater than 0, then
8: it will rebroadcast the message after the following

modifications:
9: decrease the expiration length by one;

10: append its own ID to the message.
11: end if
12: in all other cases, it will drop the message.
13: end if

Find: 3

Find: 2

Find: 1

Path: A−> C−> D−> B

C
D

B A

E

Find: 3

Fig. 2. An example of finding a reverse routing path.

Let’s use the WHSN in Fig. 2 to explain the preparation
part. In this network, A,B,C,D,E are sensors with different
transmission ranges. The directed links in the graph repre-
sent their neighbor relationships. After broadcasting “Hello”
messages, sensors B and D, A and C can receive each
other’s “Hello” messages and “Acknowledgements”. Thus they
identify each other as In-out-neighbors. However, sensor A
gets sensor B’s “Hello” message, but does not receive B’s
“Acknowledgement” to its own “Hello” message. It knows that
B is its In-neighbor. Then, it starts to find a reverse routing
path to B by broadcasting a “Find” message (A, B, 3). The
number after “Find” in the figure represents the expiration
length, initially set to 3. The “Find” message is received by
sensors C and E. Sensor E’s transmission range is so small
that it cannot reach any other sensor in this example. Sensor
C is not the destination node and the expiration length is 3, so
it will rebroadcast the message by changing it to (A, C, B, 2).
After sensor D receives the message, it is not the destination
either and the expiration length is 2, so it will rebroadcast the
message by changing it to (A, C, D, B, 1). When B receives
the message, it sees that it is the destination. It knows by
now that source A is its Out-neighbor and adds A to its Out-
neighbor list. Also, it builds a “Path” message (A, C, D, B)
and sends it to A. After A receives the “Path” message, it gets
its reverse routing path to B: A → C → D → B.
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B. Routing Part

The nature of wireless communication is broadcasting. So
the easiest and most reliable way to transmit a packet to
the sink is flooding. However, flooding will cause serious
communication overhead known as “flooding storm”. In order
to reduce overhead and achieve the assured delivery rate, we
only choose a number of forwarding nodes based on histor-
ical statistics. Comparing to conventional routing protocols
in WSNs, which ignore the existence of large numbers of
asymmetric links, ProHet takes advantage of asymmetric links
to route packets with high delivery ratio assurance.

In ProHet, two-hop neighborhood information model is
used. Information in one-hop or more than two-hop neigh-
borhood can also be used, we will justify why we adopt
two-hop information in later simulations. Our basic idea is
to choose a subset of two-hop receivers of a node which have
high delivery probabilities as forwarding nodes, and choose
the one-hop receivers that can cover the selected two-hop
receivers to relay the message. The ProHet protocol contains
three phases/algorithms: Selecting Nodes, Forwarding Mes-
sages, and Sending Acknowledgement. The Selecting Nodes
algorithm chooses the subset of two-hop receivers and the
corresponding one-hop receivers; the Forwarding Message al-
gorithm forwards messages to the destination; and the Sending
Acknowledgement algorithm sends back an “Acknowledge-
ment” for a successful transmission and updates the delivery
probabilities of forwarding nodes. The details are as follows:

Algorithm: Selecting Nodes

1: Source v calculates the probability threshold Pth using
Condition (4) in Section V-C given assured delivery rate ρ.

2: v selects a subset of its two-hop receivers whose delivery
probability Pdelivery ≥ Pth into the set SN2(v);

3: v finds the minimal set of its one-hop receivers to cover
all the nodes in SN2(v) by the following:

4: repeat
5: Add every v ∈ N1(v) to SN1(v), if there is a node in

SN2(v) covered only by v;
6: Add v ∈ N1(v) to SN1(v), if v covers the largest

number of nodes in SN2(v) that have not been covered;
7: If there is a tie, the choice is random;
8: until all the nodes in SN2(v) are covered.

In the Selecting Nodes algorithm, notation N1(v) denotes
v’s one-hop receivers and N2(v) denotes v’s two-hop re-
ceivers. Node u covers v if u is an In-out-neighbor or In-
neighbor of v. SN2(v) and SN1(v) denote v’s selected two-
hop and one-hop receivers, respectively.

Let’s use an example to explain the Selecting Nodes algo-
rithm in Figure 3. Suppose V (marked in red) has a packet
to send. We use the algorithm to select v’s two-hop (will be
marked in black) and one-hop receivers (will be marked in
blue). If there is a directional link A → B or a bidirectional
link A ↔ B, it means A covers B. First, suppose six of V ’s
two-hop receivers H, J,K,M,N, P are selected into SN2(v)
because their delivery probabilities are no less than Pth given
ρ. Next, we select the minimal set of V ’s one-hop receivers to
cover all of the nodes in SN2(v) as follows: Node H is only

H

GR

E

Q

P
F

D

N

M C
O

K

L

B

J
I

A

V

Fig. 3. An example of the Selecting Nodes Algorithm.

covered by one one-hop receiver A. So, A is selected into
SN1(v). Node A also covers J . Next, the one-hop receiver
that covers the most of the remaining nodes in SN2(v) is node
D. So, it is also put into SN1(v). Now, the only node left in
SN2(v) is K . It is covered by both B and C. Since neither
B nor C covers any other remaining node in SN2(v), we can
choose either one of them to cover K . Suppose we choose B,
so finally SN1(v) = {A,B,D}.

Algorithm: Forwarding Messages

1: The current forwarding node v broadcasts the packet
P containing SN1(v), SN2(v), and the message to be
delivered to the sink; the forwarding number Nf of v is
increased by one;

2: If a receiver u ∈ N1(v) is in SN1(v), it will rebroadcast
P , increase its forwarding number Nf by one and attach
u’s ID in P as a forwarding node in the path;

3: repeat
4: Set node t ∈ SN2(v) as the new source and apply the

Selecting Nodes and Forwarding Message algorithms;
5: until P reaches the sink.

Algorithm: Sending Acknowledgement

1: When a packet P reaches the sink, the sink sends an
acknowledgement Pack to all the forwarding nodes on the
path. The later arrived copies of P are dropped.

2: When a forwarding node m receives Pack, it increases its
Nd by one, and

3: if its previous node t is its In-out-neighbor then
4: it sends Pack directly to t;
5: else if m has a reverse path to t then
6: m sends Pack to t via the reverse path of the asymmetric

link t → m;
7: else
8: m simply drops Pack

9: end if

Next, any forwarder will run the Forwarding Messages
algorithm, where the forwarding number Nf is recorded.

After the message reaches the sink, the sink will send back
an acknowledgement Pack to all the forwarding nodes on the
path using the Sending Acknowledgement algorithm. Due to
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the asymmetric links, the reverse paths may be used. On the
way to send back Pack, the delivery number Nd is recorded
and the node’s delivery probability Pdelivery is obtained using
Formula (1). Every forwarding node refreshes its Pdelivery

each time a message is sent from a source to the sink and the
acknowledgement comes back.

V. ANALYSIS

The key point for a node v to select its two-hop receivers
is the value of the probability threshold Pth given an assured
delivery rate ρ (0 ≤ ρ ≤ 1). In this section, we first give an
upper-bound of ρ, then prove that ρ can be achieved if it is
within its upper-bound and present a method to calculate Pth.

A. Upper-bound of ρ

Obviously, if the delivery rate ρ is set too high and the
delivery probabilities of nodes in the network are too low and
the network is sparse, then ρ can not be achieved. So we need
to find the upper-bound of ρ to make it possible to achieve.

Suppose node v has a total of m two-hop receivers
whose delivery probabilities obtained by Formula (1) in non-
increasing order are p1, p2, · · · , pm. The highest delivery rate
v can achieve is when Pth = pm, which means all of its m
two-hop receivers are selected into the forwarding set. Then
the following is true:

1− (1− p1)(1− p2) · · · (1− pm) ≥ 1− (1− pmin)
m

≥ 1− (1− pmin)
out-dmin ≥ ρ

(2)

In the above, pmin is the minimum delivery probability of
nodes in the whole network. Thus, p1, p2, · · · , pm ≥ pmin.
The value out-dmin is the minimum m in the whole network.
So m ≥ out-dmin. The values of pmin and out-dmin can be
known after a network has been set up and several rounds of
packet delivery have been done. So ρ is upper-bounded by

ρ ≤ 1− (1− pmin)
out-dmin (3)

That means, the delivery rate ρ that can be achieved depends
on the nodes’ delivery probabilities and the network density.

B. Condition for assured delivery rate ρ

Theorem 1: ProHet guarantees the assured delivery rate ρ
if Condition (3) holds.

Proof: According to ProHet, a node will select k out of its
m two-hop receivers whose delivery probabilities are greater
or equal to Pth as its forwarding nodes. Assume the delivery
probabilities of the m two-hop receivers are p1, p2, · · · , pm
in non-increasing order. In the worst case, Pth takes the
minimum value pm and k = m, which means all of its m
two-hop receivers are selected into the forwarding set. Even
when that happens, we know that Condition (2) is true. So ρ
can be achieved. Better than that, ρ can be achieved with a
larger Pth and fewer two-hop receivers as forwarders.

Therefore, in this paper, when we set the assured delivery
rate ρ in ProHet, we make sure that Condition (3) is satisfied.

C. Determining the value of Pth

Now we show how to determine the value of Pth. Suppose
there are m two-hop receivers in v’s two-hop neighborhood
whose delivery probabilities are p1, p2, · · · , pm. And there
are k (k ≥ 1) out of m two-hop receivers whose delivery
probabilities p1, p2, . . . , pk are no less than Pth. They will be
selected by v to forward a packet. Without loss of generality,
we assume p1 ≥ p2 ≥ · · · ≥ pk ≥ Pth. In order to reach the
delivery rate ρ, the following must be satisfied:

1− (1− p1)(1 − p2) · · · (1− pk) ≥ 1− (1− Pth)
k ≥ ρ

So, Pth ≥ 1− (1− ρ)
1
k (4)

Also from the analysis, we know that Pth has a maximum
value of p1 and a minimum value of pm. Setting Pth = p1
means that only the two-hop receiver with the highest delivery
probability is selected into the forwarding set to reach the
delivery rate. And setting Pth = pm indicates that all of the
two-hop receivers need to be selected to reach ρ. In all other
cases, Pth should have a value between the two. The procedure
to obtain Pth from Condition (4) is as follows: First, the
delivery probabilities of v’s m two-hop receivers are ordered
non-increasingly in the list p1, p2, · · ·, pm. Then, we initialize
Pth to p1 and k = 1, that is, only the node with the highest
delivery probability is considered. We check if Condition (4)
is true or not. If the condition is true, {Pth = p1 and k = 1}
is our solution. Otherwise, we add the node with the second
highest delivery probability, and set k = 2 and Pth = p2.
Again, we check if the condition is satisfied. This process
continues by adding the next node in the list, increasing k
by one and setting Pth to pk until Condition (4) is satisfied.
Finally, Pth is set to pk and the number of two-hop receivers
chosen into the forwarding set is k.

VI. SIMULATIONS

In this section, we justify several design choices in ProHet
and evaluate its performance by comparing it with the follow-
ing three protocols using a self-written simulator in Java.

• Flooding, the conventional algorithm.
• Random-K, in which random K one-hop receivers are

selected to forward packets.
• TopRatio-K, in which K one-hop receivers with the high-

est delivery probabilities are selected to relay packets.

A. Simulation Setup

We used the following metrics to evaluate the performance
of the protocols:

• Delivery ratio: the ratio of the number of packets success-
fully delivered to the total number of packets generated.

• Average hops: the average hops of a packet successfully
sent from a source to a sink.

• Average packet replication overhead: the average number
of packet replications used to successfully deliver a
packet.

• Average control message overhead: the average number
of control messages which include all of the commu-
nication messages (except the main packet) to identify
neighbors, find reverse paths and update nodes’ delivery
probabilities needed to successfully deliver a packet.
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Fig. 4. Percentages of asymmetric links and reverse paths found with the
node transmission diversity of 20m.

In our experiments, nodes were deployed in a 500m×500m
area. To diversify nodes’ transmission ranges, we used the idea
in [24] to let a node have one of the three transmission ranges:
the minimum, the normal, and the maximum. The normal
transmission range is the average of the minimum and the
maximum transmission ranges. We set the normal transmission
range, also the default, to 50m. Node transmission diversity is
the difference between the maximum and the minimum ranges.
The link loss rate of each link was randomly set between
0% and 20% initially. In both Random-K and TopRatio-
K algorithms, the value of K was set to 5. To implement
message sending and receiving, a virtual concept of time slots
was used. In each time slot, we randomly chose a sensor to
generate a new message and let it send the message to the
sink. Each node used a buffer to cache packets from other
nodes. We assumed that all of the packets in the buffer can
be transmitted to the next-hop node within one time slot.
The simulation time was set to 10, 000 time slots. During the
experiments, we randomly generated 20 different deployments
of heterogeneous sensor nodes and calculated the average
performance in the simulation results.

B. Experimental Results

We first studied the percentage of the asymmetric links in
the network and the percentage of these asymmetric links
having a reverse path within 3 hops. Fig. 4(a) shows that about
30% of the total links in the network are asymmetric when the
node transmission diversity is set to 20m. Fig. 4(b) indicates
that over 90% of the asymmetric links can find their reverse
paths within 3 hops using our algorithm, which justifies setting
the expiration length to 3 is good enough to find most of the
reverse paths for the asymmetric links.

In order to explain that using the two-hop neighborhood in-
formation model is reasonable, we compared the performance
of the one-hop, two-hop, and three-hop information models.
We used the same three transmission ranges for the nodes, set
the node transmission diversity to 20m and set the assured
delivery rate to 80%. We found that the delivery ratio of the
one-hop information has a marginal improvement over those
of the two-hop and three-hop information models because it is
more like flooding. However, the packet replication overhead
of the one-hop information is significantly higher than those
of the two-hop and three-hop information models as shown in
Fig. 5(a). Considering the significant replication overhead in
the one-hop model and the communication overhead among
neighbors in the k-hop (k ≥ 3) model, we think using two-hop
neighborhood information model is appropriate.
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Fig. 5. Comparison of delivery ratio of ProHet using different information
models and with that of AODV.

In order to illustrate the improvement of delivery ratio,
we compared ProHet with AODV. Though they have several
differences: AODV is for ad hoc wireless networks while
ProHet is for heterogeneous sensor networks; AODV assumes
symmetric communication links while ProHet deals with
asymmetric ones, both of them use reverse path in routing and
have some similarity in design methodology. We used the same
three transmission ranges for the nodes, set the transmission
diversity to 20m and set ProHet’s assured delivery rate to 80%.
From the results in Fig. 5(b), we can see that the delivery
ratio of AODV cannot be guaranteed because it does not use
asymmetric links and does not set achieving assured delivery
rate as its design goal whereas in ProHet, with the increase
of node numbers and thus more connections, it can reach the
assured delivery rate and exceed.

We also conducted simulations to reflect the impact of ρ
on the performance of ProHet (see Fig. 6). We set the node
number to 350 and the node transmission diversity to 20m.
Fig. 6(a) shows that with ρ going from 50% to 90%, the actual
delivery ratio achieved by ProHet is greater than the set value.
This proves that ProHet can guarantee the assured delivery
rate. In Fig. 6(b), with the increase of ρ, the average hops
remain almost a constant, implying that the latency of ProHet
is under control. In Fig. 6(c), the average packet replication
overhead increases when ρ increases, which indicates more
duplications are produced to achieve the assured delivery rate.
But the control message overhead is only slightly increased in
Fig. 6(d), which means ProHet does not generate a lot more
control overhead to reach a higher delivery ratio.

Finally we compared ProHet with the three protocols (see
Fig. 7). The node transmission diversity was set to 20m
and the assured delivery rate was 95%. Fig. 7(a) verifies
that Flooding has the highest delivery ratio. ProHet’s higher
delivery ratio than those of TopRatio-K and Random-K means
that a careful selection of forwarders based on Pth is better
than selecting the top K or randomly. Also, the increase of
delivery ratios of all the strategies with the increase of node
numbers implies more connections between nodes can result
in more successful deliveries. Fig. 7(b) confirms that Flooding
has the lowest hops to deliver packets. ProHet’s near-lowest-
hops indicate its low latency. Fig. 7(c) shows that ProHet has
the least average packet replication overhead, which proves
that the probabilistic strategy to choose forwarding nodes
in the two-hop neighborhood is effective to removing many
redundant packets in the delivery process. Flooding has no
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Fig. 6. Impact of ρ on ProHet’s performance with 350 nodes and node transmission diversity of 20m.
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Fig. 7. Comparison of ProHet with Flooding, Random-K and TopRatio-K with node transmission diversity of 20m.

control overhead in Fig. 7(d) due to not keeping neighbor
information in routing. ProHet’s control overhead is much
lower than those of Random-K and TopRatio-K since it
establishes neighborhood information every two hops instead
every one hop in the routing process. In summary, ProHet can
achieve similar performance of delivery ratio and latency to
those of Flooding, but with a much lower replication overhead
and a low control overhead.

VII. CONCLUSION

In this paper, we proposed ProHet, a probabilistic routing
protocol, to deal with asymmetric links, reliability and scal-
ability issues in WHSNs. It addresses asymmetric links by
finding reverse paths and improves reliability and scalability
by choosing forwarders based on historical statistics using
local information. We showed that ProHet can achieve assured
delivery rate by theoretical analysis if the assured delivery rate
is set within its upper-bound. The efficiency of ProHet was
evaluated by our extensive simulations. In our future work,
we will design more efficient routing protocols in WHSNs.
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