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Abstract 

Results obtained from four X-ray and five neutron 

data sets collected under a project sponsored by the 

Commission on Charge, Spin and Momentum 

Densities are analyzed by comparison of thermal 

parameters, positional parameters and X -  N elec- 

tron density maps. Three sets of theoretical calcula- 

tions are also included in the comparison. Though 

several chemically significant features are reproduced 

in all the experimental density maps, differences in 

detail occur which caution against overinterpretation 

of the maps. Large differences between vibrational 

tensor elements U 0 are observed which can often not 

be corrected by the scaling of all temperature para- 

meters in a set. Positional parameters are reproducible 

to precisions of  0.001/~ or better. The biggest dis- 

crepancies between theoretical and experimental 

deformation density maps occurs in the lone-pair 

regions where peaks are higher in the theoretical 

maps. However, this comparison may be affected by 

inadequacies in the thermal-motion formalism which 

must be invoked before experimental and theoretical 

maps can be compared in a quantitative way. 

Introduction 

At the IUCr Conference in Amsterdam in 1975 a 

project was proposed under which the charge density 

* Present address: Battelle-Institut e.V., Am Rrmerhof 35, D- 
6000 Frankfurt am Main 90, Federal Republic of Germany. 

t Present address: Department of Chemistry, University of New 
Orleans, New Orleans, LA 70122, USA. 

0108-7673/84/030184-12501.50 

in one crystalline material would be studied by a 

number of laboratories in order to assess the repro- 

ducibility of experimental electron density maps. 

After some discussion oxalic acid dihydrate (Fig. 1) 

was selected as the subject of the study. It is a rela- 
tively hard stable substance, of which crystals can be 

easily grown. An earlier study of deuterooxalic acid 

by X-rays and neutrons (Delaplane & Ibers, 1969; 

Sabine, Cox & Craven, 1969; Coppens & Sabine 1969; 

Coppens, Sabine, Delaplane & Ibers, 1969) indicated 

extinction to be severe, a possible argument against 

its choice as a calibration substance. However, as 

described below, extinction was much less severe in 

the samples used in this project. 

Rather than distribute a crystal specimen and pre- 

scribe data collection and refinement procedures to 

be followed, crystals were grown by the participants 

and procedures commonly applied in each of the 

x(1~ 

0,,, ) g  . . . .  

C(I) 

Fig. 1. ORTEP (Johnson, 1965) drawing of oxalic acid dihydrate 
and labeling of the atoms. 
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laboratories were used. The philosophy behind this 

choice is that the results may truly reflect the spread 
between results from different laboratories rather than 
be biased by peculiarities of one or two crystals and 

selection of a single interpretive method. 

Four X-ray data sets were collected, while five 

neutron data sets were measured in three different 

laboratories. Two other X-ray data sets collected 

while the project was being undertaken were not 

judged of adequate quality by the experimenters and 

were therefore not submitted to the project. 
Three sets of theoretical calculations were made 

by two participants in different institutions. Two of 

these use extended basis sets, while in the third a 
limited basis set was employed. 

In this report details of data collection and refine- 

ment and of the theoretical calculations are summar- 

ized first. The remainder of the report concerns the 

comparison of parameters and electron density maps 

obtained by various research groups. Since different 
crystals were used and details of the refinement pro- 

cedures varied, the comparison provides the first esti- 

mate of the reliability of experimental results of this 
kind including the effects of systematic errors. The 

comparison is somewhat restricted by the limited 

number of data sets contributed to the project. 

Nevertheless, we believe that it does provide an indi- 
cation of the reproducibility of experimental charge 
densities. 

Experimental details 

Details on data collection are summarized in Table 

1. All X-ray data-collection temperatures were repor- 

ted to be close to 100 K, while one of the neutron 
experiments (N3) was performed at 75 K on a crystal 

that also was studied at 100 K. An additional experi- 

ment (N5) was done at 115 K. Mo Ka radiation was 

used in all the X-ray experiments; neutron experi- 
ments are less standardized and four different 

wavelengths ranging from 1-070 to 0.525 A were used. 

All refinements assigned least-squares weights 
based o n  or2(F2) = 2 O'eounting + cEF 4 with c 2 varying 

between 0.0020 and 0-0001 indicating estimates of 
the proportional error in  the intensity measurement, 

ranging from 4.5 to 1%. Information about the least- 
squares refinements is given in Table 2. Though 

extinction was treated in the least-squares refinement 
of all the X-ray data sets, it was much less severe 

than in the samples used in the room-temperature 
2 2 

studies reported in 1969, the y values (y = F o b s / F c o ~ r )  

being typically larger than 0.85 for the most severely 

affected reflections. In the neutron experiments 

extinction was more severe and best described in all 
refinements by a type I crystal with a Lorentzian 

distribution of the mosaic spread. 

Though X-ray R factors vary, the goodness of fit 
S is similar for the four full-data refinements. The 

Table 3. Theoretical calculations 

Basis set* Energy (a.u.) 

C, N, O H 

TI 11,6, 1/5,3, 1 6, 1/3, 1 -376.4864 
T2 11, 5, 1/4, 3, I t  6, 1/4, 1 -376.4458 
T3 8, 4, 0/3, 2, 0~t 4, 0/2, 0 -375,7790 

* A, B, C / D ,  E, F represents A s-type, Bp-type, and C d-type primitives 
contracted to D, E, F s, p, d-type functions. 

t Pople & Binkley (1979); 2s and 2p functions share exponent. 
* 4-31G basis; Ditchfield, Hehre & Pople (1971). 

high-order refinement of X1 with a lower (sin 0/A) 

limit of 0.85 A - '  shows a larger value of S than the 

other refinements in which cut-off values of 1.0/~-~ 

were used. This may indicate the need for the higher 
cut-off if model bias is to be eliminated from the 

refinement. 

Theoretical studies 

Theoretical molecular-orbital wave functions were 

calculated for the oxalic acid molecule using ab initio 
self-consistent field methods (Roothaan, 1951) and 
basis sets of Gaussian orbitals. The size of the basis 

sets and the molecular electronic energies are sum- 

marized in Table 3. Two of the basis sets (T1 and 

T2) contain polarization functions and are commonly 

described as extended basis sets (EBS); the third is 

a more limited set without d functions on the C and 
O atoms or p functions on the hydrogen atoms. 

Calculations summarized here were performed for 
the isolated molecule with the geometry determined 

by the earlier neutron diffraction experiment (Cop- 

pens & Sabine, 1969), which is in close agreement 

with the present results except for the O( 1 )-H(1) bond 

length which is 1.026 (7) tl, at room temperature, but 

1.07 (1)/~ at 100 K. 

The lowest energy is obtained with the largest of 
the two EBS sets, while the limited set used in T3 is 
clearly less favorable than the bases used in either 
T1 or T2. 

Comparison of diagonal elements of thermal motion 

tensors 

(a) Comparison of  X-ray sets 

A comparison of X-ray thermal parameters is made 
in Table 4. It is clear from the table that discrepancies 

are frequently much larger than what might be expec- 

ted on the basis of the least-squares standard devi- 
ations. A statistical analysis of the A/tr(A) ratios 

[ A I j  = ( U/j)set I - ( Ui i )se t  J ], not reported in detail here, 
shows the discrepancies to be highly significant. 

The U33 ratios of X2/XI,  X d X 4  and Xf fX3  are 
particularly anomalous, relative to the values of the 
U~ and U22 ratios, indicating a systematic anisotropic 
error in the X 1 experiment. Similarly, the U22 ratios 
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Table 4. Temperature parameter ratios between X-ray sets 

U Average* C O(1) 0 (2)  0 (3 )  

X2(lOO K)/X 1(100 K) 
I I 1.013 (0.010) 1.000 (0.018) 1.012 (0.013) 1.025 (0.015) 1-018 (0.015) 
22 1"016 (0"012) 0.999 (0.017) 1"021 (0.01 l) 1.024 (0.01 i) 1.021 (0.012) 
33 0-756 (0-010) 0-755 (0.015) 0.744 (0-013) 0-769 (0-012) 0-758 (0-012) 

X2(100 K)/X3(100 K) 
11 0-932 (0.009) 0.926 (0.011) 0.941 (0.008) 0.923 (0.009) 0.939 (0.008) 
22 0.912 (0.016) 0.888 (0.010) 0.922 (0.006) 0-919 (0.007) 0.919 (0.007) 
33 0.947 (0.010) 0.950 (0.013) 0.948 (0.010) 0.932 (0.009) 0.957 (0-010) 

X2(100 K)/X4(103 K) 

11 0"757 (0.004) 0"753 (0"008) 0"757 (0"006) 0"763 (0"007) 0"754 (0-007) 
22 0.690 (0.015) 0.712 (0.007) 0.678 (0.006) 0-684 (0.006) 0.686 (0.006) 
33 0.762 (0.003) 0.759 (0.010) 0.762 (0.010) 0.766 (0.008) 0-761 (0.008) 

Xl  (100 K)/X4 (103 K) 
11 0-747 (0.005) 0.753 (0.014) 0.749 (0.010) 0-745 (0.01 !) 0.741 (0.011) 
22 0-679 (0.023) 0.713 (0.012) 0.664 (0-008) 0.668 (0.009) 0.672 (0.009) 
33 !.008 (0.012) 1.006 (0-020) 1.024 (0-019) 0-997 (0.016) 1-004 (0.016) 

Xl  (100 K)/X3 (100 K) 
11 0.920 (0-013) 0.926 (0.018) 0.930 (0.012) 0-901 (0.013) 0.923 (0-014) 
22 0.897 (0.006) 0.889 (0.016) 0.903 (0.011) 0.898 (0.010) 0.900 (0.011) 
33 1-252 (0.027) 1.259 (0.025) 1.275 (0.022) 1.212 (0.018) 1.262 (0.020) 

X4 (103 K)/X3 (100 K) 
11 1.232 (0.016) 1.230 (0-014) 1-243 (0.011) !.210 (0-012) 1.246 (0-011) 
22 1.323 (0.051) 1.247 (0.013) 1-360 (0.012) !.345 (0.013) 1.339 (0.013) 
33 1.242 (0.018) 1.251 (0.017) 1.245 (0.017) 1.216 (0-013) 1-257 (0-014) 

* Standard deviation in average calculated from spread of sample: standard deviation in individual ratios from least-squares results. 

Table 5. Uii ratios: ( U./ Uii) 

N u m e r a t o r  = set listed in first row, denomina to r  = set listed in first column.  

X1 X 2  X 3  X 4  N I  N 2  N 4  N 5  

(100K) (100K) (100K) (I03 K) (100K) (100K) (100K) (I15 K) 

X I - -  0"93 0"98 1.23 0-80 0"83 0"88 0"83 
X2 1"08 - -  1"07 1"36 0"87 0"91 0"97 0"90 
X3 !-02 0"93 - -  1"27 0"81 0"85 0"91 0"83 
X4 0"81 0"74 0"79 - -  0.64 0"67 0"72 0"66 

NI 1"26 1-14 1"33 1"56 - -  1-03 1"08 1"02 
N2 1.20 1.10 1-18 1.49 0.97 - -  !.06 !.00 
N4 1.14 ! .03 1.10 1.40 0.92 0.95 ~ 0.94 
N5 1.21 1.1 i 1.20 1.52 0.98 1.00 1.06 

for X4/X3 and X4/X2 are too high, suggesting a 
smaller but still significant effect in X4. The best 

consistency is found for X2/X3 for which an average 
ratio of 0.93 is obtained with only small deviations 
from the average value. The uniformity of the ratio 

suggests that the discrepancy may be due to different 
data-collection temperatures, or perhaps differences 

between TDS contributions. Averages of all the U, 

ratios summarized in Table 5 show the X4 experiment 

to deviate from the main body of experiments. Poss- 

ible causes of this discrepancy are discussed in the 

next section. 
On the other hand, the spread among individual 

atoms within one U, ratio is small; for each com- 
parison of all U, ratios for one value of i are similar, 

while differences between rows are pronounced. This 

implies that in a rigid-body analysis of vibrational 

parameters much of the discrepancy ~ill be absorbed 

in the translational rather than the librational mean- 

square displacements. 

(b) Comparison of neutron sets (Table 6) 

The neutron temperature parameters appear better 

reproducible than the X-ray results, except for experi- 

ment N5 which, given the 115 K data collection tem- 
perature, has anomalously low U~ and /-/22 values. 
The N 3 / N I  ratio is in good agreement with what 
may be expected on the basis of the temperature 

difference. 

(c) X-ray-neutron comparison (Table 7) 

Since X3 and X2 appear to be the most consistent 
X-ray data sets their temperature parameters are com- 
pared with the corresponding neutron parameters of 

N 1 and N4 in Table 7. The best agreement is obtained 

between X2 and N4, though even in this case 

individual deviations often exceed statistical criteria. 

X3 appears to have been collected at a somewhat 

higher temperature than both NI and N4. 
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Table 6. Selected temperature parameter ratios between neutron sets 

U Average C O(1) 0(2)  0(3) H(1) H(2) 

N2 (100 K)/NI (100 K) 
11 0"989 (0.021) 0"968 (0.019) 0"986 (0"018) 0.998 (0-018) 0.999 (0.019) 0-995 (0.022) 0.956 (0-022) 
22 1.046 (0-031) 1" 100 (0"020) 1-041 (0"016) 1.044 (0.016) 1.062 (0.016) 1"053 (0-023) 1-014 (0"022) 
33 1.052 (0.044) 1.066 (0.025) 1-116 (0"030) !'074 (0.025) 1.076 (0.027) 0.989 (0-025) 1.005 (0-025) 

N4 (100 K)/NI (100 K) 
11 1-117 (0-052) 1-152 (0-015) 1-134(0-014) 1-153 (0-014) 1-185(0-015) 1.066 (0.015) 1.074(0.016) 
22 1.092(0.054) 1-165(0.014) 1.120(0.011) 1.120 (0-011) 1.123(0.011) 1.063 (0.014) 1.037 (0.014) 
33 1.057 (0.031) 1-069 (0.016) 1.086 (0.019) 1.087 (0.016) 1.081 (0.016) 1.018 (0.015) 1.024 (0.015) 

N5 (115 K)/N1 (100 K) 
11 0.975 (0.085) 0.946 (0.059) 1.117 (0.054) 0.930 (0.051) 0.941 (0.058) 1.065 (0.055) 0-950 (0-058) 
22 0.973 (0.032) 0.912 (0.042) 0.957 (0.033) 0.976 (0-035) 0.981 (0.037) 0.981 (0.044) 0.993 (0.041) 
33 1-117 (0.086) 1.082 (0.057) 1.195 (0.073) 1.211 (0.059) 1.215 (0-062) 1.033 (0.062) 1.050 (0.053) 

N5 (115 K)/N4 (100 K) 
11 0.875 (0.085) 0.821 (0-050) 0.985 (0.048) 0.807 (0.044) 0.794 (0.049) 1.000 (0.052) 0.884 (0.054) 
22 0.894 (0.071) 0.782 (0.035) 0-855 (0.029) 0.871 (0.031) 0-873 (0.033) 0.923 (0.041) 0.958 (0.040) 
33 1.056(0-053) 1-012(0-053) 1.100(0.067) 1.114(0.054) 1-124(0.056) 1.015(0.061) 1.025(0.051) 

N3 (75 K)/NI (100 K) 
11 0.810 (0.079) 0.759 (0-032) 0.729 (0.030) 0.730 (0.031) 0.782 (0.030) 0-865 (0-028) 0.889 (0.029) 
22 0.875 (0.056) 0.845 (0.021) 0-825 (0.014) 0.826 (0.014) 0.846 (0.014) 0.883 (0.018) 0.967 (0.018) 
33 0"850 (0.093) 0-835 (0.045) 0-836 (0.054) 0.768 (0"038) 0.732 (0"039) 1"017 (0"031) 0"854 (0"030) 

H(3) 

1-020 (0.022) 
1.008 (0.022) 
1.035 (0.023) 

1.o52 (o.o15) 
1.018 (0.013) 
1.030 (O.O13) 

0-874(0.050) 
1"014 (0.040) 
1"034(0.045) 

0.831 (0.048) 
0"997 (0-039) 
1.005 (0.043) 

0.919 (0.027) 
0.933 (0.009)" 
0.906 (0.023) 

Table 

U 

(a) All data 

7. Selected temperature parameter ratios between X-ray and 

Average C O(1) 0(2)  

(b) 

neutron sets 

0(3) 

X3 (100 K)/NI (100 K) 
11 1-202 (0.015) 1.223 (0.017) 1-201 (0.014) 1-194 (0.014) 1-191 (0.014) 
22 1-276 (0.048) 1-336 (0.018) 1.266 (0.012) 1.220 (0.011) 1-283 (0-012) 
33 1-212 (0-051) 1.239 (0.019) I. 162 (0.019) 1-270 (0.018) 1.178 (0.017) 

X3 (100 K)/N4 (100 K) 
11 1.040 (0.026) 1.062 (0-012) 1.058 (0.011) 1-036 (0.011) 1-005 (0.010) 
22 1-127 (0-026) 1.147 (0.012) 1.130 (0.009) 1.089 (0-009) 1.142 (0-010) 
33 1-121 (0.049) 1.158 (0.015) 1.070 (0-014) 1-168 (0.012) 1.089 (0.012) 

X2 (100 K)/NI (100 K) 
11 1.121 (0.014) 1.133 (0.015) 1-130 (0.012) 1-102 (0.012) 1.118 (0.013) 
22 1.163 (0.029) 1.187 (0.014) 1.167 (0.010) 1.122 (0.010) 1.178 (0.010) 
33 1-147 (0.039) 1-177 (0.018) 1-102 (0-017) 1.183 (0.016) 1-127 (0.016) 

X2 (100 K)/N4 (100 K) 
11 0.970 (0.024) 0.984 (0.010) 0.996 (0.009) 0.956 (0.010) 0.944 (0-010) 
22 1.028 (0.022) 1.018 (0.010) 1.042 (0.008) 1.001 (0.008) 1.049 (0.008) 
33 1.061 (0.040) 1.100 (0.014) 1.014 (0.012) 1.088 (0.011) 1-042 (0.011) 

High-order data 
X I(HO) (100 K)/N1 (100 K) 

11 1.096 (0.026) 1.129 (0.025) 1.098 (0.019) 1.068 (0.019) 1.088 (0.020) 
22 1-158 (0.053) 1.234 (0.026) 1-151 (0.017) 1.113 (0-017) 1-133 (0-017) 
33 1.484 (0-039) 1.483 (0.038) 1.441 (0.034) 1.536 (0.032) 1.475 (0.031) 

X2(HO) (100 K)/N4 (100 K) 
11 0.945 (0.011) 0.941 (0.010) 0.961 (0.010) 0-938 (0.010) 0.940 (0.010) 
22 1.016 (0.006) 1.018 (0.012) 1.022 (0.009) 1.008 (0-009) 1.016 (0.009) 
33 1.023 (0.012) 1.038 (0.013) 1.014 (0-013) 1-025 (0.011) 1.013 (0-01 I) 

X3(HO) (100 K)/N4 (100 K) 
11 1.019 (0.009) 1.024 (0.014) 1.022 (0-013) 1-025 (0.014) 1-006 (0.013) 
22 1.103 (0.015) 1.124 (0.012) 1-086 (0.010) ~ 1.102 (0.010) 1.102 (0.010) 
33 1.042 (0.026) 1.072 (0.012) 1.018 (0.012) 1.054 (0.011) 1.021 (0.011) 

X4(HO) (103 K)/NI (100 K) 
11 1.459 (0.015) 1.474 (0.020) 1.448 (0.016) 1.444 (0.017) 1-471 (0.017) 
22 1-664 (0-059) 1.752 (0.029) 1.643 (0.017) 1.624 (0.017) 1-636 (0.017) 
33 1-482 (0"022) 1 "511 (0.024) 1.485 (0.026) 1-466 (0"022) 1-464 (0"023) 

(d) Comparison of all-data and high-order (HO) X- 
ray refinements (Table 8) 

As valence electron scattering is concentrated in 
the low-order reflections, refinement of high-order 
data only is often used to reduce model bias resulting 

from the isolated-atom approximation. Since a small 
fraction of the valence electrons accumulate in the 
bonding region away from the atoms, X-ray tem- 
perature parameters obtained with the independent 
atom model tend to be somewhat larger than neutron 
or high-order-refinement values (Coppens, 1975). 
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Table 8. Temperature parameter ratios between high-order ( HO) and full-data X-ray refinements 

U Average C O(1) 0(2) 0(3) 

x I(HO)(100 K)/XI (100 K) 
11 0.991 (0.006) 0.997 (0"025) 0-983 (0.018) 0.993 (0.020) 0.990 (0-020) 
22 1"011 (0.024) 1.039 (0.025) 1.007 (0-016) 1.015 (0.017) 0.981 (0.017) 
33 0.979 (0.021) 0"952 (0-027) 0-973 (0.024) 0.998 (0.022) 0.992 (0.021) 

X2(HO) (I00 K)/X2 (100 K) 
11 0.975 (0.018) 0"957 (0"010) 0.964 (0.008) 0.981 (0.008) 0.997 (0.009) 
22 0-989 (0.018) 1.000 (0"012) 0.980 (0.008) 1.007 (0.008) 0.969 (0-007) 
33 0-964 (0.028) 0.944 (0.012) 1-000 (0.011) 0.942 (0.009) 0.972 (0.009) 

X3(HO) (100 K)/X3 (100 K) 
11 0.980 (0.018) 0.964 (0-014) 0.966 (0.011) 0.990 (0.013) 1.001 (0.012) 
22 0.979 (0.023) 0.980 (0.012) 0.961 (0.008) 1.012 (0.008) 0-965 (0-008) 
33 0-930 (0-021) 0.926 (0.012) 0.952 (0.010) 0.903 (0.008) 0.937 (0-010) 

X4(HO) (103 K)/X4 (103 K) 
11 0"986 (0"013) 0"980 (0"011) 0"970 (0"008) 1.000 (0"009) 0"992 (0"009) 
22 0.987 (0"046) 1"051 (0-015) 0"954 (0"010) 0"990 (0"011) 0-952 (0-010) 
33 0"985 (0"032) 0"975 (0"014) 1"027 (0"015) 0"949 (0"011) 0"989 (0"012) 

Table 9. Comparison of cell dimensions 

Nitrogen temperature 

a (A) b (/k) c (A) /3 (°) 

X 1 6.103 (3) 3.498 (3) 11.978 (8) 105.87 (5) 
X2 6.0986 (5) 3.4981 (3) 11.952 (1) 105.777 (8) 
X3 6.0968 (7) 3.4975 (4) 11.9462 (15 )  105.78 (1) 
X4 6" 1108 (9) 3.5109 (4) 11.9780 (8) 105.767 (8) 

NI* 6.1016(1) 3.4972(1) 11.9549(3) 105.759(2) 
N4 6" 102 (3) 3.496 (2) 11.949 (5) 105.66 (4) 

Room tempera ture t  

6-119 3.607 12-057 106-19 

* From measurement on a powder. 
t Delaplane & lbers (1969). 

This trend is observed in experiments X2, X3 and 
X4, all of which show a 2-3% reduction in tem- 

perature parameters when high-order data are used. 
The lower data cut-off in experiment X 1 was 0.85/~-~ 

(Table 2). It appears that this cut-off is too low to 

reduce model bias adequately. The goodness of fit 
(Table 2) which is reduced to 1.38 and 1.25 in X3 
and X4 is 1.83 for the X1 HO refinement, again 
indicating remaining model bias. 

When X2 HO temperature parameters are com- 
pared with N4, values of 0.945, 1.016 and 1.023 are 

obtained for the Ui 1, U22 and U33 ratios, respectively 
(Table 7b). The average value of 0.995 is remarkably 

close to unity in this case. 

(e) Comparison of cell dimensions and discussion of 
temperature parameter discrepancies 

If a genuine difference between specimen tem- 

peratures exists, a parallel discrepancy may be expec- 

ted in the cell dimensions, values of which are repor- 

ted in Table 9. There is excellent agreement between 

N1, N4, X2 and X3. The X4 values are indeed 

larger, supporting the interpretation of the tem- 
perature-parameter differences as being due, at least 

partly, to a difference in data-collection temperature. 

One group of participants has independently car- 

ded out a study of the temperature dependence of 
the cell dimensions of oxalic acid dihydrate (Dam, 

Harkema & Feil, 1982), and has drawn the conclusion 

that the X4 data-collection temperature was about 

110 K rather than the value of 103 K reported here. 
Since mean-square vibrational amplitudes for a 

molecule such as oxalic acid are almost proportional 

to absolute temperature near 100 K, this temperature 
difference only partially explains the 20-40% increase 

in X4 temperature parameters. It is quite likely that 
a major origin of the discrepancy lies in the use of 

Dirac-Slater form factors in the X4 refinement (Table 

2). These form factors are more compact than RHF 
(relativistic Hartree-Fock) values used in the other 
experiments and would thus naturally lead to larger 

temperature parameters. 

Comparison of positional parameters 

Since it was obvious on preliminary inspection that 
the positional parameters from the different experi- 
ments were in good agreement, a ,/'2 test was perfor- 

med to test the significance of any differences, For 

the X-ray results only non-hydrogen parameters were 
tested, giving a total of 12 contributions to X 2. For 

the comparison between neutron results all seven 
atoms were included leading to a total of 21 para- 
meters. The test compares values of X2=~(A/cr )  2 

with tabulated values at various significance levels 
(Hamilton, 1964). As X2(12)0.995 and )['2(21)o.995 are 
28.3 and 41.4, respectively, X 2 values above these 

levels indicate discrepancies significant at the 0.995 
confidence level. 

Results listed in Table 10 show that: (a) the X4 

experiment deviates from X2 and X3, a possible 

result of the temperature difference mentioned earlier 

which would affect coordinates as thermal expansion 

is different for inter- and intramolecular distances; 
(b) there are no significant differences between posi- 
tional parameters from the four neutron experiments 
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even though N5 was reported to be performed at a 
higher temperature than the other experiments; (c) 
highly significant discrepancies between X-ray and 
neutron positional parameters exist (upper right rec- 
tangle of Table 10), which disappear (except for X4) 
when comparison is made with the high-order para- 
meters, thus confirming the validity of the high-order 
refinement in eliminating positional parameter bias. 

In Table 11 the averages over the absolute values 
of the discrepancies in A are listed. The agreement 
between the X-ray sets are within a few ten-thousands 
of an ~ngstrom, again with the exception of X4, for 

which the discrepancies are about 0.001 A. The agree- 
ment between the X-ray sets X2 and X3 and the 
neutron sets N1, N2 and N4 averages to 0.0004- 
0.0006 A when high-order X-ray results are used, an 
impressive demonstration of the reproducibility that 
accurate diffraction studies can provide. Of course, 
the interffretation of such precise values requires an 
understanding of the averaging of the positional para- 

meters over the vibrational modes of the crystal. 

Electron density maps 

Deformation density maps defined as 

Ap(r) = Oobs(r)-- p(r)ca,o, sphe~¢~, a t o m s  

are calculated with the expression 

2 
Ap(r) = ~ ~ (Fobs/k - F~,c) cos (2 e r a .  r). 

Table 10. X 2 values for positional parameter differences 

x 2 = E (A / ~)2. 
X 1  X 2  X 3  X 4  N I  N 2  N 4  

All da ta  All da ta*  

X I  ~ 22.6 24.2 54-7 96.6 62.8 92-2 

X 2  - -  - -  15.2 87.6 101.7 39-0 97.2 

X 3  - -  ~ ~ 48-8 125-9 44-5 111-7 

X 4  . . . .  124.6 43.2 108.3 

High  order*  All d a t a t  

N I  29.1 21.1 19.3 48.8 - -  26.5 20.9 

N 2  27.9 4.3 10.8 17.7 - -  m 24.3 

N 4  34.7 22-6 17.9 42.8 ~ ~ m 

N 5  16.7 13.7 11.5 18.0 ~ D 

* Sum o f  12 values X2(12)0.995 = 28.3. 

t Sum o f  21 values X2(21)o.995 =41-4 .  

N 5  

25"1 

18"9 

18-6 

20"2 

Here k is the scale factor and F~c is obtained with 
free-atom form factors and positional and structural 
parameters from the neutron or high-order X-ray 
refinements, described as X -  N and X - X  maps, 
respectively. 

The maps compared in this report are based on 
combining the X4 and X 1 data sets with N 1 neutron 
results and X3 with the X4 neutron parameters; for 
X2 high-order parameters were used for C and O, 
while hydrogen parameters were taken from N4. In 
the case of X3, neutron temperature parameters were 
scaled by the average ratio of Ui~,x3mo)/U,.N4 for the 
heavy atoms giving a correction factor of 1.06; no 
such scaling was applied in the other combinations 

of X-ray and neutron data. The corresponding ratios 
for X I (HO) /NI ,  X2(HO)/N4 and X4(HO)/N1 are 
1.25, 0.99 and 1.54, respectively. 

The maps obtained experimentally are thermally 
smeared over the vibrations of the crystal, while theo- 
retical maps are for the static molecule. A quantitative 
comparison between theory and experiment requires 
convolution of the static theoretical density with the 
thermal probability distribution function, or decon- 
volution of the experimental results by fitting of static 
density functions to the experimental density using a 
formalism in which thermal motion is explicitly 
accounted for (e.g. Coppens, 1982). Of the theoretical 
maps based on T2 and T3 thermally smeared versions 
are available, while static multipole model maps have 
been calculated based on X3. Nevertheless, it must 
be kept in mind that quantitative comparison between 
theory and experiment is subject to inadequacies in 
the thermal-motion formalism. 

In the following we will first compare bond and 
lone-pair peak heights and subsequently consider the 
more detailed features of the electron distribution in 
the plane of the oxalic acid molecule. 

(a) Peak heights (Table 12) 

26.5 There is a general tendency for peak heights in the 
28.7 X 1 and X4 maps to be larger than for X2 and X3. 
27.9 

-- This tendency, which is especially pronounced in the 
oxygen lone-pair regions of X 1, is probably related 
to the large values of the Ui~x/Ui~N ratios for X1 

Table 11. Average values of positional parameter discrepancies (A) 

X 1 X 2  X 3  X 4  N 1 N 2  N 4  N 5  

All da ta  All da ta  

X I  m 0-0006 0.0006 0.0012 0.0011 0.0014 0.0012 0-0016 

X 2  m m 0.0003 0.0011 0.0008 0-0009 0.0007 0.0013 

X 3  - -  ~ - -  0.0010 0.0010 0.0009 0.0009 0.0013 

X 4  . . . .  0-0015 0.0013 0.0014 0.0015 

High  o rde r  All da ta  

N I  0.0011 0.0004 0-0005 0.0010 m 0.0010 0.0006 0.0019 

N 2  0-0013 0-0004 0-0006 0-0008 - -  - -  0-0010 0-0021 

N 4  0-0011 0.0005 0.0005 0.0010 __ m D 0.0022 

N 5  0"0015 0"0012 0.0011 0.0016 . . . .  
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Table 12. Bond and lone pair peak heights (e/~-3) 

Dynamic ,  expe r imen t  

X I - N 1  X 2 - N 4  X 3 - N 4  X4--NI 

C(I)-C(I)  0.52 (0.77)* 0.56 0.69 0.67 

C(I)--O(I) 0.75 0.37 0.49 0.52 
C(1)-0(2) 0.52 0.46 0.55 0-67 
O(1)-n(l)  0.85 0.32 0.33 0.51 
O(1)l.p. 1.15 0.32 0.49 0.57 
O(2)l.p. 0.85 0.27 0.41 0.46 
O(2)l.p. 0.75 0.22 0.31 0.47 

Dynamic ,  theory  

T2 T3 

0.58 0-38 
0-43 0.20 
0.62 0-46 

0.40 0.23 
0.60 0.73 
0.53 0.61 
0-53 0-64 

Static, expe r imen t  Static, theory  

X 3 t  X3~  T I  T2 T3 

C(1)--C(1) 0.65 0.64 0.77 0.67 0.40 

C(1)-O(I) 0.60 0.58 0.55 0.54 0.25 
C(1)-0(2) 0.85 0.79 0.72 0-70 0-54 
O(I)--H(I) 0"55 0"62 0.55 0.56 0.34 

O(l)l.p. 0.68 0.93 1.09 I. 10 1.18 
O(2)l.p. 0.44 0.61 1"29 1-22 1.49 

O(2)l.p. 0.42 0.54 1 "33 1.32 1 "39 

* First value: at centre of bond; value in parentheses: maximum. 

t Static map calculated from multipole model functions of X-ray refinement. 

~: Static map calculated from joint refinement of structural and multipole model parameters using X3 and N4 data. 

and X4, though we note that the peak heights are 
largest for X1, while the ratio is largest for X4/N1.  
The use of different form factors in the X4 calculation 
is an additional factor influencing peak heights. 

The agreement between X2 and X3 is within about 
0.15 e/~-3 and probably as good as may be expected 

from present-day charge-density studies of the type 
reported here. 

Examination of the primary theoretical results, the 
static values, indicates quite reasonable agreement, 
within about 0-1 e A -3 and often better, between the 
two extended-basis-set calculations T I and T2. 

The limited-basis-set calculation T3 clearly does 

not produce a satisfactory density and underestimates 
bond peak values while overestimating the heights of 
peaks in the lone-pair regions. 

When the T I and T2 results are compared with 
X3 at the static level and with X2 and X3 in the 
dynamic case, agreement is again within 0.1 e A, -3 for 

the bond peaks, while the lone-pair peaks are either 
too low in the experiment or too high even in the 

EBS calculations TI and T2. This may be due to 

either remaining basis-set truncation errors or other 
imperfections in the theoretical treatment or to 

inadequacies in the thermal-motion treatment 

required for the comparison between theory and 
experiment. 

(b) Direct comparison of electron density maps in the 
oxalic acid plane 

For practical reasons comparison of density maps 

will be mainly limited to the density in the plane of 

the oxalic acid molecule. The pertinent maps are 

shown in Fig. 2. Though the main features of the 

maps are reproduced in all experiments, there is con- 

siderable difference in detail. Not unexpectedly this 

is evident in the regions immediately surrounding the 
nuclei where the experimental errors in the deforma- 
tion density are largest, but also in some of the other 
features. The largest deviations are observed in the 

X 1 map, which shows a double maximum in the C-C 
bond and also differs in the location of the lone-pair 

maxima near the oxygen atoms. But this map also 

has much larger fluctuations in the background region 
away from the molecule and is therefore probably 
less reliable, in agreement with the higher R factors 
and somewhat inconsistent temperature-factor ratios 
obtained in this experiment. 

The X4 and X2 maps share the general shape of 

the maxima which have a rounded rather than the 
more squarely shaped form observed in the X3 map, 

especially in the carbon-carbon bond. On the other 
hand, X4 and X2 differ markedly in the position of 

the zero contour around the molecule and near the 
atom centers. The latter difference may well be related 
to the use of a different spherical-atom form factor 
in the X4 map. 

Excluding the map based on the limited-basis-set 
T3 calculation, three theoretical maps are available 

for comparison, the T2 dynamic map and the T1 and 

T2 static distributions (Fig. 3). Though the T1 and 

T2 static maps are at different contour intervals, peak 
shapes can be seen to agree well as did the peak 

heights discussed earlier. The thermally smeared T2 

map at 0-05 e/~-a contour (Fig. 3 c) shows peak shapes 
which strongly resemble the X3 experiment, 
especially in the C-C bond. 

A most interesting feature is observed in all experi- 

ments in the lone-pair region of the water-molecule 

oxygen atom, the lone-pair peak being clearly polar- 
ized into the short hydrogen bond, rather than being 

symmetric with respect to the plane of the isolated 

water molecule. The result of the X2 experiment in 
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a plane perpendicular to the water molecule bisecting 
the HOH angle is shown in Fig. 4. 

In summary, though overall features agree well, 
differences in detail exist which caution against over- 
interpretation of detail observed in experimental elec- 
tron density maps. 

C o n c l u s i o n s  

The following are the main conclusions drawn from 
this study. 

(1) Large differences between the vibrational 
tensor elements U, can often not be corrected by a 
scaling of all temperature parameters of a set. The 
differences are such that they will affect translational 

amplitudes more strongly than librational amplitudes 
when a rigid-body analysis is performed. 

(2) High-order temperature parameters from X-ray 
data above sin 0 / h  = 1 J,-~ are 2-4% lower than para- 
meters obtained from all data. Since there are no 
anisotropic differences between the two sets X -  X 
maps may be less biased by systematic errors in the 
temperature parameters than X -  N maps except, of 
course, in regions near hydrogen atoms, where 
neutron data remain essential. 

(3) Positional parameters are reproducible in this 
study to precisions of 0.001 ]t or better. Average 
discrepancies between some of the experiments are 
only 0.0005 fl~. 
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3 Fig. 2. Experimental deformation density maps in the plane of the oxalic acid molecule. All contours at 0.05 e J~- .  (a) X1, negative 

contours dashed. Data with sin 0/A <0.85/It  -1 included. (b) X2, zero and negative contours dashed. Data with sin 0/A < 1.05 A -1 
included. (c) X3, zero and negative contours dashed. All data included (sin 0/A < 1.20/Yt-~). (d) X4, negative contours dashed, zero 
contours dotted. Data with sin 0/A < 0.7 J,-~ included. 
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Fig. 4. X2  dynamic density in a plane perpendicular to the water 

molecule bisecting the HOH angle. Contours as in Fig. 2(b). The 

horizontal dotted line represents the projection of  the hydrogen 

bond. The inclined line is the line of  intersection with the water- 

molecule plane. 

(4) Chemically significant features in the electron 

density maps are observed in all studies and are 

qualitatively reproducible. Peak heights between the 

best of the experiments surveyed here appear repro- 
ducible to within about 0.15 e A  -3,  though peak 

shapes and locations of the maxima differ in detail. 

Details of  the experimental distribution should be 
interpreted with great caution. 

(5) The biggest discrepancies between theory and 

experiment occur in the lone-pair-peak regions where 
peaks are higher in the theoretical maps. The quantita- 

tive comparison is hampered, however, by potential 

inadequacies in the thermal-motion treatment. 

Note added in proof: One of the experiments included 
in this survey has been described recently in a separate 
article (Dam, Harkema & Feil, 1983). This article also 

reports the effect of a TDS correction on the density 

maps. 
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Fig. 3. Theoretical deformation density maps in the plane of  the 

oxalic acid molecule. (a) TI static density. First contours at 

+0.0025 e ao 3 ( -0 .0169  e A-3), neighboring contours differ by a 

factor 3. (b) T2 static density. Contours at 0 . 1 0 e A  -3 with zero 

and negative contours dashed. (c) T2 dynamic density. Contours 

at 0"05 e A -3 with zero and negative contours dashed. 
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Abstract 

A new multi-dimensional search approach, incor- 

porating packing criteria with R-factor calculations 
for low-resolution X-ray data, proved to be extremely 

efficient for the solution of large molecular structures. 
A computer program, ULTIMA, based on this 

approach solved ab initio the structure of a double- 

helical DNA octamer and also reproduced the correct 
solutions of a double-helical DNA dodecamer and 

of a tRNA molecule (322, 486 and 1652 non-hydrogen 
atoms, respectively). The efficiency of the procedure 

is enhanced by using group scatterers in lieu of 
individual atoms. The method allows, for more com- 

plex structures, the separation of parameters in the 

multi-dimensional space, either by using one- 

dimensional reflection data or by approximating the 
entire molecule to a 'super-atom' scatterer. 

Introduction 

We have shown (Rabinovich & Schmidt, 1966) 
that small molecular structures can directly and effi- 
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ciently be solved by a systematic search procedure 

(SEARCH) using geometrical criteria such as global 
molecular packing considerations and hard-sphere 

atom-atom contacts. The method owes its efficiency 
to a set of multi-level sieving operations, by means 
of which only a limited number of accepted trial 

structures are left for further examination by struc- 
ture-factor calculations. 

This procedure proved, however, to be inefficient 

for large molecular structures since it was time con- 
suming as a result of the large number of atoms. It 

also yielded too many accepted trial structures 
because of the rather small number of intermolecular 
atom-atom contacts resulting from the fact that a 

large fraction of the unit-cell volume consists of sol- 

vent molecules. We have, therefore, developed a new 

multi-dimensional search approach, incorporating 

global packing criteria with structure-factor calcula- 
tions for very-low-resolution X-ray data, which 

proved to be extremely efficient for the solution of 

large molecules. A computer program, ULTIMA, 
based on this approach, solved ab initio the structure 
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